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Abstract

The infectious disease Covid-19 has been causing severe social, economic, and human suffering across the globe since
2019. The countries have utilized different strategies in the last few years to combat Covid-19 based on their capabilities,
technological infrastructure, and investments. A massive epidemic like this cannot be controlled without an intelligent and
automatic health care system. The first reaction to the disease outbreak was lockdown, and researchers focused more on
developing methods to diagnose the disease and recognize its behavior. However, as the new lifestyle becomes more
normalized, research has shifted to utilizing computer-aided methods to monitor, track, detect, and treat individuals and
provide services to citizens. Thus, the Internet of things, based on fog-cloud computing, using artificial intelligence
approaches such as machine learning, and deep learning are practical concepts. This article aims to survey computer-based
approaches to combat Covid-19 based on prevention, detection, and service provision. Technically and statistically, this
article analyzes current methods, categorizes them, presents a technical taxonomy, and explores future and open issues.

Keywords Internet of things - Machine learning - Fog computing - Cloud computing

1 Introduction

Covid-19 is viewed as the most critical and new virus of
our time, as it has the potential to spread viral diseases
worldwide [1]. In December 2019, a new infectious disease
was found in Wuhan, China, caused by the Severe Acute
Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) and
characterized by mild or moderate respiratory symp-
toms. The World Health Organization (WHO) declared the
disorder a pandemic on March 11, 2020, and no definitive
solution to its eradication has yet been found. During the
epidemic’s early stages, government actions included
lockdowns, business closures, and workplace hazard
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control. All these measures resulted in severe economic
and social challenges. Over about two years after the out-
break, governments have adopted more intelligent strate-
gies to restore normal living conditions. As governments
could not keep their country locked down forever, a whole
new lifestyle developed along with Covid-19. People use
computer-based technologies to be aware of their health
status and receive alerts for the presence of infected and
suspicious people around them—for example, Radio Fre-
quency Identification (RFID) tags, mobile applications, and
smart gadgets. Through IoT technology, the healthcare
system collects data, transfers it to centralized servers,
analyzes the data, and diagnoses people’s health status
nationally, from personal to government-level dimensions.
On an urban scale, the unmanned aerial vehicle (UAV)
with thermal cameras monitors large geographical areas to
identify high-risk zones to develop appropriate control
policies [2]. Also, automated drones and intelligent robots
deliver drugs and vaccines to inaccessible regions and
perform sampling of infected people without the inter-
vention of medical staff, which effectively reduces the
possibility of spreading the virus [3]. A medical center,
because of its large number of patients, its limited
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availability of medical staff and equipment, and the lengthy
diagnosis process, cannot control the situation without
leveraging Al methods, such as DL, classification, and
feature selection, along with IoT devices, big data, and
cloud-based networks [4, 5].

Deep learning and machine learning (ML) methods can
learn from several patient datasets, use object detection
techniques, and then verify diseases which is much faster
and more accurate than human diagnostic methods. Com-
bining AI with the IoT has created a new medical system
that, despite its advantages over traditional medicine, has
challenges such as maintaining the security, integrity, and
confidentiality of data mentioned by Aman et al. [6].
Cameras, sensors, and intelligent tags everywhere,
including homes, workplaces, streets, and busy places such
as stores and hospitals, perform a kind of screening oper-
ation through monitoring [5, 7-9]. Depending on their
settings, these devices will alert if a suspected infection is
detected. Wearable devices connected to monitoring and
tracking applications can also surveil environments and
inform their health status [10]. Most businesses turned to
telework during the epidemic, relying on computer net-
works and equipment. Humans are social creatures who
require communication and interaction with others. People
meet this need through social media and communication
apps during the long-term quarantine of an epi-
demic. Instagram, Facebook, YouTube, and other social
platforms are tools for entertainment and communication
with friends and relatives. Also, making video calls even in
group forms on the Internet has partially replaced the
meetings in cafes and restaurants. Virtual education has
also replaced physical communities in colleges and schools
on various platforms. Computer science-based technolo-
gies at all levels of individual and social life help change
daily activities, work, education, and treatment to
telecommunications. Although many of these technologies
existed before the Covid-19 disease, their vital role may
have become more apparent after the epidemic [11-13].
According to what has been said previously, a world
without computer science and its technologies is unimag-
inable. This article will describe the role of computer sci-
ence and related technologies in the three areas of
prevention, diagnosis, and service delivery in detail, based
on numerous studies conducted since 2020 [14, 15].

In the fight against the spread of the Covid-19 disease,
many countries have actively employed computer-based
technologies, such as Al, big data, the IoT, cloud com-
puting, and blockchain, which have improved monitoring,
detection, prevention, treatment, and service provision for
Covid-19. As depicted in Fig. 1, this article investigates
three distinct aspects of threat prevention, Covid-19
detection, and service provision during the outbreak of this
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disease utilizing learning-based algorithms and computer-
aided technologies.

Using Al algorithms and a comprehensive model for the
spread of Covid-19, it is possible to predict changes in the
spread of the virus several days in advance. This period is
ideal for drafting regulations and preventing the rapid
spread of Covid-19. The model can make predictions by
collecting Covid-19-related data from social networks such
as Facebook, Twitter, and the Google search engine.
Therefore, to prevent the spread of this virus, it is possible
to implement effective public health measures, such as
quarantine and appropriate restrictions. Also, researchers
can identify the source of the spread of different Covid-19
variants using computer programs. They can determine
which human population or age group is most at risk.
Therefore, with proper prediction, appropriate regulations
can be enforced to prevent the spread of Covid-19 among
the same target population.

In crowded places and public places such as metro sta-
tions, where traditional methods of measuring human body
temperature are time-consuming and can cause healthy
people to become infected with Covid-19 due to crowding,
Al algorithms using digital cameras and infrared technol-
ogy can be used to measure temperature. This technology
made it possible to measure human body temperature
accurately and reliably without physical contact, allowing
for the rapid identification of individuals whose body
temperature exceeded the predetermined threshold.

Sometimes, the number of Covid-19 patients exceeds
the capacity of the country’s hospitals, resources, and
medical equipment due to the epidemic. In many cases,
patients suffering from severe respiratory syndrome require
urgent services such as an ambulance, nurse, medication,
and oxygen generator; failure to provide these services on
time can result in patient death. Consequently, these ser-
vices are provided at the patient’s location using cloud-
based computer programs and the use of smartphones by
patients to request such services. In addition, the spread of
the Covid-19 virus is increasing the demand for online
meetings, video conferences, and online teaching. Such
services can be supplied by cloud computing-based service
providers.

In many technical surveys and review articles, com-
puter-based methods are not systematically discussed to
prevent and detect Covid-19. This study examines the role
of computer technologies in combating Covid-19 by pre-
venting its spread, improving the accuracy of diagnosis,
and delivering single and composing services to people in
the community during an epidemic. The fundamental
methods based on computer science in selected studies
include prevention, detection, and service composition for
all users. A Systematic Literature Review (SLR) presents
an overview of the limitations and opportunities of using
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Fig. 1 Computer-aided methods
for combating Covid-19 in
prevention, detection, and
service provision approaches
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computer-aided methods for detecting, and preventing
Covid-19 is presented using an SLR. These are the primary
objectives of this study:

e The technical taxonomy classifies the various com-
puter-aided methods for combating Covid-19 in pre-
vention, detection, and service provision approaches.

e Discussing and comparison of the main challenges
encountered in combating Covid-19 using computer-
aided methods

e Focusing on the research challenges and open issues
associated with computer-aided methods for combatting
Covid-19

Table 1 summarized the definitions of the most used
terms in our study.

Table 1 Definitions of repetitive phrases
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Table 2 contains a list of essential abbreviations inclu-
ded to facilitate comprehension of the paper.

Considering that each paper uses different metrics to
evaluate its ideas, we listed and defined all the evaluation
metrics used in our study in Table 3.

Following is a description of how this study has been
organized: Sect. 2 discusses the related work. Section 3
provides a methodology for selecting research according to
the SLR method. A systematic overview is provided in
Sect. 4 to describe how computer-aided methods are used
to combat Covid-19 and provide related services. In addi-
tion, a comparison of selected papers is presented, and a
technical taxonomy is described. A discussion of the topic
is presented in Sect. 5. Finally, Sect. 6 presents a conclu-
sion and the limitations of the study.

Phrase

Definition of phrase

Internet of things (IoT)

Internet of medical things
(IoMT)

Cloud computing

Artificial intelligence (Al)
Machine learning (ML)
Deep learning (DL)

Big data
Wearable technology

Unmanned aerial vehicle
(UAV)

It refers to a network of physical devices that collects and shares information

An information technology network in healthcare includes interconnected medical devices, infrastructure, and
applications

Different services such as data storage and processing by powerful servers, software, and infrastructures are
provided over the Internet in cloud computing

A branch of computer science in which computers and machines simulate human thought and decision-making
ML refers to studying computer algorithms that can learn through experience and data analysis

DL is a part of a larger group of ML techniques that imitates the human brain’s learning process by clustering data
and making accurate predictions

It consists of too large or complex data collection for traditional data-processing software
It refers to electronic devices worn by consumers to collect personal health information and measure exercise

UAYV, commonly known as a drone, is a remote-controlled flying computer equipped with cameras and sensors
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Table 2 List of abbreviations

Abbreviation form Complete form

CNN Convolutional neural network
DSVM Deep support vector machine
FL Federated learning

LSTM Long short-term memory
MAPE Mean absolute percentage error
MCC Matthews correlation coefficient
MDP Markov decision process
MTGP Multi-task Gaussian process
MEC Mobile edge computing

NLP Natural language processing
NN Neural network

PSO Particle swarm optimization
K-Nearest Neighbors KNN

RF Random forest

RFID Radio frequency identification
RMSE Root mean square error

RNN Recurrent neural network

ROC Receiver operating characteristic
SLR Systematic literature review
SVM Support vector machine

TRNN Temporal recurrent neural network
GA Genetic algorithm

2 Related work

Convolutional neural networks (CNN) are a type of NN
that is most frequently used to analyze visual imagery.
CNNs are frequently referred to as regularized versions of
multilayer perceptrons. It indicates that every neuron in
one layer is connected to every neuron in the following
layer. CNNs are susceptible to overfitting due to their full
interconnection. Regularization, or the prevention of
overfitting, typically involves penalizing parameters during
training or reducing connection. CNNs take a different
method to regularization: they take advantage of the hier-
archical structure in the data and create highly complicated
patterns from smaller, simpler patterns imprinted in their
filters. Therefore, CNNs are at the bottom of the inter-
connection and complexity scale [16].

ResNet50 is one of the most often used CNN architec-
tures for more robust training. ResNet-50 contains 50
layers, and the idea behind ResNet50 design is to employ
the identity shortcut connection, which allows the layers to
be skipped and allows for a rapid learning process. This
design allows the first network layers to communicate
directly. Consequently, it will be easy for the first layers to
update their gradients [27].
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A Capsule Neural Network (CapsNet) is a NN that can
be used to model hierarchical relationships more accu-
rately. The method is an attempt to emulate real brain
architecture more precisely. The CapsNet aims to add
structures known as capsules to a CNN and to reuse output
from several of those capsules to construct representations
for higher capsules that are more robust [17].

For the development of the CovTinyNet model, a type
of CNN, the architecture of the real-time object detection
system You Only Look Once (YOLOV3 tiny) serves as the
foundation. To improve the speed and accuracy of real-
time diagnosis, the number of layers employed in the
CovTinyNet model has been reduced. Additionally, Cov-
TinyNet implemented extra skip connections to preserve
local data. This enhances the model’s ability to accurately
detect and localize abnormalities in medical images. The
model is also easy to deploy on any small device due to the
reduction in its file size [35].

Gradient-weighted Class Activation Mapping (Grad-
CAM) represents a rigorous generalization of the Class
Activation Mapping, which is a straightforward method for
obtaining the discriminative image areas utilized by a CNN
to recognize a certain image class. Grad-CAM utilizes the
class-specific gradient information flowing through the last
convolutional layer of a CNN to generate a coarse local-
ization map of the image’s significant areas. Grad-CAM
may be used with current pixel-space visualizations to
provide a high-resolution class-discriminating visualiza-
tion. Grad-CAM does not need retraining and is suitable for
all CNN-based designs [18].

The remaining section provides an overview of the
related work in computer-aided methods for combating
Covid-19 in prevention, detection, and service provision
approaches.

Peng et al. [19] examined the role of Al in suppressing
Coronavirus and divided their studies into three main cat-
egories: prediction, diagnosis, and development. When
there is no solution to eradicate Covid-19, it is beneficial to
predict the spread pattern of the virus so that preventive
measures can be taken in high-risk areas. DL methods can
help discover pharmacotherapy and Covid-19 vaccines
with various chemical and pharmacological compounds.
Also, predicting the survival rate of coronavirus patients by
estimating the extent of damage to the principal organs of
their body can help adopt a policy to combat Covid-19.
Therefore, Al and other related technologies predict virus
propagation, drug discovery, and survival rates. In this
article, the authors examined the methods of diagnosing the
disease through medical images, including CT and X-Ray,
which have significantly improved the speed and accuracy
of screening using neural networks (NN). It is almost
impossible to assess and test many suspects using tradi-
tional methods and human resources in an epidemic.
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Table 3 Definition of metrics used in this study

Metrics Definition
Accuracy It measures the precision with which samples can be classified as abnormal or normal
Sensitivity It evaluates the model’s capability to predict each available category’s true positives and the relevant instances’ proportion
among the retrieved instances
Specificity It evaluates a model’s ability to predict the true negatives of each available category
F-measure (f- It indicates a model’s accuracy on binary positive and negative classification systems
score)
Precision It is the proportion of relevant instances among those that were retrieved
Recall A fraction of the retrieved items indicate how accurate the retrieval is
MCC It measures the difference between the predicted and actual values in the statistical evaluation of the model
ROC It shows the performance of a classification model at all thresholds of classification
MAPE A statistical criterion for measuring the accuracy of prediction models based on a formula
RMSE It is the square root of the mean of the squares of all errors

Contact rate It is a level of contact among people
Contact duration
Contact distance

Infection rate

It refers to the amount of time spent at a specific distance from another individual
The distance between two people during physical contact
It indicates the amount of Coronavirus present in the infected individual’s body

Reliability It is determined by the ratio of error messages to total messages

Energy It refers to the total amount of energy consumed during an activity
consumption

CPU-load It refers to the amount of computational work that a computer system performs

Cohen Kappa

The agreement score compares several items grouped into mutually exclusive categories

Therefore, ML methods can learn and evaluate medical
images with pre-prepared datasets. Intelligent diagnostic
systems accurately and quickly identify the type and
severity of the disease after identifying the symptoms and
classifying the images. In another part of the study, they
examined the role of Al in drug development by smart
repositioning drugs. They also noted that this field of sci-
ence helps accelerate the discovery and production of
vaccines, forecasting the immune system to these com-
pounds at a lower cost. Al and other technologies will also
develop applications for telemedicine, monitoring, and
tracking suspected and infected individuals. This article
mentioned some of technology’s positive features, such as
speed, accuracy, processing, and storage capacity, and
limitations, such as lack of datasets and false-negative or
erroneous diagnoses.

Nasajpour et al. [4] investigated the role of IoT in
combatting Covid-19 in the main three phases: diagnosis,
quarantine, and recovery. They study the existing IoT
technologies based on their application in different stages
of Covid-19 and thoroughly evaluate their advantages and
disadvantages. They do not mention the role of Al next to
IoT. Security is also a significant challenge that they did
not address in their article.

Aman et al. [6] first described the IoT ecosystem and the
differences between traditional and modern medical

systems. They compared three common types of architec-
ture for IoMT and described its different layers. They
examined the role of the IoT in the last three pandemics
SARS-CoV (Asia) in 2002, MERS-CoV (Middle East) in
2012, and the Ebola epidemic (West Africa) in 2014,
which, due to the limitations of technology, are not com-
parable in importance to its role in the Covid-19. They
surveyed three countries, Taiwan, South Korea, and Ger-
many, regarding their approaches to tackling the pandemic
crisis based on their IT infrastructure. In IoMT, maintain-
ing data integrity, confidentiality, and security is a signif-
icant challenge. The authors carefully identify the
vulnerabilities and attacks on this system. Although this
article takes a relatively broad look at the IoT and its
relationship to other technologies such as Al and big data
in Covid-19, it does not do a thorough study.

Jahmunah et al. [10] focused on IoT technology coupled
with DL methods to prevent Coronavirus transmission.
They propose an intelligent tracing tool that includes var-
ious wearable devices and phone applications to gather
health data from vast areas. In their suggested structure, a
server is connected to an Al-based visualization system to
analyze collected data and identify data patterns to predict
Covid-19. In this way, they cope with security challenges
by decentralization, but this scheme includes different
devices that need to be integrated. Although real-time
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monitoring is a positive point, it is a voluntary system,
which is not accurate enough. The weakness of this system
is noticeable energy consumption, and the bandwidth of the
current types of networks is becoming less for that.

Dong and Yao [20] proposed a platform combination of
IoT and fog-cloud divided into four layers to combat
Covid-19 in five contexts: diagnosis, monitoring, tracing,
forecasting, and virus mutation tracking. The perception
layer comprises IoT devices for collecting data, the net-
work layer for transmitting data, the fog layer for per-
forming real-time and straightforward computations and
analysis, and the cloud layer for performing complex
analyzes using advanced Al. Their studies were catego-
rized into sensor-based monitoring and data-based predic-
tion, and they prepared several non-pharmaceutical
interventions to cope with Covid-19. The layered structure
introduces symptom diagnosis, quarantine monitoring,
contact tracing, and social distance in the fog environment.
Disease prediction and virus mutation prediction are two
non-pharmaceutical interventions in the cloud layer.
Through this categorization, they discuss IoT technologies
utilizing DL and offloading tasks. In the hierarchical
architecture of IoT, sensors are in the perception level in
the form of (a) personal devices such as smartwatches,
wristbands, and intelligent belts. (b) Smart homes and
buildings such as fire extinguishing sensors, automatic
heating systems, and remote control of home appliances.
(c) hospitals: monitoring and diagnostic equipment.
(d) Outdoor environment: urban traffic cameras, pollution,
and sensors. The network layer includes communication
technologies for the cellular Internet, satellites, and radars.
Besides protocols, all types of hardware devices such as
access points, routers, and switches are in this layer. The
fog layer is between the cloud and the end-user to control
the load. Fog nodes in this layer perform some simple
computation without sending it to the upper layer. So it
reduces latency and employs load balancing. Fog nodes do
not have robust servers with heavy computing capabilities.
Therefore, simple tasks such as tracking and monitoring
social distance, identifying symptoms, and quarantine
surveillance that does not have complex calculations are
performed in this layer. The complexities of data analysis,
classification, dataset identification, and DL system train-
ing are in the cloud layer. Massive data centers with
multiple and powerful resources are securely in this layer
to hold vast volumes of data. It is noted in the study that the
proposed platform can analyze all biological characteristics
of the virus. Despite this, the authors do not offer a method
or tool for predicting the mutation pattern of a virus.

Albahri et al. [21] investigated the role of Al in accel-
erating and facilitating the identification of Covid-19 from
medical images. CT scans and X-rays are effective meth-
ods for identifying symptoms of infection and diagnosing
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Covid-19 in its early stages. The spread of pandemics and
the myriad of patients increased the need for physicians
and specialists to diagnose infection from medical images.
This necessity emphasizes using Al techniques in medical
image classification to analyze intelligently. Plus, high
accuracy in diagnosing and reducing the workload of
treatment staff, and reduced decision time are other bene-
fits of using this technology in controlling the pandemic. In
evaluating and benchmarking medical images, multiple
evaluation criteria, the importance of an index in each
technique, and the trade-off between these criteria cause
complexity in choosing the appropriate method for classi-
fying medical images. Thus, multi-criteria decision analy-
sis (MCDA) offers an excellent solution to these dilemmas.
They studied classification methods in four categories:
binary, multiclass, integrated binary, and multiclass, and
hierarchical binary and multiclass and examined them by
two types of data. A primary data set is gathered during the
research process and approved by the relevant committee.
The second one is available to the public online, called
secondary data. All datasets are CT-scan and X-Ray cases.
After reviewing all the methods of selecting the best
classification technique and examining their advantages,
disadvantages, and differences, no suggested solution that
is superior to others was mentioned, which is the challenge
facing the World Health Organization. The study authors
recommended that medical centers determine first their
evaluation criteria and calculation method before selecting
a classification method based on these criteria.
Bhattacharya et al. [22] examined the role of DL tech-
niques in processing medical images to combat Covid-19.
They mention that control of the Coronavirus depends on
early detection and prevention of transmission of the virus
to others; despite the high accuracy of RT-PCR, time-
consuming and the need for reagents led to the use of
medical images as a standard diagnostic method. CT scan
is preferable to an X-ray because it is three-dimensional.
However, fast processing of these images in the traditional
way is impossible in critical situations. Because the number
of requests for imaging is very high and processing these
images requires many experts. Accurate diagnosis and
immediate decision-making about the patient’s condition
are necessities of the current situation, which Al has
achieved. The accuracy and speed of DL in medical image
processing for corona detection motivated the authors of
this study. DL, like NN, can learn from context and adapt
to different types of data, which has led to their spread in
many areas, such as processing and extraction of features.
It mimics the human brain’s learning process by filtering
input data, classifying, predicting, and providing feedback
to the next layer. Learning occurs when feedback is pro-
vided continuously to different layers. This study examines
the applications of DL surveys in five categories:
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classification, localization, detection, segmentation, and
registration. As part of the classification, one or more
image samples are considered inputs to a CNN, whose
output is a detection factor used to classify the images. The
localization process is an essential step in detecting disease
from an image.

An image segmentation process consists of decompos-
ing a digital image into several fragments to simplify
detection by technicians. There are challenges to using DL
in medical image processing to combat Covid-19 due to the
absence of large datasets. Image registration integrates
datasets from various medical resources worldwide to
tackle this problem. The authors discuss DL applications in
epidemic prediction, the tracking of virus spread, diagnosis
and treatment, and the development of vaccines and
drugs. In the case of studies, Korea, China, and Canada’s
approach to using DL to control Covid-19 are surveyed.
They also identify challenges, including massive dataset
shortages, enormous processing power requirements, vari-
ant test methods, similarities between pneumonia and
corona symptoms, privacy, and government policies.
Finally, incorporating DL, image processing, biomedicine,
data science, and mobile connection is mentioned as future
work.

Table 4 summarizes the related studies on computer-
aided methods for combating Covid-19 in prevention,
detection, and service provision based on survey papers
and SLRs. The study title, review type, main topic, pub-
lisher, publication year, and covered years are included.

The following issues must be addressed through a suit-
able literature review due to the limitations of existing
studies:

e Most studies lacked a systematic approach to computer-
aided methods for combating Covid-19.

e Existing studies all focused on a specific subset of
computer-aided methods/technologies for combatting
Covid-19.

3 Research selection

An SLR-based review is presented in this section, which
evaluates research studies and reports on computer-aided
methods for combating Covid-19 in prevention, detection,
and service provision. The following search string is
defined by adding substitutes and other synonyms to the
keywords:

(“prevention” OR “detection” OR “diagnosis” OR
“service composition” OR “service provision”) AND
(“Coronavirus” OR “Covid-19” OR “pandemic”) AND
(“computer-aided” OR “computer-assisted”) AND (“IoT”

OR “Internet of things”) OR (“survey” OR “review” OR
“overview”).

Numerous studies on Coronavirus have been performed
since 2020 till now. To begin our study, we searched the
above strings in the title, abstract, and keywords of articles
in four databases (Elsevier, Springer, IEEE, and John
Wiley). We selected the most relevant articles based on the
inclusion and exclusion criteria described in Table 5.

Figure 2 illustrates the process of searching electronic
databases, identifying articles containing keywords,
applying filters, refining, and selecting final articles.

The systematic review provides detailed answers to the
following Analytical Questions (AQ) under the scope and
objectives of the proposed study:

e AQ I Which domains are involved in computer-aided
methods for combating Covid-19 in prevention, detec-
tion, and service provision?

e AQ 2 What are the evaluation environments, and
datasets used in computer-aided methods for combating
Covid-19 in prevention, detection, and service
provision?

e AQ 3 Which evaluation metrics are used in computer-
aided methods for combating Covid-19 in prevention,
detection, and service provision?

e AQ 4 What future research directions should be pursued
in computer-aided methods for combating Covid-19 in
prevention, detection, and service provision?

Since the outbreak began late in 2019, most articles have
been published since 2020. All articles in our analysis were
published between 2020 and 2023, apart from computer
infrastructure technology. Figure 3 represents the publica-
tion trends of articles during these years and the distribu-
tion of articles within various publications.

4 Organization

This section aims to provide a technical review of selected
papers using the SLR method. Figure 4 shows a taxonomy
of computer-aided methods for combating Covid-19 in
prevention, detection, and service provision approaches.

4.1 Prevention

Since no drugs have yet been developed to treat Covid-19
and the vaccine has not eradicated the disease, prevention
might be an excellent way to control the spread of the
disease. Studies of infectious diseases, particularly Covid-
19, gradually transitioned from a detection approach to a
prevention approach because communities have adapted to
epidemic circumstances, and lifestyles have normalized.
Many studies have focused on high-risk individuals and
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o areas and adopted prohibitive policies and enhanced pre-
2 ;, %ﬁ €3 w vention methods in the last year. Consequently, most of our
£ g 3 -% s £ reviewed articles under the prevention approach were
E -ﬂ% o _§ & 5 published in 2021 and 2023, whereas in 2020, most of our
.g E S55E& studies focused on detecting computer-based technologies
' for automatically diagnosing diseases. The computer-based
o é"%” b prevention approach includes identifying infected people,
E % = E E o monitoring their health status, tracking their close contacts,
S oh § . . . . .
f - E8 o 2 ; and alerting them. IoT, including vital sign sensors, thermal
8 'z icati
é 2 %“5’ £ 54 cameras, trackers, smartphone applications, and cloud-
go %’ g8 § E} g g based technologies for transmitting, storing, and analyzing
g ‘% 5 % " & £ 2 big data and computer networks for transmission, plays a
s =2 9 . . .
2 S S ° < ; z critical role. Branches of computer science, especially Al,
o such as DL, computer vision, and object detection methods,
£ 8 g are beneficial in advancing this approach. This review
§ g g § discusses several papers published using the prevention
% g é =S approach to control Covid-19, their challenges, proposed
- é" % s g solutions, methods, and future research. This section con-
= . .
% = o § 2 tains a third of our referenced papers.
% ._g .'S % 2 Garg et al. [23] developed an IoT-based contact tracking
£ g ST model for controlling Covid-19 that uses the concept of
blockchain to maintain privacy. Researchers worldwide
o @ . . . .
s 2|3 3 have studied various approaches to coronavirus detection
«n = =] = . . . .
§8E3 2 2 that generally do not involve moving objects and animals
o =2 = et = . .
ozE&s | & & that can also carry the virus. The authors suggested using a
. - - proof-of-concept RFID transceiver to trace non-human
g £ 2 infected objects. This article describes four current contact
% % % tracking approaches to controlling Coronavirus outbreaks:
= &~ ~ applications available from mobile service providers,
2 information from mobile network operators, applications
= = [\ " . . .
o g = = for citizens, and IoT-based solutions like wristbands and
S\l [=Hs\l . . .
S e =) =) video surveillance. Others receive alerts as soon as they
s approach these tagged people. They implemented the
= model with three prototype blockchain smart contracts and
%’ 5 = Q simulated deployment and function calls. They evaluate
£ 2 & & call time and deployment cost with the Remix IDE simu-
5 3 lator, and the results show that their model is more efficient
E % than others. Researchers can add RFID to this model in
é = subsequent studies and make it more scalable and cost-
efficient.
> . . . .
o A % " For patients with mild symptoms quarantined at home,
en (=D ) . . . . .
2 288 S85g g8 Sicari et al. [24] provided a system for remote monitoring
2 c\ghgg 2ES 088 ) )
= TE8=8 T o324 g employing IoT technology. The system consists of wear-
(=} = Q o = = 5 O . . . . .
'=§ é—g A& é E38EE able devices, sensors for measuring air quality, a light
database, and a monitoring dashboard. Clinical data are
2 collected by sensors worn by the patient, such as temper-
S >
g > =Y ature, blood pressure, oxygen saturation levels, heart rate
o) D 8 z 5 5 5 5
S5 & = 23 and respiration rate. Additionally, as ambient air quality is
g2 7! 2 .. . . . . . .
£ critical to improving lung function in patients with
§ S Coronaviruses, sensors are installed to alert if air quality
5|5 £ =) indicators are abnormal. A GPS also alerts the medical
2 § % Tj z staff when patients leave the quarantine zone. MongoDB, a
) = N .
Sl e = o lightweight database, stores, and updates all data. A
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Table 5 Inclusion and exclusion criteria

Inclusion criteria

Exclusion criteria

High cited articles
Articles on Covid-19 technical infrastructure

Articles related to computer science

Articles on service computing, meta-heuristic algorithms, and cloud computing

Articles on the economic and social impacts of Covid-19
Invited papers, letters, and conference papers
Medicinal, chemistry, and psychology articles

Irrelevant content

Fig. 2 The selection process of

Selecting 40 research papers and 7 review papers for analysis in our study

papers

Fig. 3 The distribution of 45

papers by publishers and

publication year 40
35
30
25
20

v

2019

M Springer

dashboard is also available for tracking changes, viewing
alerts, and monitoring patient status. This article provides
an overview of remote surveillance architecture for archi-
tectural designers. All patient data are encrypted with
Node-RED Crypto]S to ensure privacy and security. The
proposed scheme is simulated using Node-RED, written in
Java code. They suggest that the proposed system be
improved to monitor patients on a larger scale and provide
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I Elsevier

| Il- |I I 1 I|-..

2020 2021 2022 2023 Total

W IEEE " wiley M Taylor&Francis M Total

more visual alerts. It is possible to estimate the average
number of patients based on their location. This study did
not discuss the distinction between lost and redundant data
in this system, which future researchers can consider.
Bhatia et al. [25] presented a framework using fog-cloud
and IoT technologies to monitor Coronavirus-infected
patients remotely. Wearable sensors continuously monitor
physiological data, including temperature and blood
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Fig. 4 The taxonomy of
computer-aided methods for
combating Covid-19 in
prevention, detection, and
service provision approaches

Prevention

Monitoring

Tracing

pressure, to identify viral infections when abnormal chan-
ges occur. However, providing large volumes of real-time
information is a significant challenge. They overcame it by
utilizing the concept of fog at the high level of the cloud.
The proposed framework uses RFID technology to deter-
mine how users interact, Temporal Network Analysis
(TNA) to track people, and the J48 decision tree to deter-
mine the degree of infection in a patient’s body. The
temporal Proximity Index (TPI) is a method of identifying
infected individuals and places. They presented a layered
architecture, including sensors and RFID tags intercon-
nected through WiFi, Zigbee, and Bluetooth. Accumulated
data from these nodes are sent to the fog layer for classi-
fication by the J48 algorithm. All data processed in the
second layer are transmitted via 3G/4G and WiFi to the
third layer, where the cloud storage is located. Network
temporal analysis and vulnerability assessment at this layer
are performed, and the decision results are sent to the next
layer for the medical team and users to monitor. The
advantage of this design is that the data are real-time, and
the cloud and fog have created almost unlimited storage
space. The authors created synthetic data to evaluate the
effectiveness of this framework based on 2500 users in the
Amazon cloud storage service.

Moreover, they evaluated the performance of various
classification methods, including Random Tree, Naive
Bayes, and REPTree, using Weka 3.6. Metrics such as
accuracy and sensitivity demonstrate the efficacy of this
framework, while delay, precision, and F-measure
demonstrate the fog-cloud-based quality of the analysis.
The proposed framework can be further developed by
adding the capability of inserting lost data in future work.

Computer-aided methods for combating COVID-19 in prevention, detection, and service

provision approaches

Detection Service provision
Image Specific service
Text Composed services
Audio
loT-based

The current context of the Covid-19 disease emphasizes
the importance of controlling and preventing the spread of
infection throughout the community, particularly in areas
with high population flow rates such as airports. Thus, Wu
et al. [26] utilized computer vision and object detection to
provide an automated monitoring framework to detect how
to put on a mask based on facial recognition. The authors
implemented the Face Mask Detection-You Only Look
Once (FDM-Yolo) algorithm, including feature extraction,
feature fusion, and post-processing techniques. Based on
recall and precision parameters, they evaluated this algo-
rithm against eight well-known DL algorithms using two
public datasets (MD-2[1] and MD-3[2]). The first database
contains three categories of images: faces without masks,
faces with masks, and incorrectly masked faces. There are
three categories in the second database: faces without
masks, faces with masks, and incorrect masks worn by
faces. These devices receive video streams and images,
pre-processing them before separating the training data
from the validation data and removing dirt. The mask wear
status is displayed on an output device, such as a mobile
phone or laptop. As a result of the evaluation, FDM-Yolo is
superior. Accordingly, the proposed framework plays an
essential role in preventing the spread of the disease by
detecting and controlling those who fail to wear the mask
properly.

Castiglione et al. [2] developed an IoT-based framework
to decrease the disruptive effects of a pandemic by moni-
toring and controlling Coronavirus in four stages: collect-
ing disease symptoms with IoT devices, monitoring
patients in innovative health centers, analyzing collected
data by using ML, and providing medical advice to
patients. It is possible to control the latest pandemic with
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the help of IoT sensors found in gadgets, homes, hospitals,
and cities. Additionally, drones and robots provide medical
services, disinfection, and air surveillance. In this paper,
the authors mention some challenges associated with IoT,
such as scalability, bandwidth limitations, privacy, and data
transfer issues. During the data analysis stage, they applied
five machine-learning models to determine which machine-
learning model is the most efficient regarding classifica-
tion. The evaluation results indicate that random forest
(RF) is the most accurate method for identifying the
severity of an infection. Future studies should use real-time
tools to enhance their efficiency.

Otoom et al. [27] proposed a system consisting of data
collection, a physician, a quarantine center, and a data
analysis center to identify suspected Coronavirus cases and
monitor them. In this system, data are collected by vol-
untary wearable devices; therefore, the data set is not
accurate enough. In contrast, implementing a unified policy
and enforcing it across all areas under study would provide
a specific dataset and solve this problem. The authors
evaluated their idea by assessing the performance of eight
ML algorithms and comparing them based on four
parameters: accuracy, root mean square error (RMSE),
F-measure, and the receiver operating characteristic (ROC)
area. In this system, doctors and quarantine and treatment
centers are also equipped with IoT devices, and Internet-
based communication helps avoid the spread of the virus. If
it overcomes the challenge of providing a comprehensive
and correct database, the proposed system can identify the
nature of the virus by analyzing data on those infected and
recovering. It would be helpful to integrate data from
various valid sources worldwide through DL techniques in
the future and complement this study.

In most regions, the lack of quality thermometers causes
oral thermometers to be used instead, which increases the
risk of Covid-19 spreading. To identify potentially infected
persons (PIPs) to Covid-19, Barnawi et al. [2] proposed
developing a UAV equipped with a thermal camera to
measure body temperature and an ordinary camera to
detect faces at an urban scale. They utilize a face detection
model to identify suspect individuals, locate them using
their unique ID, and alert their mobile applications. The
model can determine whether the intended individual
wears a mask. In Edge infrastructure’s speed and pro-
cessing, power help improve real-time extensive data
analysis captured by onboard sensors and reduce response
time. Establishing thermal screening models in high-traffic
areas like hospital entrances can help prevent infection.
The thermal camera mounted on the UVA records video to
identify people with high temperatures, and the ordinary
camera records video for face detection. The authors use
two different datasets and ML and DL techniques to train
and test face and mask detection models. The object

@ Springer

detection technique distinguishes humans from other
objects in this system, and individuals with high body
temperatures are identified. Video recorded by the ordinary
camera is examined for face detection. After matching the
person’s face with the ID, appropriate alerts are sent to
their phone application to register their information. The
proposal is finally evaluated with six performance metrics
to assess its practical feasibility in a real-time scenario:
Accuracy, Precision, Recall, Fl-score, Cohen’s kappa, and
ROC accuracy. The proposed scheme can only be used for
outdoor temperature screening. Nevertheless, it has a good
effect on controlling the spread of the virus. In the future,
indoor temperature screening may be investigated.

Al Bassam et al. [28] developed an IoT-based layered
system comprised of sensors, the cloud, and mobile
applications, to manage Covid-19 outbreaks. In the first
layer, sensors are placed on the individual’s ankle, hands,
and neck. The sensors provide body temperature, heart rate,
blood oxygen levels, cough patterns, and location. Cloud
storage is provided at the second level, along with a web-
based application peripheral interface (API) that integrates
a firewall to secure databases. Sensor data are sent from the
microcontrollers to an API accessible to medical authori-
ties. The third component is an Android application that
receives notifications, alerts, and preventive measures via
SMS and email. Each of these units is synchronized, and
the patient’s health status is updated every minute. As a
result of IoT and DL, much data can be recorded to track
symptoms. They use a basic system for measuring physical
symptoms such as temperature, oxygen, and heart rate, and
the respiratory system for measuring and diagnosing
coughs. In response to the audio sample collected by a
sensor, and after separating noise from cough, Al models
extract features along with MFCC. They then train and test
them with CNN. Some of the benefits include considering
system security in the cloud and application layers,
selecting light and minor hardware, applying Al methods
for accurate detection, transmitting real-time information,
and implementing web-based and mobile systems. How-
ever, the lack of compatibility with other mobile operating
systems is one of the deficiencies of this plan, which can be
implemented in the future. They noted that this system
would provide passengers with better protection at the
airport and on flights in the future.

In a crisis such as the Covid-19 pandemic and the need
to reduce contact between individuals, IoT is increasingly
important, especially in the health area. In this article,
Pongudi et al. [29] proposed controlling the spread of
Coronavirus by utilizing IoT for tracking infected indi-
viduals. They use graph theory to show individuals as
nodes and their contacts as edges of a graph. In this system,
people are equipped with intelligent sensors such as
wearable devices. Sensors record health data and send it to
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a central server with medical records from hospitals. The
system identifies infected and exposed people by evaluat-
ing symptoms in integrated health data in the central ser-
ver. The presence of symptoms such as fever, cough, and
fatigue indicates whether or not a person is infected. Nodes
and edges are updated periodically based on severity,
duration, and distance of contacts. Then, alert signals are
transmitted to cell phones, and appropriate instructions,
such as quarantine or isolation, are provided to the affected
individuals. Real-time data transmission in the cloud
environment on both device-to-device (D2D) and 5G is one
of the advantages of this system that results in fast deci-
sion-making and low power. The authors simulate their
system with Python. The results are accurate due to sim-
plicity. They suggest extending the idea on a large scale
and in detail to become a product to use in the real world in
the future.

Viral diseases can be prevented by rapidly identifying
suspicious individuals and taking measures to monitor their
health status. This will ensure that, in case of infection,
they and those in close contact with them are monitored.
The speed of testing for infectious diseases and the dis-
closure of the results to the public is paramount. Wolfinger
et al. [30] introduced the contagious disease testing prob-
lem (CDTP) and used the large neighborhood search meta-
heuristic algorithm as a solution. The investigators of this
study examined two sets of mobile and fixed samplers and
evaluated all potential solutions, including the number of
sampling stations, the assignment of samples to laborato-
ries, and the most efficient routes to diminish time and
costs. The authors incorporated linear programming and
the C + + programming language to address the issue
involving mixed numbers. Comprehensive studies were
done to examine the solution, and the findings indicate an
advancement in efficiency, time, and cost. It is necessary to
consider the dynamic environment of reality as a limitation
of this study and future work.

Virus transmission rates in the community are influ-
enced by numerous factors, including contact characteris-
tics, age, and population behavior. In a study, Hosseini-
Motlagh et al. [31] formulated some of these factors to
minimize the rate of virus transmission. They use the
MSFP approach to consider uncertainty and divide patients
according to their age and allocate healthcare facilities
according to their severity. By using this model, decision-
makers can decide based on optimism and pessimism. This
model was implemented on real case data in Tehran, Iran,
using GAMS software. Following several analyses indi-
cating the efficacy of the model, it has been confirmed that
the elderly population has the greatest impact on Coron-
avirus transmission. Future studies should consider
asymptomatic cases, mortality rates, and discharge rates, as
well as the robustness of the proposed model.

Chen et al. [32] proposed a framework for adopting
sufficient social distancing policies based on a mathemat-
ical model and evaluating economic and health conse-
quences. This study aims to improve social distancing to
minimize deaths caused by Covid-19 using deep learning,
two heuristic algorithms, and a SIRD mathematical model
with big data analysis from Google on real data from the
USA to investigate the mobile indicators of society, which
can be applied in any country in the future. It is also
possible to use this model to simulate future scenarios to
examine the effectiveness of social distancing policies in
the future. In addition, there are limitations to this study, as
they constructed it at a fixed ICU rate and did not consider
disease severity or age as subcategories. It is important to
note that a mathematical model based on constant variables
will not be effective for all governments. Therefore, each
government should develop a model tailored to its needs.

The discovery of the vaccine allowed the epidemic to be
controlled by tracking people’s vaccination status and
providing citizen services accordingly. Pradhan et al. [33]
developed a framework for tracking vaccinations using
artificial intelligence, blockchain, and Ethereum Virtual
Machine (EVM), which offers the advantages of decen-
tralization of data, reliability, privacy, availability, verifi-
ability, and integrity. They implemented the proposed
framework using the Truffle and Ganache tools and then,
evaluated it based on latency, throughput, traffic, CPU, and
memory consumption.

A significant factor in preventing the transmission of the
virus, both during and after the outbreak, is to avoid
unnecessary contact. Accordingly, Saraswat et al. [34]
introduced a contactless attendance system to replace the
traditional biometric system. There are several advantages
to this plan, including anti-spoofing, a one-time entry
system, efficiency, and cost-effectiveness. Lastly, they
evaluated their proposed system based on image precision,
cost, retrieval latency, and anti-spoofing capabilities which
proved very high accuracy and cost savings through the use
of the Firebase database.

4.1.1 Analysis of studies in the prevention approaches

As part of this subsection, we review the papers on the
prevention approaches and a summary in Table 6.

Considering that each paper uses some criteria to eval-
uate its method(s), we have listed and defined all the
evaluation metrics used to analyze the prevention approa-
ches in Table 7. It demonstrates that most authors evalu-
ated the Covid-19 prevention approaches using metrics
such as accuracy, f-measure, and precision.
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4.2 Detection

In the early days of the Coronavirus outbreak, there was not
much knowledge about how the virus behaved, including
how it was transmitted from environment to person or
person to person and even the human body’s reaction when
the virus entered it. The similarity of the symptoms of this
disease with pneumonia and other infectious diseases
sometimes leads to misdiagnosis. On the other hand, in
pandemic conditions, the number of patients is enormous,
and medical staff is limited. Thus, in exceptional circum-
stances, automated diagnostic systems that can prepare a
large volume of medical samples and images, determine
symptoms, and diagnose the disease with a minimum of
human intervention are beneficial. The high number of
patients makes it difficult to diagnose the disease and
provide treatment services accurately. Therefore,
researchers and scientists of different sciences have been
collaborating to study and improve approaches to preven-
tion, diagnosis, and service to society using methods based
on computer science. A few of the services that computer
science provides to human society for epidemic control
include, for example, the use of heat cameras to take aerial
photographs of large areas and to identify high-risk areas,
the use of intelligent robots to collect samples from
patients’ throats and mucous membranes, the use of intel-
ligent imaging devices to control technician distance, the
use of Al diagnosis and DL, and the delivery of drugs and
chemotherapy in the shortest possible time to patients’
requests with the help of optimization algorithms. Since the
Coronavirus outbreak, numerous studies have been con-
ducted on computer-based self-diagnosis, and we have
reviewed the most critical challenges, techniques, and
solutions studied with a diagnostic approach. Most of the
articles we selected in this area were published in 2020 and
2021. These are also a significant number. We focused on
the prevention and service approach. Therefore, approxi-
mately 48% of the articles are included in this section.

4.2.1 Image-based detection of Covid-19

Nasser et al. [35] proposed a Covid-19 detection system
integrated with IoT and cloud technologies. IoT devices
send patient information, including a CT scan image, to a
cloud server containing a diagnostic model in this system.
The data are classified based on DL models previously
trained using two public Covid-Chestxray and Chex-Pert
datasets and the ResNet50 CNN model. The system makes
real-time decisions based on the patient’s health status. It
also provides intelligent recommendations on the facilities
needed by the patient and tracks them. This model has been
evaluated through cross-validation using performance
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metrics such as accuracy, sensitivity, specificity, and Fl1,
and the results show that this model is superior to existing
models. In this study, some shortcomings can be improved
in future work. For example, the proposed healthcare sys-
tem uses CT-scan images as datasets, which have short-
comings compared to X-ray images. This system only can
distinguish infected people from healthy ones. Sometimes
the infection is not caused by Covid-19, and the unhealthy
person may have another infection disease such as pneu-
monia, which leads to misdiagnosis followed by inappro-
priate advice. The authors could use fog technology instead
of cloud to reduce network traffic and the cost of data
transfer to the remote cloud and cover the low computing
and storage capacity of the IoT devices by this technology.
It is not cost-effective to use cloud technology when it does
not require a huge processing capacity. Data can be pro-
cessed and analyzed in local fog hubs and integrated into a
cloud server to control network traffic and reduce the cost
and delay of transferring data to the cloud. Although one of
the authors’ concerns in this article is to reduce patient
costs, it did not consider the cost of data transfer to the
cloud.

A high prevalence of Coronavirus increases the need for
chest images that are difficult to analyze without Al. Laxmi
Lydia et al. [36] developed a federated DL-based model
that takes advantage of mobile edge computing (MEC) for
diagnosing Covid-19; they called it FDL-Covid (federated
DL-based Covid-19). The IoT collects data while Al han-
dles classification, pattern identification, and disease diag-
nosis. However, there are also challenges: Firstly, the
amount of data collected by IoT is immense, and ML
models are required to organize it. Additionally, large
amounts of data are necessary for the use of intelligent
analysis to train a system; however, healthcare providers,
physicians, and patients do not wish to share medical
records. The federated learning (FL) system integrated
disparate data worldwide, trained those modules on a
central server, and re-distributed the updated modules.
Since raw data on local clients (clinics) are never
exchanged during these processes, privacy is guaranteed. In
this study, Glowworm Swarm Optimization (GSO) algo-
rithm is used to optimize the hyperparameters of the dataset
for classification by SqueezNet DL. The dataset is divided
into normal, pneumonia, and Covid-19. The model pro-
poses identifying which chest X-ray images are placed in
the Covid-19 class. The use of network-edge technology
and IoT can reduce network traffic, latency, and costs
associated with data transfer to the remote cloud. This
method also addresses privacy issues and the lack of
training data in DL. In the future, resource management
and offloading may be improved.

Pneumonia is a common complication of most infec-
tious diseases. The correct diagnosis of pneumonia caused



14753

Neural Computing and Applications (2023) 35:14739-14778

(uop&q)
uonejuswafdwy
€2 pRlife) omseattid sowr) osuodsar
spopou swordwAg v ILSEN dn Suipoadg
uonejuowarduwr TN Sutsn sjaseep Jo 61-P1A0D UoIsIoald uonoAIp SNIIARUOIO)) I0JTUOW 0] €] 1
plioMm-[eay  UONEBIYISSE[O pue SIsA[euy jeselR(q Koemooy Qwp-[ear JON Sunera[eody A pue 10 Sursn yiomouwrelj e Suidojoaeq  QuorSnse)
(sysew JnoyIm
pue y)im saoey
JUSIoHIp JO
SOLIRUQDS P[IOM uonoaep oalqo  SASeWI papnjout
-[®I UI UONUANE pue uoisiA 1ndwod S1eseiep suonemis Kouatoyye
-Jos yim wnpuoS[e  Suisn S[ENPIAIPUT JO SMB)S orqnd om) UOISINId  prom-rear 10y uonmugooar $90BJ UO SNJB)S YSew [92]
s1y) Sunerodioou]-  Surream-ysew ay) Surssessy jeseIR( [eody  pozierouad oN 9oy Surueyuyg Sunoo)op 10y YIOMIWEIJ pajewiont uy Te 19 npp
(A1reonaypuis QINSBOU-]
pajerouag sasn $)OBIUOD 3SO[D
000°057) 19se1Rd UoIstoald qosn 30 UonEOYNUIpL
swo[qoid a3e10)s JurxL] (pnopo Kepeq Surseorour g o310
eep S10BJU0D 9SO[0 SUIAJNUAPL 7OH uozewry) K)ATYISUSS .ooSNEg.ouc.um Kyoedeo-ySrg sa130[0uy23) qL.IY PUE “LOI (¢
1SO[ JO UOTIRIOISAY ejep awn-ear Suumde) uoneWIS KorInooy Surura(q QATISUSS-QWIL], ‘Pno[o-50j U0 paseq Iomawelj SULIOJIUOIA  ‘[B 13 eneyy
Koeand
uoned0[ Surazesaig
Uo paseq JuUNod Sunojuow
juenjed o3eroae syuaned onewoldwis ALY
ay) Sunenore)  A[p[rur Jo SULIOJTUOW IATIOY (SurwwresSoxd — E:wzm g
uonejuawe[dur saseqelep paseq pue juvpunpal swoyduiAs
oy dn Surpeog ySremiyS1 Surzimn -MOJJ 10J [00} uoam1aq piiw &q peaxds
pIeoqysep S0IASP LO] © :qHy-9PON) PEOI-1dD  FumgsmSunsip SOIIABUOIOD) 107 Sursn Fd|
JAnIMuUI ue Juruisaq snoouagoIe)ay Suner3ajug uonenwIS uig, JON Jo uonuaadlg  sjuened ounuerenb jo Juuoyuow SowRY T8 19 LIBIIS
(sureyoyorq
wnareyyg
10§ JUSUIUOIIAUD
3unso)
1500 JULIOMOT] poseq-qom
uonnjos v AL XIWoy)
: Kouaroyje-1s0)
siy) dn Surpeog uone[nWIS p :
uoneordde (sedA10101d SURISL}R-oUILL peaids SnIIABUOIOD) Y} [ONUOD
PUS-1UOI] paseq 1.0] UI Ureyoxoo[q sa1y) QUWILL KoeAg 01 ASo[ouyd9) UIRYoOYo0[q pue O] U0 €zl
-d14y ue SumuSisoq ynm Aoeaud Surturejurejy uoneuawadwy 150D 9[qe[eds JO0N A)Iqe[edS  poseq [opow Suryoen 1oejuod e Jurdofoadg  [e 19 SIen
jesele(q
Juonjejuowdduu] s1ojourered
SHIoM QImng uonnjos JUOTIR[NWIS uonen[eAY SSOUYBAA aSeyueApy 1X9JUOD UTBJA! [oIeasay

yoeoidde uonjuorald oy ur SAIPNIS JO UONBOYISSE[O YL, 9 3|qel

pringer

A



Neural Computing and Applications (2023) 35:14739-14778

14754

[oAeD

Surmp s1o3uessed

QuIITE 10J [opow
pesodoid oy jo asn

UOISI[[0D
oYM SuruaaIoS

[euLIay) Jo0puUf
Sururen aurjuo

y3noxy) owr Juraes

elep
wopueI 3unod[[o)

sonuoyIne 119[e pue
SUOI}OJJUT SIITABUOIO))
JoeI) 0} so[qeIeam pue SJon

SBIQWED [BULIAY) PAJUNOW

AV JPIM sI100pIno

ordoad jo armerodure)
Apoq 2y} SuLIO)TUOIN

AJIed SNIIARUOIOD)
10939p 01 1,0 ySnoryy
elep ouwl-[eal Sunodfo)

uone[nuIg QInseaw-

uonejuowaduy KoeInooy

o0d
eddey] suayo)
QInseow-,J

[reooy
UOISIOdIJ

(1oseyep Sururen
«PI'M 2y ut
908, Pa[aqeT,,)

SN g Kovindoy

20d
Inseaw-

HSINY
KorIndoy

(61-@Y0D)
josereq

o[ jo Ayrpenb
ay) Sursearouy
ISBASIP
1M PIRIOOSSE
ssans
) Suronpay
Awouod?d
S Anunod
© I9AO [01UOD
Suroueyuyg

SUI9ISAS

Sunerodo

ploipuy

-uou Im
9rqneduwos JoN

9SBASIP
ay} Jo peaids
oy Jurseardaq

qer
uoIssIusuer)
uono_JuI

Sursearoog
wiere

dn Surpaadg
o} asuodsax

SAVQ Wim Suronpay
samyeraduwo)
Jloopul
QImseow

01 Kypiqeuy

uonovlep
61-pP1a0)
Jo Koeooe
Sursearouy
S[enplalpul
PajoQur
Suikjnuept
Jo Kouaryje
pue AovInooe
ay) Sursearouy
SnIIA 9y} Jo
Surpuejsiopun
oy} aaoxduy
elep ouwr
-Tea1 3unod[0D
sased
snorordsns
ejep JO UOT)OJIp
Jremodoe JoN  oy) dn Surpaadg

woperd pof ue Surisn sjuoned

pa3oaur A[enusjod Suryoen pue Junoojeg

S[ENPIAIPUT PAJORJUI-]-PIAOD

SuIkJ1IuapI I0J UOIIORIOP [BIOB] YIIM
Suruoaos armeradway Apoq Suruiquio))

S[ENPIAIPUI PAJOAJUI-SNITABUOIO))

JIOJIUOW puUe AJUSPI O} SWYILIOS[e
TIN Suisn dIomowrelj J0] JUSI[[AIUT Uy

[82] T2 10
wesseq [V

[c] B0
ImeuIRg

[Le] e w0
woojQ

Iom aming

uonnjos

SENg|
Juonejuaworduy
juonenuiig

s191owered
uonenfeAg

SSOUNBOM agejueApY

JXJUOD UTBA

[oIeasay

(ponunuod) 9 s|qel

pringer

A's



14755

Neural Computing and Applications (2023) 35:14739-14778

SUONJRIOPISU0D so15a1eNs
9yer 931eyosIp pue oSy Suryew
fyureyrooun djer yreaq sor3op -UoISIoap
sojel uonodo0Ig supordury
UOISSIWSURI) UO syuaned
somseow dAnuaAdld ol 0} sanIoey
JuaIayIp Jo Joedur ~dIAOD aIeoyI[EaY
! ! Aniqndoosng
9} JO UONBISPISUOD) i Suneooe
pour UONRUIOOR A ur Kousrogyo
ST} OJUI SSaUISNQOI £uaaas s Juaned © uo Joejuod Suraoxduy
Sunerodioour  paseq $90INOSAI AIBOYIEIY 195818 Tod sjuoad wmn pue 1500
£q sourwoyrad Jo uoneooe eundo pHom-feay ~ UOISSIWSURLL  fiyreyrooun jo ur uononpay aseastp o Jo peards o dzrwUIw
uroueyug oS (19708 oru0d UOnRISPISUOS SOIIABUOIOD) 01 95e pue A1L19A3s UO paseq sjuaned
saseo onewoidwAse SE [ons ‘SI010B] SNOLIBA xa[dD) ‘a1eMIJOS J0 uonemnq justogynsuy 10J SI010E] 01 sanI[Iory YIeay Jo uoneooqe rewndo  [1¢] ® 19
SuLIOPISU0D AQ U0 Paseq jel UOISSIWSUR) SINVD) 108IU00 ssoupsnqo uoIssIwsues) PUB SOIISLISJORIBYD JOBIUOD UO PIseq ySepow
Lipgerar Sutaoxdwy snaaguoio) Sunemnore) uoneuawaduwy JOo 91ey  SULISPISUOD 10N  JO UOHEOYNUSP]  UOHEB[NO[RD 1Bl UOISSIWSURY) SIIIABUOIO)) -IUIaSSOY
s1nsa1 oy
Jo uoneredard
pue 3unsa)
) SuneIsRIoYy
soyis Furpdures
EYNIR)
JO Ioquinu
oy SurzZiumury
s1opdwres
JO Ioquinu oy
uo umop Jumnd
syuaned <
ouaryy
[BONLIO 10J SIOIAISS
Surpdwes spiqow SuLRIIO (soouraoxd uoremIs [ea 1809 SUIZIWIUTA
pHioM [eax $101U20 Funsd) ueLnsny omi Jo oyl Jo amjeu oum Suiaes $1S00 QZIWIUIW 0 SISO
oy Jo wewmwonaus  pue sjuaned ySnomy syred  FBP [E9¥) 19sEIRq L S rweukp oy go uonn[os oyl 61-prao) pajoadsns 1oy (dLAD) werqoxd
orwreukp oy ut [[e QUIWEX? 0} WyiLoge ++0) 0D uoneropisuoo JO uonepIEA Sunsay aseasIp snoidejuoo ayy aA[os  [0g] e 10
d1LaD =y Surunwexy onsLNaY-eIoW © JuIsn uoneyuawaduwy Kouaroyyg -uoN SAISURIXH 0] UOIN[OS ONSLINAY-RIOW © Junuasaly  JoSuyjom
a1e1 UONdAJU]
QourysIp
1001U00)
s[enprAIpur S
BopI [RUISLIO pasodxa pue pajodyur uoneimp ‘
a1 uo paseq jonpoid Sorn pue AJnuapr 01 10] (uom&q) WeWOD  y5npod priom KorInooy K100y ydeas pue  [g7] TR 10
pliom-fear e Sunear)  pue Aoy ydeis Surzimnpn uone[nWIS KJIOAQS  -TeI ® FUIdq JON Ko dwrg 10T ysnoxyp syuoned g1-p1ao) Junoel], pn3uog
IER g
Juonjejuowd[duuy s1ojowrered
SIoMm drming uonnos Juone[nuIg uoneneAg SSOUYBIM oSeueApy 1X9IU0D UIRIN Yoreasay

(ponunuod) 9 s|qel

pringer

A



Neural Computing and Applications (2023) 35:14739-14778

14756

ylomiou
yA uondaouy
ue Jurkojdwo
woIsAs Juryrewr
Y Jo Aoeinooe

sIsATeue
Sugoods-nuy

KOUQIOLJQ QuwiL],

oY) Suroueyuyg tomstead wistueyoaw
KoeInooy Sugoods-nuy
woIsAs UOTISSTWSURI} SNITABUOIO)) uonyeorjdde :
sy ur yoeoxdde 1uaaa1d 0 vIOWRD B UO (Areiqr Kouarey s[iqouwt SSAUIATIONYYD
Surures] 1oysuen paseq WaIsAs aouRpUINE SeI1y ‘uoyAd) [BASLIOY SOI Yim 180D soniqedeo Sugoods-nue ym  [€] T8 19
e Suneiodiooug ssopiorjuod & Jurdojeaag uonejuowaduy 300 a3e10)§  Aypiqriedwoouy Aiqe[edos  weysAs 2ouasard SS9[30BIUOD Paseq-eIduwe)) jemseres
Koeaug
Kouaroyyyg
Kydayug
Aiqeyriop
Anpiqe[reay
pajeurdORA KIowoy erep
ATy a1e oym Jouuewr ndo ©s Sutop proar SurzmompuAs
ardoad 0y seo1ATaS S[qRI[aI pUE PZI[EIUIIP SI9SN JWOs o
ohjeiL ‘ elep jo .
Jo a3ueI ® 19Jjo e ur £3o[0uyo9) (eyoeuen ng ‘A10jepuewr peaids g1-QIAQD [0DU0D
0] SpIEd QUIORA ureyoyoo[q Sursn pue opyniy) mdysnoL g yogeoydde uonezZI[enuaddd o) sardojouyod) ureyoydo[q pue v Sursn  [g¢] B 19
Jo oSejueApe Surye],  SNIB)S UOTIRUIOOBA SUIYORI], uonejuowerduy Kouaye7 oy) ojur 3ur33o Anqiqeroy JIOMOWRTJ SNJe)S UOT)BUTOORA SUDORI], ueypeiq
sfopowt pajeonsiydos
Surd
atowr Surdofeaeg oS0
xoput Se yons s10108]
joyIeW Ay} Surwnssy 01 Surpoooe
uorneso| sjuaned
[eorydes3oo3 3urzrio3eyed
1o a5 se yons syoedun -qns Jo yoe| Kouatoyyy
$10308} UO paseq orwouods Ajnuenb oy (e1ep SISBISIP sorueudq
siuaned BUIZHOSRD  sonspeys 61-qQIAOD Suisn-  Anpiqow (3000 snonoajur ssouwopuer
sisATeue oy ojur srwopued ‘61-AIAOD S'N JaIRIp  pue AN[Iqe[ieAe
“IOTABYDQ JATIO[[0D oy appury o) mEE_ 103 ay) 0) pajefar ay) Surpredarsi(q Blep 10q
$© yons ‘saapoadsiad Sutues) suryoew viep) Jesereq syosepep  JO UOHRIOPISUOD sonewayew Juisn saanodadsiad
-oronu Supyerodiooug pue suonnjos AJ[iqow (MO[JI0SU, paysigndun suonenony [I[BAY PUB DIUOUOII 10q FULISPISUOD
Koemooe s [epour Ayunurwoo dojaasp ur SeIay|) Kouaroyyg SnoLIeA JIOU09d sarorjod aoue)sip [eroos ewrndo [z€l
oy Suroueyuyg 0} sonkjeue eyep 3iq Jursn uonejuowedw] 91l UONIAU]  JO AN[IqR[IRARU() Surzrurur SutuIuIo)ep 10J yiomawelj e Sulpiaold  ‘[e 19 Udy)
jeselR(q
Juonjejuowd[duuy s1ojowrered
SIom oImng uonnjos Juonje[nuIs uonen[eAy SSOUYBA A aSeyueApy 1X0JUOD UIBJA! [oIeasay

(ponunuod) 9 s|qel

pringer

A's



Neural Computing and Applications (2023) 35:14739-14778

14757

Table 7 Comparison of factors involved in the prevention approaches

Garg et al. [23] v x x x x x x x x
Sicari et al. [24] x v x x x x x x x
Bhatia et al. [25] x x v x v v v x x
Wu et al. [26] x x x v v x x x x
Castiglione et al. [3] x x v v v v x x x
Otoom et al. [27] x x v x x v x v v
Barnawi et al. [2] x x v v v v x x v
Al Bassam et al. [28] x x v x x v x x x
Pongudi et al. [29] x x x x x x x x x
‘Wolfinger et al. [30] v x x x x x x x x
Hosseini-Motlagh et al. [31] x x x x x x x x x
Chen et al. [32] x x x x x x x x x
Pradhan et al. [33] x v x x x x x x x
Saraswat et al. [34] v x v x v x x x x

Total

by Covid-19 is therefore challenging. Pereira et al. [37]
developed a method for distinguishing Covid-19 pneumo-
nia from other pneumonia caused by different pathogens.
In this study, the lungs are classified according to seven
factors: normal, Covid-19, MERS, SARS, varicella, strep-
tococcus, and pneumocystis. Of the 1144 CXR images
evaluated for classification, 1000 images were related to
healthy lungs, and 90 to Covid-19, and other diseases.
Resampling is a method that corrects an imbalanced dis-
tribution of illnesses among datasets. Since texture is one
of the most critical elements in CXR, the authors used
well-known texture descriptors and pre-trained CNN
models for classification.

Furthermore, they simultaneously utilize both early and
late fusion techniques to utilize multiple texture descrip-
tors. Their research focuses only on chest X-rays as the
method of diagnosis for Covid-19 disease since it is more
cost-effective and faster than other methods of diagnosis.
The F-score of their classifications is measured in two
ways: multi-classification and hierarchical classifications.

x x x x x x x x x x x x x
x x x x x x x x x x x x x
x x x x x x x x x x x x x
x x x x x x x x x x x x x
x x x x x x x x x x x x x
x x x x x x x x x x x x x
v x x x x x x x x x x x x
x x x x x x x x x x x x x
x v v x x x x x x x x x x
x x x v x v x x x x x x x
x v x x x v v v v x x x
x x v x x v x x x x x x x
x x x v x x x x x x v v v
x x x v v x x x x x x x x

Despite imbalances in the datasets, evaluation results
demonstrate the highest rate of identification of Covid-19.
Future works should include the analysis of a more com-
prehensive dataset and more sophisticated DL methods.
Innovations in IoT and 5G technology have improved
health care applications in Covid-19. Le et al. [38] pro-
posed a modified CNN named depthwise separable con-
volution neural network (DWS-CNN) that consists of four
steps necessary to diagnose Covid-19. This system begins
with data collection, where IoT devices collect images such
as X-rays and transmit them to the cloud server for pro-
cessing. Gaussian filtering is the second step, which elim-
inates noise from images. The primary function of CNN is
to extract features, but in the proposed system, DWS-CNN
will extract features automatically. As a final step, the deep
support vector machine (DSVM) model labels the classes
as binary or multiple. All these procedures are performed
to achieve the maximum classification performance in
Covid-19 for an accurate and intelligent disease diagnosis.
The model is first trained and then tested. This paper
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presents a Python implementation of the proposed model. It
evaluates its performance using a variety of CXR datasets
with different labels, including SARS, ARDS, Covid-19,
Streptococcus, and several normal images. According to
the results, DWS-CNN can classify both normal and
Covid-19 images. To evaluate the test, four criteria are
used: sensitivity, specificity, accuracy, and F-Score, which
are all more than 98 percent effective.

Ahmed et al. [39] proposed an [oT framework based on
big data analytics techniques and DL methods to detect and
predict Covid-19. In this framework, real datasets are
collected from IoT devices and are used as input for four
different types of big data analysis: descriptive, diagnostic,
predictive, and prescriptive. Descriptive analysis is one of
the most elementary types of big data analysis, in which
detailed information such as features, attributes, and pop-
ulation size is derived from raw data sets. Here, the results
of the descriptive analysis are represented by visual com-
ponents such as pie charts, bar charts, and graphs, and
humans can easily interpret that. In the case of Covid-19,
the output of this analysis may include the number of tests
performed, the patient’s age, gender, health history, the
length of hospital stay, and the number of recovered aces.
Diagnostic analysis is an advanced form of big data anal-
ysis used to analyze relationships between attributes and
features of descriptive analysis. It tries to interpret the
cause of events and behaviors through a process known as
data mining and data discovery. Diagnostic analysis can
identify all the common symptoms of Covid-19. In pre-
dictive analysis, specific features of the data collected from
prior analyses are selected for inclusion in DL models for
training and testing. As part of predictive analysis, specific
features of the data collected from previous analyses are
given to DL models for training and testing.

Various metrics are used to evaluate this advanced
analysis, and the final results are sent to physicians for
additional examination. These professionals will determine
whether the patient needs to be hospitalized, treated with
medication, or treated with short personal care. All possible
treatment measures and their potential consequences are
considered during this process. This stage is valuable in
terms of health care and controlling pandemic outbreaks.
The authors evaluate F1-Score, accuracy, precision, and
recall.

Moreover, ML models are compared with the NN model
in the diagnostic analysis stage. In conclusion, the evalu-
ation results demonstrate efficiency and accuracy in diag-
nosing diseases and speeding up the decision-making
process for treatment. The necessary infrastructure for
providing security, privacy, and integrity is not explored in
this study but can be addressed in the following work.

@ Springer

4.2.2 Text-based detection of Covid-19

Covid-19 lung involvement can also be determined with
textual radiological reports, PCR tests, and medical images
(chest CT-scan and X-ray). Based on Natural Language
Processing (NLP), Lépez-Ubeda et al. [40] proposed an
automatic detection system. This system integrates data
from various resources, then selects the best features,
classifies them to identify abnormal signs in chest CT
reports of suspected Covid-19 cases, and automatically
detects Covid-19 lung involvement. In this way, two
sources of information supply the system’s input: textual
reports of chest CT radiology and abnormalities extracted
by SNOMEDCT. All data evaluated in this study are
obtained from the “HT m’ edica” clinic. Therefore, the
dataset of this study is not extensive and rich.

The authors used ML methods and Named Entity
Recognition to train their text classification system. SVM
performed the best training and highly competitive accu-
racy of several ML models. One of the most critical pro-
cesses in this system is feature selection. Because by
choosing the best set of features, they can give helpful
surplus information to the ML system to make a more
accurate classification. Their study surveyed three DL
methods to empower the computation and availability of
new data: long short-term memory (LSTM) network, bi-
directional long-term memory (BiLSTM), and CNN. This
study compares the results with well-known feature
extraction methods such as term frequency-inverse docu-
ment frequency (TF-IDF), TF, and MI-based methods to
determine how effective it is. The evaluation results are
presented based on precision, recall, accuracy, fl- score,
and Matthews correlation coefficient (MCC). The advan-
tages of this system are the accuracy and quality of fore-
casting and its cost-effectiveness. It is recommended to use
various datasets in the future. Also, abbreviations and
descriptive expressions should be processed to improve the
system.

Lybarger et al. [41] developed the first model for
extracting information from textual data using a neural
event extraction end-to-end model to improve the diagnosis
of Covid-19. Their proposed model is called Covid-19
annotated clinical text (CACT). Scattered data such as vital
signs, exposure histories, laboratory test results, and rou-
tine annotation are found in clinical free texts. Description
of chronic, underlying, and inherited diseases and impor-
tant structured data are documented in patients’ clinic
medical records. There is also valuable information in
electronic health records (EHR) that maybe include diag-
nostic symptoms of Covid-19. The world needs an auto-
mated data-based text extractor to use this vast amount of
information to identify symptoms and improve Covid-19
recognition. This article is part of a more significant effort
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to routinely use collected clinical information to describe
acute and chronic diseases to describe changes in the
clinical condition of sensitive patients, such as cancer and
infectious patients, whose delay or misdiagnosis leads to
irreparable harm. The authors searched through all the
notes between February 20 and March 31, 2020, to provide
the dataset for this study by searching phrases such as:
“coronavirus”, “Covid”, “sars-cov”’, and “sars-2” to find
Covid-19 related items. This study finds 92 K notes; 53 K
are randomly selected, containing at least five phrases:
telephone encounters, outpatient progress, emergency
department, inpatient nursing, intensive care unit, and
general inpatient medicine. They use logistic regression,
SVM, decision trees, random forest, K-nearest neighbors
(KNN), Naive Bayes, and multilayer perceptron to predict
the disease, which RF has the best performance.

Khanday et al. [42] proposed integrating feature engi-
neering and ML to detect Covid-19. In this manner, they
selected 212 clinical reports written in English from an
open-source data repository, GitHub, that included symp-
toms of Coronavirus or other viruses and labeled them into
four classes: Covid, ARDS, SARS, and both (Covid and
ARDS). Term frequency/inverse document frequency (TF/
IDF), the bag of words (BOW), and report length extract
forty related features. These features are then weighed and
passed to several ML algorithms for classification. The
authors evaluate the results of various ML algorithm
analyses in two categories: traditional and classical, and
four performance factors: accuracy, recall, and Fl-score.
Despite the small size of the used dataset, the evaluation
results support that the study is comprehensive and accu-
rate. Researchers should consider analyzing a more com-
prehensive database, separating patients based on gender,
and applying ML classification and feature engineering to
extract Covid-19 from clinical reports.

4.2.3 Audio-based detection of Covid-19

Covid-19 can be detected and predicted by analyzing
medical images (CT scans, X-rays of the chest) and audio
(cough, speech, and breathing samples) using several sin-
gle-modal methods. Jayachitra et al. [43] proposed a mul-
timodal model involving image and audio to increase the
accuracy of coronavirus detection by 100%. Their
approach included preparing several coronavirus infection
symptoms and experimenting with different ML methods
to develop a more accurate model for Covid-19. The col-
lected sample data were organized into two categories,
audio, and images, then trained using CovParaNet (an
enhanced CNN model) and CovTinyNet models. Existing
models are trained on the data, and finally, the two models
mentioned earlier are selected as the most efficient. The
team used MFCC to extract the features and DL to classify

the audio samples, and ML to develop the best way to
predict Covid-19. A final RF-based dynamic multimodal
fusion model is evaluated by considering five classification
criteria: accuracy, precision, recall, f-score, and ROC. A
simultaneous assessment of four or more prediction
methods found no case of misprediction. If the same situ-
ation recurs, the learned RF parameters will undergo
retraining with dynamic retraining methods to ensure
accuracy. Due to the lack of audio information, the model
presented has a limited classification capability. In addi-
tion, it cannot differentiate Covid-19 from other lung dis-
eases such as pneumonia, resulting in misdiagnosis. Other
researchers may use this model to train other abnormalities
of the lungs to distinguish them accurately and evaluate the
same with a rich and expansive database.

4.2.4 loT-based detection of Covid-19

Mohammedqasem et al. [44] proposed a real-time IoT-
based system for diagnosing Covid-19 using Al-based
classification algorithms. A combination of IoT datasets
and laboratory data is used to train and prepare for the use
of this system. Researchers encountered limitations due to
the lack of large datasets for training in the detection of the
outbreak. A pre-processing step is performed once suffi-
cient datasets are prepared for system training; for exam-
ple, existing datasets were unbalanced, so they used
SMOTE to balance them. Additionally, they used feature
selection to eliminate inefficient data, reduce training time,
and make datasets more adequate by generating new data.
The researchers then divided the final datasets into training
and experimental categories. Al classifiers and learning
algorithms used in the system trained them to detect Covid-
19 cases and identify infected or potentially infected
individuals based on their symptoms. Lastly, the authors
evaluated this system against existing models, demon-
strating its accuracy and reliability. Various feature selec-
tion techniques combined with larger imbalanced datasets
can be employed to improve the detection accuracy of this
system.

Pandemics must be predicted for prevention measures to
be taken. There is a wide range of ML-based forecasting
methods in the current critical situation, which could be
helpful. However, finding the correct model to predict
Coronavirus pattern spread in the absence of data is one of
the main challenges Ketu & Mishra [45] face. They pro-
pose a multi-task Gaussian-process (MTGP) model and
compare its performance with four traditional ML predic-
tion models: linear regression, support vector regression,
RF regression, and LSTM. In the process of comparison,
they apply mathematical and statistical principles. The
mean absolute percentage error (MAPE) and the RMSE are
the criteria used to evaluate the performance of these five
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prediction models. These authors examine the performance
of all models in four countries (China, India, Italy, and the
USA) using these two evaluation criteria on different
forecast days: one, three, five, ten, and fifteen days ahead.
Results indicated that MTGP had the lowest MAPE and
RMSE values, which means it was more effective than the
other models tested. An essential challenge in this system
is accurate and real-time data collection. IoT offers a
practical solution by collecting data, tracking, and moni-
toring the infected people intelligently, along with the
forecasting model. The lack of large datasets for intelligent
analysis and characterization of virus behavior patterns is a
significant problem in scientific research.

Sharma and Ahmed [46] proposed a Covid-19 predic-
tion method based on a susceptible, exposed, infectious,
recovered, undetectable, and deceased (SEIRUD) mathe-
matical model as well as Markov decision process (MDP)
and recurrent neural network (RNN) ML methods to
forecast Coronavirus behavior among the population and
the number of Covid-19 positive cases in Saudi Arabia. All
methods for predicting, preventing, and detecting Covid-19
rely on data collected by IoT sensors and devices. The
SEIRUD-MLA model employs big data gathered by IoT to
evaluate and forecast the spread of Coronavirus across the
country. As a result of these forecasts, the government
decides to lock down only high-risk areas rather than the
entire country. Thus, it reduces the disruption caused to the
economy by Covid-19. The study’s authors evaluate their
proposed model using performance metrics such as F1
score, accuracy, prediction, precision, recall, and contact
rate. Despite the result of the evaluations showing a high
generalized forecasting rate in the long term, this model is
based on data and behavior patterns for Coronavirus in
Saudi Arabia and may have different results in other
countries. The dataset may not be sufficiently accurate
since this system receives data from IoT devices, whose
use is optional. The proposed model could help countries
with shortages of medical technology allocate resources
efficiently.

Ahanger et al. [1] proposed a Covid-19 monitoring and
forecasting framework that merges the IoT with spatial and
temporal patterns through a model known as temporal
recurrent neural networks (TRNN). TRNN is a DL tech-
nique that forecasts the likelihood of Covid-19 symptoms
in geographical patterns. The architecture of this frame-
work consists of four layers: The first level is Covid-19
data collection (C-19DC), which collects data from a
variety of sensors and devices and sends it to a fog hub for
analysis. Security, confidentiality, and integrity of infor-
mation are data-related concerns addressed by the Secure
Socket Layer (SSL) and Elliptic Curve Cryptography
(ECC) over the HTTP protocol and the Message Queue
Telemetry Protocol (MQTP). The second layer is the

@ Springer

Covid-19 information classification (C-191C), in which the
data are classified into four categories based on their detail:
Health data, Meteorological data, Location data, and
Environmental data. The third layer is the Covid-19 mining
and extraction (C-19ME) layer, between IoT devices and
the remote cloud. A fog hub analyzes data and determines
the state of health of individuals based on their computa-
tional capacity.

The fuzzy C-means (FCM) classifies data into non-in-
fected and infected groups using a degree of membership
(DOM) grade of 0 to 1. Covid-19 prediction and decision
modeling (C-19PDM) is the fourth and final layer that
predicts vulnerabilities utilizing the TRNN model for
maximum accuracy. Fever measure (C-19FM) is a feature
of this system that continuously monitors fever and other
symptoms that can be taken to maximize healthcare in
severe cases. In severe cases, the FCM classification assists
healthcare organizations in detecting real-time hot spots
that can be treated promptly by taking the appropriate
precautions. A self-organization map (SOM) is a method
for addressing the spatial-temporal dynamics of Covid-19
behavior. In this system, early detection of infection is
detected, and a prompt message is sent to patients via their
mobile devices, which results in crisis control. Researchers
prepared regional datasets from India and categorized them
into three categories. In the next phase, they test the
effectiveness of their framework using sensors such as
WiSense hubs, actuators, and RFID in each domain via the
iFogSim simulator. Evaluation is performed based on
efficiency metrics at the data generation, classification, and
prediction stages. Optimum utilization of energy is rec-
ommended for the proposed framework.

4.2.5 Analysis of studies in the detection approaches

Table 8 summarizes the studies reviewed under the Covid-
19 detection approaches. The main contexts of these
papers, their advantages, weaknesses, evaluation parame-
ters, applied solutions to tackle the challenges, and future
work are briefly presented.

Considering that each paper uses some criteria to eval-
uate its method(s), we have listed and defined all the
evaluation metrics used to analyze the detection approa-
ches in Table 9. It demonstrates that most authors evalu-
ated the Covid-19 detection approaches using metrics such
as accuracy, f-measure, and recall.

4.3 Services provision

Nowadays, healthcare systems commonly use IoT with
other technologies to partially compensate for its short-
comings. An increase in the number of intelligent devices,
such as smartphones, home, and hospital equipment, and
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outdoor sensors, allows for the exchange of a large amount
of data, which presents both threats and opportunities to
healthcare. On the one hand, the availability of various
applications allows for the provision of single and com-
bined healthcare services to individuals, which represents a
great opportunity if users’ privacy through the blockchain
is protected and the quality of services (QoS) is main-
tained. On the other hand, because IoT devices are small,
their processing and storage capacity is limited, so cloud
infrastructure, distributed systems, and FL methods are
necessary to address this weakness. As a result, most
storage and data processing occurs in smaller volumes
within the edge and fog technologies and larger volumes
within the cloud, significantly reducing delays and bal-
ancing network traffic. However, data exchange between
users and cloud servers can present cost, infrastructure,
privacy, and security challenges. The selection of com-
posing services is challenging but can be improved when
the QoS factors are considered [47]. Here, we review
healthcare technologies, their challenges, and solutions
presented by other researchers.

Hayyolalam et al. [48] proposed a framework for com-
posing healthcare services that combine I[oT, Al, cloud
technologies, and edge intelligence. In this study, the Edge
Device as a Service (EDaaS) concept allows healthcare
applications and services to be more intelligent by incor-
porating Al algorithms into resource-limited edge devices.
They design a framework for composing Al subtasks that
can be considered reliable in terms of QoS and quality of
experience (QoE). By employing the proposed framework,
when a user submits a single or combined request to a
healthcare application, rather than a single device com-
pleting the entire task, it is divided into multiple subtasks
assigned to different edge devices. All subtasks are com-
piled and distributed to the user without being aware that
they are divided. Because of the many devices and solu-
tions, distributing IoT data and AI subtasks becomes NP-
Hard. Therefore, the authors applied three meta-heuristic
algorithms (PSO: particle swarm optimization, BWO:
black widow optimization, simulated annealing) to identify
uncertain and near-optimal edge devices. They assessed the
framework’s efficiency utilizing these three algorithms
using MATLAB simulation in healthcare applications and
discovered that BWO was more efficient than PSO or
simulated annealing. The framework’s scalability, fitness,
availability, reliability, and QoS were evaluated. This study
assumed that all edge devices and users were part of the
same network, and the network size was determined solely
by the number of devices connected to it. There is the
possibility that future researchers may move edge devices
to a different network to compose services. In addition, the
impact of the proposed method on the performance of Al
algorithms may be explored in the future.

Asghari et al. [49] proposed a framework based on IoT
data (IoTD) and cloud technologies. Patients’ physical
symptoms are collected through the body and environ-
mental sensors and incorporated into their medical history
in cloud repositories. The patient’s whole health data
would be analyzed to provide a composite health/medical
prescription, and the results reported by medical teams
would be shared with the patients. Following the appro-
priate treatment instructions for the patient’s condition,
they can select their preferred services. Although the same
services are available at different centers, the locations,
times, and costs may differ. In this manner, patients or their
relatives can choose the services and features they desire,
and the system will determine the most appropriate com-
bination for them. The authors applied data collected from
diabetic patients in medical centers to evaluate the effec-
tiveness of their proposed framework; they also developed
simulating techniques to evaluate IoT data. The final step
of their study was to test several classification algorithms to
diagnose the disease and determine accuracy, precision,
recall, and F-score. In comparing several classification
algorithms, K-Star is more effective than others. The
accuracy metric could be compared in future research to
the usual methods used by physicians. Additionally, they
suggested integrating data mining methods and meta-
heuristic approaches with the proposed framework and
subsequently implementing them in practice.

Secundo et al. [50] proposed a framework based on
collective intelligence for combating Covid-19 utilizing
IoT technologies in combination with other digital tech-
nologies. The authors propose reforming the healthcare
system to improve the management of this pandemic in
Italy and optimize the distribution of devices and services
based on IoT among patients affected by Coronavirus. This
article aims to establish proper coordination among dif-
ferent institutions to harness IoT devices to take appro-
priate action. They select and apply several indicators to
the weighting of severe diseases based on survey data and
analysis of their study data. An evaluation was conducted
on seven patients, three devices, and two criteria of acuity
and efficiency. An assessment based on a data set is not
valid, and as a result, the results are not reliable. More
accurate statistical evaluation at an acceptable scale makes
it possible to complete a more comprehensive strategy
development and implementation study.

During an epidemic, receiving and processing people’s
health data is very important to identify and service the
affected. Calhan and Cicioglu [51] proposed a framework
based on drones and sensors in which data are collected by
ground sensors and sent to drones covering the same area.
Drones categorize data considering its importance and send
the highest priority to the central point for processing. The
AODV routing algorithm routes the drones and their

@ Springer
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communication with sensors. They evaluated their pro-
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show the capability of this framework in real-time IoT-
2 g ) based applications. The proposed framework is computa-
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Lybarger et al. [41]
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Khanday et al. [42]
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Mohammedqasem et al. [44]

Ketu & Mishra [45]

Sharma & Ahmed [46]

Ahanger et al. [1]

Total
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10

programming language to evaluate the efficiency of their
framework in the presence of different sizes of networks,
and the results show superiority. This study is limited by its
scalability, which may be addressed later.

IoT devices provide different levels of quality for the
same services, which has made QoS a significant bench-
mark of service computing optimization due to the over-
whelming number of IoT devices currently available. Thus,
Boucetti et al. [55] proposed a method for large-scale
optimization of service computing based on NN clustering
after applying GA to reduce the search space and execution
time while maintaining QoS. Simulations demonstrate that
the optimization, time, and hyper-volume indicators are
more reliable and dynamic. DL methods for predicting
service computing more accurately could be beneficial for
improving the effectiveness of the proposed framework.
Implementation in a real-world environment is also one of
the study’s limitations.

Souri and Ghobaei-Arani [56] proposed an approach
that combines cloud services with the Whale Optimization
Algorithm (WOA) to maintain QoS in IoT-based applica-
tions. To evaluate the different Linear Labeled Temporal
Logic (LTL) properties and various cloud providers, they
used Labeled Transition System (LTS) as a formal verifi-
cation method. Although they do not consider the chal-
lenges associated with web-based services, the Process
Analysis Toolkit (PAT) simulation is highly efficient in
reachability, time, and memory consumption.

Arunachalam and Amuthan [57] proposed a way to
optimize the composition of web-based services that uti-
lizes graph-based workflow diagrams and Bee colony
optimization algorithms to arrive at the most optimal
solution. The authors of this study used multiple search
rules and meta-heuristic algorithms to reduce the com-
plexity of the service integration process and enhance QoS.
The proposed approach is implemented using Java pro-
gramming language, and various indices such as response
time, accuracy, recall, precision, success rate, and opti-
mality are evaluated.

Rahman et al. [58] provided an intelligent system for
diagnosing and monitoring critical cardiac arrhythmia
COVID-19 patients with COVID-19 based on fuzzy logic
and IoT. Through pre-processed ECG signals, this system
provides services to patients in remote areas. MIT-BIH
ECG data are used to train the program, and evaluation
proves it to be 100 percent accurate.

Considering that contact with contaminated surfaces is a
major method of transmission, ladanza et al. [59] devel-
oped a smart system that combines a robotic arm and a
mobile application to limit direct contact between persons
infected with Coronavirus and people and medical equip-
ment in hospitals and health facilities. This system is
microcontroller-based and operates at a reasonable speed
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Fig. 5 Computer-aided methods for combating Covid-19 in preven-
tion, detection, and service provision approaches
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Fig. 6 Evaluation environments used in the computer-aided methods

and with high accuracy. Although this design has not been
tested in a real-world environment with medical equip-
ment, preliminary risk assessments demonstrated its effi-
ciency and effectiveness. Angular, Ionic 5, Capacitor,
UML, CAD, and SolidWorks are used to design this sys-
tem, and this proposed plan be tested in the real world by
considering more rules and standards as they relate to
healthcare devices as a direction for future research.

It is possible to provide people with healthcare supplies,
medicine, self-test kits, and their delivery during the
Covid-19 pandemic. Munawar et al. [60] suggested sys-
tems for delivering healthcare packages by drone in Aus-
tralia that use the ABC algorithm to improve time and cost
efficiency while minimizing environmental impact. They
implemented their design in Python programming language
and evaluated the results in terms of fitness, time, and cost.
The study has the limitation of not comparing the perfor-
mance of the proposed algorithm with other discrete space
optimization algorithms, like the Imperialist Competitive
Algorithm (ICA). In the future, this study could be
implemented in other countries with smokeless vehicles to
reduce the environmental impact.

4.3.1 Analysis of studies in the service provision
approaches

Table 10 summarizes the studies reviewed under the
Covid-19 service provision method. The main contexts of
these papers, their strengths, weaknesses, evaluation
approaches, applied solutions to tackle the challenges, and
future work are briefly presented.

Considering that each paper uses some criteria to eval-
uate its method(s), we have listed and defined all the
evaluation metrics used to analyze the service provision
approaches in Table 11. It demonstrates that most authors
evaluated the Covid-19 service provision approaches using
the throughput metric.

5 Discussion

This section will answer the research questions that are the
primary purpose of this study according to the technical
analysis done in the previous section. Some questions are
statistical, so we answer them graphically to facilitate
readers’ understanding. Others need a detailed explanation,
which we have a separate section to answer.

e AQ I Which domains are involved in computer-aided
methods for combating Covid-19 in prevention, detec-
tion, and service provision?

According to the taxonomy proposed in Sect. 4, Figure 5
compares the number of studies conducted in the three
approaches: prevention, detection, and service provision.
The prevention approaches have the highest percentage of
the domains, with 35% usage in the literature.

e AQ 2 What are the evaluation environments and
datasets used in computer-aided methods for combating
Covid-19 in prevention, detection, and service
provision?

Figure 6 depicts the evaluation environments for Covid-
19 prevention, detection, and service provision the com-
puter-aided methods. This figure demonstrates that most
methods utilized datasets to evaluate the concept presented
in the paper.

Table 12 lists the majorly used datasets for Covid-19
prevention, detection, and service provision. It displays the
proposed classifier(s) along with their respective advan-
tages that were used for Covid-19, as well as the higher
accuracy rate that can be attained by the best classifier of
each paper. As demonstrated in this table, there are a
variety of datasets with varying classification purposes and
classifiers. Therefore, comparing papers and selecting the
most effective classifier is impossible. In general, the most
effective methods/classifiers are the ResNet50 CNN,

@ Springer
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Table 12 Dataset specifications of used computer-aided methods and their advantages and accuracy rate in this study

Research

Dataset

Used methods (classifier)

Advantage

% Accuracy rate

Ahanger et al. [1]

Barnawi et al. [2]

Castiglione et al.

(3]

Garg et al. [20]

Bhatia et al. [22]

Wau et al. [23]

Otoom et al. [24]

Nasser et al. [35]

Laxmi Lydia et al.
[36]

Pereira et al. [37]

Collected real datasets by
authors from Amritsar, India

Regional IDs

FaceScrub and VGGFace2,
VGG16, VGG19, MobileNet,
DenseNet121, ResNet50,
InceptionV3 and
InceptionResNetv2

Covid-19 Symptoms Checker

https://www kaggle.com/
iamhungundji/Covid19-
symptoms-checker

Call Detail Record (CDR)
Analysis: Sierra Leone

https://www.itu.int/en/ITU-D/
Emergency-
Telecommunications/
Documents/2017/Reports/

SL/
DO012A0000CA3301PDFE.pdf

A synthetic dataset is created

Two public datasets included
images of different faces with
and without masks

https://www.kaggle.com/
andrewmvd/face-mask-
detection https://aistudio.
baidu.com/aistudio/datasetde
tail/24982

Covid-19 Open Research
Dataset (CORD-19)

https://zenodo.org/record/
3715506

Covid-Chestxray dataset and
Chex-Pert dataset)

Covidx dataset: Chest X-Ray
images

NIH dataset (Chest X-ray14)

Fuzzy C-means

SVM, XGBoost, KNN, multi-
layered perceptron, logistic
regression

Gradient boosting, extra tree
classifier, random forest,
AdaBoost, voting classifier,
logistic regression plus
stochastic gradient descent

Not using any classifier

J48 decision tree-based
classifier

YOLO algorithm based on
CNNs

SVM,

Naive Bayes,

NN, decision stump, KNN,
decision table,

OneR, and ZeroR

ResNet50 CNN

Presenting a federated DL-
based Covid-19 detection
model

Macro average evaluation: a
class-based mean calculation

Better accuracy rate, precision,
recall, and f-measure
compared with Fuzzy KNN,
Random decision tree, Naive
Bayes algorithms

Presenting a face recognition
system to detect people
having high body
temperature and presenting a
face mask detection

Real-world implementation
and comparing the
performance of five machine
learning classifiers

Better accuracy rate,
sensitivity, and f-measure
compared with Random tree,
REP tree, and Naive Bayes
algorithms

Presenting a face mask
detection

Comparing the performance of
eight machine learning
classifiers

Using the ResNet50a
classification algorithm based
on DL

Better accuracy compared to
the other four algorithms:
Fed. Learning-VGG16, Cen-
VGGI16, Fed. Learning-
ResNet50,

Cen.-ResNet50

Classifying the inflammations
on CXR images of Covid-19

pneumonia based on both flat
and hierarchical classification

94.9

75.4 for the best
classifier,
random forest

96.78

The average
precision is 92.0

92.95 for the best
classifier, SVM

98.6

97
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Table 12 (continued)

Research

Dataset

Used methods (classifier)

Advantage

% Accuracy rate

Le et al. [38]

Ahmed et al. [39]

Lépez-Ubeda et al.
[40]

Lybarger et al.
[41]

Khanday et al. [42]

Jayachitra et al.
[43]

Mohammedqasem
et al. [44]

Ketu & Mishra
[45]

Sharma & Ahmed
[46]

Asghari et al. [49]

Secundo et al. [50]

Wang and Lu [53]

Chest X-Ray (CXR) images

https://github.com/ieee8023/
Covid-chestxray-dataset

Collected from different
hospitals in Khyber-
Pakhtunkhwa, Pakistan

Collected radiological reports
from 295 chest CTs provided
by the “HT médica” clinics

Covid-19 Annotated Clinical
Text (CACT) Corpus: The
University of Washington
clinical repository

Collected clinical notes, also
from the following website:
https://github.com/
Akibkhanday/Meta-data-of-
Coronavirus

Two different datasets

Virufy Covid-19 Open Cough
Dataset: https://github.com/
virufy/virufy-data

Coswara-Data:

https://github.com/iiscleap/
Coswara-Data

Collected laboratory results
from Albert Einstein Hospital
located in Brazil

World Health Organization
situation reports

Collected from Saudi Arabian
real-time IoT data

Diabetes and health data

Prepared by the authors

QWS dataset

Depthwise separable
convolution neural network
with DSVM

Adaboost, SVM, KNN, logistic
regression, Naive Bayes,
neural network

SVM for predicting lung
infection by Covid-19

Span-based Event Extractor

Logistic regression,
multinomial Naive Bayes,
decision tree,

bagging, Adaboost, random
forest, SVM, stochastic
gradient boosting

CovParaNet, CovTinyNet

CNN, RNN

Atrtificial neural network

Multi-Task

Gaussian Process Regression

Susceptible, Exposed,
Infectious, Recovered,
Undetectable, and Deceased,
and ML algorithm

K-Star, random forest, SVM,
multilayer perceptron
and J48

Medical device distribution to
Covid-19 patients based on
collective intelligence

Service discovery model using
meta-heuristic algorithms

Maximizing classification
performance by using the
DSVM

Providing security, privacy,
and integrity

Processing radiological reports
using NLP, ML, and DL
through feature selection,
classification, and automatic
detection

Diagnosing Covid-19 by
analyzing clinical notes using
a neural event extraction
model

Detecting Covid-19 in clinical
reports by using feature
engineering and ML
algorithms

Presenting two models,
CovParaNet for audio
(cough, speech,

breathing) and CovTinyNet for
images (X-rays, CT scans)

Balancing laboratories datasets
for Covid-19 detection

Gathering real-time data by
IoT and predicting Covid-19
outbreaks using an IoT-based
model

Estimating the number of
Covid-19-infected
individuals in different
geographical regions

Diagnosing diseases using IoT
in cloud computing and
comparing the performance
of five machine learning
classifiers

Using collective intelligence
for IoT devices distribution
among patients

Using GWO and GA for
efficient service discovery

98.54

for binary and
99.06 for
multiclass

99 for the best
classifier, neural
network

85

Precision is 94

96.2 for the best
classifiers,

logistic regression
and

multinomial Naive
Bayes

97.12 for cough

96.08 for speech,
97.45 for
breathing, for the
best classifier,
CovParaNet

98.40 for Chest
X-ray, 99.19 for
Chest CT, for the
best classifier,
CovTinyNet

98

89.3

98, for the best
classifier, K-star
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Fig. 7 Evaluation metrics used

in all approaches 20
18
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14
12
10
8
6
4
1
0
S S 3

Fig. 8 Future directions of computer-aided methods for combating
Covid-19

Depthwise separable convolution neural network with
DSVM, CovParaNet, CovTinyNet CNN, and K-star.

e AQ 3 Which evaluation metrics are used in computer-
aided methods for combating Covid-19 in prevention,
detection, and service provision?

We analyzed several computer-aided methods to combat
Covid-19 detection, prevention, and service provisioning
based on their metrics. However, certain metrics are so
important that they are considered in every approach.
Therefore, we compared every metric used to identify the
most important metrics in this field. The six significant
evaluation metrics for computer-aided methods in real-

@ Springer
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world applications of Covid-19 are defined by Egs. (1)
through (6) [49].

Sensitivity = TP/(TP + FN) (1)
Sensitivity = TN/(TN + FP) (2)
Accuracy = (TP + TN)/(TP + FP + FN + TN)  (3)
Precision = TP/(TP + FP) (4)
Recall = TP/TP + FN (5)

F — measure = 2x [(Precision xRecall) / (Precision
+ Recall)] (6)

where True positive (TP) is a situation in which both
predicted and observed values are positive. True negative
(TN) is a situation in which both predicted and observed
values are negative. False positive (FP) is a situation in
which the predicted value is positive, but the observed
value is negative. False negative (FN) is a situation in
which the predicted value is negative, but the observed
value is positive.

Figure 7 shows the evaluation metrics used in each of
the Covid-19 domains discussed in this study. Accuracy
and f-measure have the highest repetition rate, indicating
that they are the most important metrics for computer-aided
methods.

5.1 Open issues and future directions

In this paper, SLR has helped clarify all the open issues
raised by other researchers but has not been addressed until
now. In response to AQ 4, we identified challenges in the
studies reviewed and proposed them as directions for the
future.
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e AQ 4 What future research directions should be pursued
in computer-aided methods for combating Covid-19 in
prevention, detection, and service provision?

Figure 8 shows open issues and future directions of
computer-aided methods for combating Covid-19. These
future directions were discussed as follows:

Infrastructure Healthcare systems today rely on IoT,
which has been applied on a massive scale at both the
personal and the urban levels. The production of vast
amounts of information using these devices over a wide
geographical area necessitates infrastructure to accommo-
date that volume of information. The integration of those
devices results in improved processing speed and privacy
at a reduced cost. Cloud and fog infrastructure are neces-
sary to meet these needs, but this technology has several
challenges that could be considered an open topic [61].

Energy consumption All Covid-19 approaches collect
health data from various distributed devices and centers,
presenting distinct challenges in energy consumption,
battery life, and network load balance relative to central-
ized systems. This problem is caused by the need to
transfer data to a remote data center. Consequently, this
issue can be used as a basis for future studies [62].

Privacy There are several challenges associated with
privacy in intelligent healthcare systems. First, tracking
applications are voluntary, and people are not willing to
use this technology until they trust it. Secondly, every stage
of collecting personal health information, the transfer to
powerful servers for storage and processing, and the dis-
closure of results of analyses, including medical, statistical,
or spatial analyses, conforms to privacy principles. Thus,
information security, confidentiality, data integrity, and
cyberattacks can be widely discussed [63].

Service composition 10T is a network of interconnected
intelligent devices that provide various services [64]. [oT-
derived services can also play a vital role in combating the
Covid-19 epidemic by using meta-heuristic algorithms to
select and combine them optimally. Considering the con-
tagious nature of this disease, remote, emergency, and fast
services can be essential in reducing mortality and the
spreading of the disease. We plan to devote a separate
article to this topic because the research in this field is so
extensive.

Enriching datasets The lack of validated datasets of
real-world patients poses one of the challenges of studying
Covid-19. Due to privacy concerns, medical centers, doc-
tors, and even patients are reluctant to report health
information. Thus, this information needs to be collected
from distribution centers and points using technologies
such as FL, integrated, and then distributed among the
nodes of the health network. In future studies, it may be
beneficial to examine the methods of enriching real

datasets of patients’ health status and the impact of disease
on their long-term health [65].

Different applications In the future, we can use com-
puter-aided programs for various purposes, such as pre-
senting applications to evaluate the effectiveness of the
Covid-19 vaccine. It is possible to develop applications for
evaluating the impact of air conditioning and room air on
Covid-19. Applications can be developed to investigate the
impact of Covid-19 on the environment or humans caused
by climate change, contaminated water, or the sewage
system. We can develop applications for smartphones that
can quickly and accurately identify Covid-19 using algo-
rithms based on a person’s condition, such as image, sound,
or skin temperature. It is possible to develop applications
that examine the effects of Covid-19 on the people of a
country and in comparison, to the people of other countries,
as well as the effects of race, gender, and age.

New algorithms new algorithms must be proposed for
the detection and prevention of Covid-19. Different Covid-
19 variants can be classified using deep learning and
machine learning classifiers with enhanced prediction
capabilities. Al-based algorithms, such as the Capsule
Network, CNNs, and GRAD-CAM, can be utilized more
effectively. These adaptable algorithms can act autono-
mously in accordance with the new circumstances of the
future variants of Covid-19. These algorithms should be
studied and funded.

Long Covid Although there are hypotheses regarding the
“long Covid” complication, this form of Covid-19 disease
remains unknown. People infected with Covid-19 have
experienced long Covid symptoms, which include fatigue
and shortness of breath after recovery. For this reason,
scientists must acquire more information about this disease
as quickly as possible. Using a combination of computer-
based modeling and clinical trials, researchers can identify
long Covid complications and recommend the most
effective drugs to treat them. Scientists can also create
algorithms that predict long Covid in individuals who have
previously experienced it.

Economic impacts The widespread of the Covid-19
virus is threatening the health and livelihoods of people all
over the world. Most economists believe that the epidemic
of this virus has had a significant negative impact on the
level and various economic, social, and livelihood dimen-
sions of many countries, particularly the least developed
ones. Therefore, it is necessary to create computer pro-
grams to assess the impact of Covid-19 on various eco-
nomic sectors and to forecast future economic conditions.
The provision of services is one of the industries negatively
affected by the global spread of Covid-19. Numerous
countries have imposed temporary shutdowns and quar-
antines. Many people work from home, so it will be nec-
essary to develop the infrastructure and provide
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suitable computer programs for these individuals. In
addition, if the severity of this disease increases and it
becomes an epidemic in the future, travel restrictions, the
cancellation of sporting events and the prohibition of
gatherings, as well as people not using public transporta-
tion and public spaces such as restaurants, shopping malls,
and museums, will deal a severe blow to the economy.
Therefore, computer-based programs should be developed
to mitigate this disease’s impact on service-based
economies.

6 Conclusion

This review discusses an SLR-based method for combating
Covid-19 based on computer-aided methods in prevention,
detection, and service provision approach. This study aims
to investigate existing computer science-based methods to
combat Covid-19. This paper has reviewed previous stud-
ies, their challenges, and their solutions. It has summarized
the side-by-side comparisons between the applied approa-
ches in a table to provide a quick and accurate under-
standing. As a result of a robust study conducted over the
past three years by researchers across various disciplines,
we identified several issues and directions for future
research. First, several infectious diseases could be detec-
ted using computer-assisted detection methods delineated
in our study, which others can customize for specific ill-
nesses otherwise Covid-19. Second, we have discovered
the tremendous potential in studying smart cities, homes,
workplaces, and hospitals using advanced intelligent
technologies such as IoT and distributed systems. Finally,
we will examine service composition in intelligent
healthcare systems in a separate paper, as others can do it.
Among the limitations of this literature is the absence of
non-English or non-peer-reviewed articles, book chapters,
and conferences.

Acknowledgements Not applicable.

Funding No funding was received.

Availability of data and material Not applicable’.
Declarations

Conflicts of interest There is no conflict of interest.

References

1. Ahanger TA, Tariq U, Nusir M, Aldaej A, Ullah I, Sulman A
(2021) A novel IoT-fog—cloud-based healthcare system for
monitoring and predicting COVID-19 outspread. J Supercomput.
https://doi.org/10.1007/s11227-021-03935-w

@ Springer

10.

11.

12.

13.

14.

15.

16.

17.

18.

. Barnawi A, Chhikara P, Tekchandani R, Kumar N, Alzahrani B

(2021) Artificial intelligence-enabled Internet of Things-based
system for COVID-19 screening using aerial thermal imaging.
Future Gener Comput Syst. https://doi.org/10.1016/j.future.2021.
05.019

. Castiglione A, Umer M, Sadiq S, Obaidat MS, Vijayakumar P

(2021) The role of internet of things to control the outbreak of
COVID-19 pandemic. IEEE Internet Things J. https://doi.org/10.
1109/J10T.2021.3070306

. Nasajpour M, Pouriyeh S, Parizi RM, Dorodchi M, Valero M,

Arabnia HR (2020) Internet of Things for current COVID-19 and
future pandemics: an exploratory study. J Healthc Inform Res.
https://doi.org/10.1007/s41666-020-00080-6

. Barsocchi P et al (2021) COVID-19 & privacy: enhancing of

indoor localization architectures towards effective social dis-
tancing. Array 9:100051

. Aman AHM, Hassan WH, Sameen S, Attarbashi ZS, Alizadeh M,

Latiff LA (2021) IoMT amid COVID-19 pandemic: application,
architecture, technology, and security. J Netw Comput Appl
174:102886

. Pang B, Hao F, Yang Y, Park D-S (2020) An efficient approach

for multi-user multi-cloud service composition in human—land
sustainable computational systems. J Supercomput
76(7):5442-5459

. Souri A, Rahmani AM, Navimipour NJ, Rezaei R (2020) A

hybrid formal verification approach for QoS-aware multi-cloud
service composition. Clust Comput 23(4):2453-2470

. Chan EY, Saqib NU (2021) Privacy concerns can explain

unwillingness to download and use contact tracing apps when
COVID-19 concerns are high. Comput Hum Behav 119:106718
Jahmunah V et al (2021) Future 10T tools for COVID-19 contact
tracing and prediction: a review of the state-of-the-science. Int J
Imaging Syst Technol 31(2):455-471

Elsayed DH, Nasr ES, El Ghazali AE-DM, Gheith M (2020) A
self-healing model for QoS-aware web service composition. Int
Arab J Inf Technol 17(6):839-846

Huang J, Liang J, Ali S (2020) A simulation-based optimization
approach for reliability-aware service composition in edge com-
puting. IEEE Access 8:50355-50366

Heidari A, Toumaj S, Navimipour NJ, Unal M (2022) A privacy-
aware method for COVID-19 detection in chest CT images using
lightweight deep conventional neural network and blockchain.
Comput Biol Med 145:105461

Melek M (2021) Diagnosis of COVID-19 and non-COVID-19
patients by classifying only a single cough sound. Neural Comput
Appl 33(24):17621-17632

Peng Y, Tang Y, Lee S, Zhu Y, Summers RM, Lu Z (2020)
COVID-19-CT-CXR: a freely accessible and weakly labeled
chest X-ray and CT image collection on COVID-19 from
biomedical literature. IEEE Trans Big Data 7(1):3-12

Valueva MV, Nagornov N, Lyakhov PA, Valuev GV, Chervya-
kov NI (2020) Application of the residue number system to
reduce hardware costs of the convolutional neural network
implementation. Math Comput Simul 177:232-243

Hinton GE, Krizhevsky A, Wang SD (2011) Transforming auto-
encoders. In: Artificial neural networks and machine learning—
ICANN 2011: 21st international conference on artificial neural
networks, Espoo, Finland, June 14-17, 2011, Proceedings, Part I
21. Springer, pp 44-51

Selvaraju RR, Cogswell M, Das A, Vedantam R, Parikh D, Batra
D (2017) Grad-cam: visual explanations from deep networks via
gradient-based localization. In: Proceedings of the IEEE inter-
national conference on computer vision, pp 618-626

9. Peng Y, Liu E, Peng S, Chen Q, Li D, Lian D (2022) Using

artificial intelligence technology to fight COVID-19: a review.
Artif Intell Rev. https://doi.org/10.1007/s10462-021-10106-z


https://doi.org/10.1007/s11227-021-03935-w
https://doi.org/10.1016/j.future.2021.05.019
https://doi.org/10.1016/j.future.2021.05.019
https://doi.org/10.1109/JIOT.2021.3070306
https://doi.org/10.1109/JIOT.2021.3070306
https://doi.org/10.1007/s41666-020-00080-6
https://doi.org/10.1007/s10462-021-10106-z

Neural Computing and Applications (2023) 35:14739-14778

14777

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

Dong Y, Yao Y-D (2021) IoT platform for COVID-19 prevention
and control: a survey. IEEE Access 9:49929-49941

Albahri O et al (2020) Systematic review of artificial intelligence
techniques in the detection and classification of COVID-19
medical images in terms of evaluation and benchmarking: tax-
onomy analysis, challenges, future solutions and methodological
aspects. J Infect Public Health. https://doi.org/10.1016/j.jiph.
2020.06.028

Bhattacharya S et al (2021) Deep learning and medical image
processing for coronavirus (COVID-19) pandemic: a survey.
Sustain Cities Soc 65:102589

Garg L, Chukwu E, Nasser N, Chakraborty C, Garg G (2020)
Anonymity preserving IoT-based COVID-19 and other infectious
disease contact tracing model. IEEE Access 8:159402-159414
Sicari S, Rizzardi A, Coen-Porisini A (2022) Home quarantine
patient monitoring in the era of COVID-19 disease. Smart Health
23:100222

Bhatia M, Manocha A, Ahanger TA, Alqahtani A (2022) Artifi-
cial intelligence-inspired comprehensive framework for Covid-19
outbreak control. Artif Intell Med 127:102288

Wu P, Li H, Zeng N, Li F (2022) FMD-Yolo: an efficient face
mask detection method for COVID-19 prevention and control in
public. Image Vis Comput 117:104341

Otoom M, Otoum N, Alzubaidi MA, Etoom Y, Banihani R
(2020) An IoT-based framework for early identification and
monitoring of COVID-19 cases. Biomed Signal Process Control
62:102149

Al Bassam N, Hussain SA, Al Qaraghuli A, Khan J, Sumesh E,
Lavanya V (2021) IoT based wearable device to monitor the
signs of quarantined remote patients of COVID-19. Inf Med
Unlocked 24:100588

Poongodi M, Nguyen TN, Hamdi M, Cengiz K (2021) A mea-
surement approach using smart-IoT based architecture for
detecting the COVID-19. Neural Process Lett. https://doi.org/10.
1007/311063-021-10602-x

Wolfinger D, Gansterer M, Doerner KF, Popper N (2023) A large
neighbourhood search metaheuristic for the contagious disease
testing problem. Eur J Oper Res 304(1):169-182
Hosseini-Motlagh S-M, Samani MRG, Homaei S (2023) Design
of control strategies to help prevent the spread of COVID-19
pandemic. Eur J Oper Res 304(1):219-238

Chen K, Pun CS, Wong HY (2023) Efficient social distancing
during the COVID-19 pandemic: integrating economic and public
health considerations. Eur J Oper Res 304(1):84-98

Pradhan NR, Mahule R, Wamuyu PK, Rathore PK, Singh AP
(2022) A blockchain and Al based vaccination tracking frame-
work for coronavirus (COVID-19) epidemics. IETE J Res.
https://doi.org/10.1080/03772063.2022.2058630

Saraswat D, Bhattacharya P, Shah T, Satani R, Tanwar S (2023)
Anti-spoofing-enabled contactless attendance monitoring system
in the COVID-19 pandemic. Procedia Comput Sci
218:1506-1515

Nasser N, Emad-ul-Haq Q, Imran M, Ali A, Razzak I, Al-Helali
A (2021) A smart healthcare framework for detection and mon-
itoring of COVID-19 using IoT and cloud computing. Neural
Comput Appl. https://doi.org/10.1007/s00521-021-06396-7
Laxmi Lydia E, Anupama C, Beno A, Elhoseny M, Alshehri MD,
Selim MM (2021) Cognitive computing-based COVID-19
detection on Internet of things-enabled edge computing envi-
ronment. Soft Comput. https://doi.org/10.1007/s00500-021-
06514-6

Pereira RM, Bertolini D, Teixeira LO, Silla CN Jr, Costa YM
(2020) COVID-19 identification in chest X-ray images on flat and
hierarchical classification scenarios. Comput Methods Progr
Biomed 194:105532

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

48.

49.

50.

S1.

52.

53.

54.

55.

56.

Le D-N, Parvathy VS, Gupta D, Khanna A, Rodrigues JJ,
Shankar K (2021) IoT enabled depthwise separable convolution
neural network with deep support vector machine for COVID-19
diagnosis and classification. Int ] Mach Learn Cybern. https://doi.
org/10.1007/s13042-020-01248-7

Ahmed I, Ahmad M, Jeon G, Piccialli F (2021) A framework for
pandemic prediction using big data analytics. Big Data Res
25:100190

LépeZ—Ubeda P, Diaz-Galiano MC, Martin-Noguerol T, Luna A,
Urefia-Lopez LA, Martin-Valdivia MT (2020) COVID-19
detection in radiological text reports integrating entity recogni-
tion. Comput Biol Med 127:104066

Lybarger K, Ostendorf M, Thompson M, Yetisgen M (2021)
Extracting covid-19 diagnoses and symptoms from clinical text: a
new annotated corpus and neural event extraction framework.
J Biomed Inform 117:103761

Khanday AMUD, Rabani ST, Khan QR, Rouf N, Din MMU
(2020) Machine learning based approaches for detecting COVID-
19 using clinical text data. Int J Inf Technol 12(3):731-739
Jayachitra V, Nivetha S, Nivetha R, Harini R (2021) A cognitive
IoT-based framework for effective diagnosis of COVID-19 using
multimodal data. Biomed Signal Process Control 70:102960
Mohammedqasim H, Ata O (2022) Real-time data of COVID-19
detection with IoT sensor tracking using artificial neural network.
Comput Electr Eng 100:107971

Ketu S, Mishra PK (2021) Enhanced Gaussian process regres-
sion-based forecasting model for COVID-19 outbreak and sig-
nificance of IoT for its detection. Appl Intell 51(3):1492-1512
Sharma SK, Ahmed SS (2021) IoT-based analysis for controlling
& spreading prediction of COVID-19 in Saudi Arabia. Soft
Comput 25(18):12551-12563

Guidara I, Guermouche N, Chaari T, Jmaiel M (2020) Time-
aware selection approach for service composition based on
pruning and improvement techniques. Softw Qual J
28(3):1245-1277

Hayyolalam V, Otoum S, Ozkasap O (2022) Dynamic QoS/QoE-
aware reliable service composition framework for edge intelli-
gence. Clust Comput. https://doi.org/10.1007/s10586-022-03572-
9

Asghari P, Rahmani AM, Haj Seyyed Javadi H (2019) A medical
monitoring scheme and health-medical service composition
model in cloud-based IoT platform. Trans Emerg Telecommun
Technol 30(6):e3637

Secundo G, Shams SR, Nucci F (2021) Digital technologies and
collective intelligence for healthcare ecosystem: optimizing
Internet of Things adoption for pandemic management. J Bus Res
131:563-572

Calhan A, Cicioglu M (2022) Drone-assisted smart data gathering
for pandemic situations. Comput Electr Eng 98:107769

Chen Y et al (2022) A collaborative robot for COVID-19
oropharyngeal swabbing. Robot Auton Syst 148:103917

Wang R, Lu J (2021) QoS-aware service discovery and selection
management for cloud-edge computing using a hybrid meta-
heuristic algorithm in IoT. Wirel Pers Commun. https://doi.org/
10.1007/s11277-021-09052-4

Guzel M, Ozdemir S (2022) Fair and energy-aware IoT service
composition under QoS constraints. J Supercomput. https://doi.
org/10.1007/s11227-022-04398-3

Boucetti R, Hemam SM, Hioual O (2022) An approach based on
genetic algorithms and neural networks for QoS-aware IoT ser-
vices composition. J King Saud Univ Comput Inf Sci. https://doi.
org/10.1016/j.jksuci.2022.02.012

Souri A, Ghobaei-Arani M (2021) Cloud manufacturing service
composition in IoT applications: a formal verification-based
approach. Multimed Tools Appl. https://doi.org/10.1007/s11042-
021-10645-1

@ Springer


https://doi.org/10.1016/j.jiph.2020.06.028
https://doi.org/10.1016/j.jiph.2020.06.028
https://doi.org/10.1007/s11063-021-10602-x
https://doi.org/10.1007/s11063-021-10602-x
https://doi.org/10.1080/03772063.2022.2058630
https://doi.org/10.1007/s00521-021-06396-7
https://doi.org/10.1007/s00500-021-06514-6
https://doi.org/10.1007/s00500-021-06514-6
https://doi.org/10.1007/s13042-020-01248-7
https://doi.org/10.1007/s13042-020-01248-7
https://doi.org/10.1007/s10586-022-03572-9
https://doi.org/10.1007/s10586-022-03572-9
https://doi.org/10.1007/s11277-021-09052-4
https://doi.org/10.1007/s11277-021-09052-4
https://doi.org/10.1007/s11227-022-04398-3
https://doi.org/10.1007/s11227-022-04398-3
https://doi.org/10.1016/j.jksuci.2022.02.012
https://doi.org/10.1016/j.jksuci.2022.02.012
https://doi.org/10.1007/s11042-021-10645-1
https://doi.org/10.1007/s11042-021-10645-1

14778

Neural Computing and Applications (2023) 35:14739-14778

57.

58.

59.

60.

61.

Arunachalam N, Amuthan A (2021) Integrated probability multi-
search and solution acceptance rule-based artificial bee colony
optimization scheme for web service composition. Nat Comput
20(1):23-38

Rahman MZ, Akbar MA, Leiva V, Tahir A, Riaz MT, Martin-
Barreiro C (2023) An intelligent health monitoring and diagnosis
system based on the internet of things and fuzzy logic for cardiac
arrhythmia COVID-19 patients. Comput Biol Med. https://doi.
org/10.1016/j.compbiomed.2023.106583

ladanza E, Pasqua G, Piaggio D, Caputo C, Gherardelli M,
Pecchia L (2023) A robotic arm for safe and accurate control of
biomedical equipment during COVID-19. Health Technol.
https://doi.org/10.1007/s12553-022-00715-1

Munawar HS, Akram J, Khan SI, Ullah F, Choi BJ (2022) Drone-
as-a-Service (DaaS) for COVID-19 self-testing kits delivery in
smart healthcare setups: a technological perspective. ICT
Express. https://doi.org/10.1016/j.icte.2022.09.008

Oyebode O et al (2022) COVID-19 pandemic: identifying key
issues using social media and natural language processing.

@ Springer

62.

63.

64.

65.

J Healthc Inform Res. https://doi.org/10.1007/s41666-021-00111-
w

Asghari P, Rahmani AM, Javadi HHS (2019) Internet of Things
applications: a systematic review. Comput Netw 148:241-261
Domadiya N, Rao UP (2021) Privacy preserving association rule
mining on distributed healthcare data: Covid-19 and breast cancer
case study. SN Comput Sci 2(6):1-9

Asghari P, Rahmani AM, Javadi HHS (2018) Service composi-
tion approaches in IoT: a systematic review. J Netw Comput Appl
120:61-77

Seving E (2022) An empowered AdaBoost algorithm imple-
mentation: a COVID-19 dataset study. Comput Ind Eng. https://
doi.org/10.1016/j.cie.2021.107912

Publisher’s Note Springer Nature remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.


https://doi.org/10.1016/j.compbiomed.2023.106583
https://doi.org/10.1016/j.compbiomed.2023.106583
https://doi.org/10.1007/s12553-022-00715-1
https://doi.org/10.1016/j.icte.2022.09.008
https://doi.org/10.1007/s41666-021-00111-w
https://doi.org/10.1007/s41666-021-00111-w
https://doi.org/10.1016/j.cie.2021.107912
https://doi.org/10.1016/j.cie.2021.107912

	Computer-aided methods for combating Covid-19 in prevention, detection, and service provision approaches
	Abstract
	Introduction
	Related work
	Research selection
	Organization
	Prevention
	Analysis of studies in the prevention approaches

	Detection
	Image-based detection of Covid-19
	Text-based detection of Covid-19
	Audio-based detection of Covid-19
	IoT-based detection of Covid-19
	Analysis of studies in the detection approaches

	Services provision
	Analysis of studies in the service provision approaches


	Discussion
	Open issues and future directions

	Conclusion
	Availability of data and material
	References




