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Summary-This paper considers a class of information sources

consisting of text and pictures. The text i s English language text

appearing in scientific and technical documents. The picture sources

are the largely schematic pictures that occur in the same class of

documents. However, the discussion is broadened slightly to include

other picture sources. For a tiny fragment of English, the paper shows

how the syntactic structure of text may be described, and then goes

on to suggest that a similar analysis may be performed on the class of

pictures under study. The description of these two kinds of informa -

tion sources with a single class of descriptive techniques i s suggested

as an alternative to the synthetic approach in which artificial lan-

guages are specified and then learned and used. The major reason

for doing syntactical analysis of such sources discussed here i s that

several information processing operations, amounting to the inter -

pretation of the information sources looked upon as languages, can

be done by the technique of syntax direction which uses the results

of syntactic analysis to mediatq subsequent processes for manipulat -

ing the information tokens. The paper concludes with an illustration

of an algorithm for matching the sentences given by a simple gram-

mar against the class of simple pictures which these sentences

purport to describe.

I. A CLASS OF INFORMATION SOURCES

N THIS PAPER we shall consider as a single class

of information sources that which is usually con-

sidered to be two or perhaps more disjoint classes of

information for information processing purposes. To ex-

emplify th is class of information sources, the informa -

tion content of formal scientific and technical documents

may be considered, even though in the present pre -

systematic state of affairs, wc have no means of quantita -

tively and precisely speaking of t he information content

of documents (except in the communication theoretic

sense which shah not be of concern here). It is, neverthe -

less, intuitively plausible that two kinds of information

sources be recognized, v k , the textual matter of the

documents (this paper shall be restricted to a considera -

tion only of English text) and the pictorial matter. T h e

text includes, but is not restr icted to, sequences of Eng-

lish sentences. Text is also understood here to include

the quasi -textual matter contained in the format of

documents and also contained in captions, labels, and

the l ike.

The pictorial information includes, but again i s not

restricted to, the styl ized schematic information that

occurs in diagrams and drawings. With the pictorial

t tc r also it is desirable to include information of a
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format nature where the information bearing function i s

served by the juxtaposition of information symbols in

two dimensions rather than by linear concatenation as

in text.

A degree of overlap i s seen here between text and

pictures that suggests a f i rs t reason for not disjoining

these two sources but instead attempting to treat them

by uniform methods. It i s certainly clear that most

pictorial matter in formal scientific documents contains

text within it, but i f the converse (that text i s also

pictorial in nature) is not clear t o the reader, he need

only consider the fairly elaborate instructions necessary

to enable sevcral people key-punching nominally clear

text to observe consistent conventions [l].

One reason such key-punching instructions must

necessarily be fairly elaborate i s that the key puncher

must translate from a basically pictorial two dimen-

sional source into the sort of linear string representation

which characterizes text input for most computer

processing purposes. One i s thus led t o the view that

text as it occurs in technical documents i s a special case

of a pictorial source, admittedly with some very special

properties derived from i t s parent, spoken language.

The inseparability of text and pictures is indicated

st i l l further by the fact that they perform much the

same functions within documents Take t h e example of

a document containing an electrical circuit diagram and

some tex t which describes it. Questions may be asked

and answered ei ther on the basis of the diagrams or the

text or both. One may be a paraphrase for the other.

Indeed, in such documents as U. S. patents, the para-

phrase i s a most thoroughgoing one with the circuit

diagrams that occur largely reproduced in the form of

textual descriptions.

Now, although it might be possible to marshal many

arguments to demonstrate the inseparability of natural

language text and pictures (at least in technical docu-

ments), no important consequences would follow from

this observation were it not for the significant fact that

these two kinds of information sources can probably be

handled with very similar techniques. From the stand-

point of computer information processing, the im-

portant fact about natural language t ex t and pictures

i s that they both have a syntactic structure which is

capable of being described to a machine and of being

used for purposes of interpreting the information within

a data processing system. The problem of how to de-

scribe the syntactic structure of tex t and pictures and
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how to use th is syntactic description in interpreting the

text and pictures will be the main concern of this paper.

In studying the syntax of these languages, we shall be

concerned with identifying in the language the primi-

tive symbols whose internal structure need not be con-

sidered. We shall then be mostly interested in the rules

of arrangement of these primitive symbols that allow

certain arrangements and disallow others, and that

allow new language objects to be constructed from pre-

viously constructed ones.

W e will be concerned with the semantics of these

languages t o the extent that we will consider how the

syntactic descriptions of language objects may be inter-

preted. A syntactical system i s interpreted when it is

used to denote or refer to objects outside of i tself [2].

We shall, however, speak of interpretation in a some-

what wider sense whenever we invoke the syntactic de-

scription of arrays of words and other symbols to per -

form manipulations on the arrays.

11. THE APPROACH OF SYNT A4CTICAL DESCRIPTION

In order to see how the syntax of a language may be

exhibited, l e t us consider as examples a traditional gram-

mar book which describes the purported grammar of

English, the syntactical specification of a programming

language like ALGOL, and the description given by a

logician of the rules of formation for a logical language.

The grammar books attempts to record the results of an

empirical investigation into an existing spoken lan-

guage. That the grammar book fails to describe the

language as it is spoken (or even formally written), re -

sults from the normative approach usually taken in

grammar books to the description of “correct” usage.

The traditional grammar book fails to be descriptive and

substitutes normative, prescribed usage in i t s place. In

the case of ALGOL, prescription and usage must agree.

the possibility of minor errors in the con-

LGClL algorithms on the part of users of

t i s found that the formal definition of the

language coincides very closely with the language as it

is used. We say closely rather than completely because

the ALGOL specifications do contain some informal

comments regarding statements in the language. I t i s

by no means difficult to observe the informal restrictions

thus specified notwithstanding the fact that the re-

strictions are to an extent outside of the formal speci -

fication of the language [3]. In t h e third example, the

language that the logician constructs i s usually a com-

paratively simple language whose syntax i s completely

and precisely specified.

In making the above comparison between traditional

grammar -books on the one hand and descriptions of

formal languages on the other, our purpose has been to

prepare for t h e suggestion that it would not be out of

pIace to dcmand of descriptions of natural languages

such as F:ngIish, those v e r y quali t ies of exhaustiveness

and precision that we demand of descriptions of arti -

ficial languages such as ALGOL [4].
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To describe and formalize a previously unformalized

natural language may seen] like an unnecessarily difficult

task, particularly when there is the possibility of creat -

ing a special purpose artificial anguage and formalizing

i t s description instead. I f our task is, for example, t o

provide a computer with a programming language in

which algebraic manipulations may be described, then

an admittedly unattractive candidate for th is language

is a formalization of natural English. The demonstrated

success of such artificial languages as ALGOL argues

against the use of natural languages in such specialized

contexts.

‘There are other contexts, however, in which the use

of an artificial language i s precluded for other reasons

and where, i f communication with a machine is at all

to be possible by automatic techniques, the descriptive

approach to an already existing language must neces-

sarily be taken. Wherever there are archives of records

and documents primarily intended for human use and

where the cost of manual interpretation and preprocess -

ing for machine purposes i s prohibitive, there we find a

language source that requires a descriptive approach to

the archives. The world’s technical literature is, and

very likely will continue to be, a case in point insofar

as the possibility of using anything other than natural

language for communication between scientists seems

remote. I f such l iterature i s also to be manipulated by

machine, one i s thus led to investigate the possibility

of providing a precise description of a natural language

to a machine. I f that should prove possible, one would

then wish to explore the possibility of providing such a

machine with procedures for interpreting the language

in terms of the functions mhich the language, i s capable

of performing.

L e t us f i rs t try to decide what it i s about English lan-

guage text that can be described to a machine. What-

ever description we give to a machine, it mus t agree with

the observed fact that English text consists of certain

units which for t h e moment shall be undefined, and a set

of allowable arrangements of these units. Not all units

can occur in all places in text. From a formal analysis of

English text, we would expect to get a formally -defined

unit in te rms of arrangements of which sentences may

best be described. However, in this informal discussion,

no harm will be done by resorting to an informally -de-

fined unit, and one, moreover, which has l i t t le to do with

whatever formal un i ts a complete analysis might define.

Our informally -defined unit will be called the “word,”

and it shall correspond to the native speaker’s (reader’s)

informal notion. Using this intuitive unit, then, one

may consider t h e “word” to be the basic unit of English

text. Having done so, we will take the syntactical in-

vestigation of t h e properties of English text to be an

investigation into the allowable arrangements in t ex t of

English “words.” The weakest acceptable goal of such

an investigation would be to produce an algorithm

which, when given any sequence of English “words,”

would determine whether or not that sequence was an
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English “sentence,” where, again, we accept the judg-

ments of English -speakers as specifying what “sen-

tences” are. This algorithm would then provide a deci-

sion procedure for sentencehood applied to sequences of

English words.

There is evidence, however, to give hope that a more

difficult and stronger goal is both achievable and de-

sirable. This goal of syntactic analysis would be not

only to provide a decision procedure for sentencehood,

but, in addition, to so classify words and sequenres of

English words that those which are intersubstitutable

are similarly classified. Those sequences of English

words which are intersubstitutable would be said to be-

long to the same syntactic category. Syntactic analysis

would then assign words to syntactic categories and se-

quences of syntactic categories t o other, not necessarily

different, syntactic categories in turn, in such a way

that for any sequence, i f it i s a sentence of the language,

there wil l be a syntactic analysis assigned to certain

subsequences in it and an analysis to the whole sequence

which assigns it to the category of sentence. What we

have outlined here i s the procedure of immediate con -

stituent analysis [SI.
English t ex t has syntactic structure notwithstanding

several important problems which have been largely

glossed over here. To mention them briefly, there i s the

question of the choice o i a suitable analysis technique,

immediate constituent analysis being only one. The

identification of the primitive units dt any one level of

analysis is itself a diffkult problem that we have alluded

to. So i s the problem of delimiting language. Many

sentences are questionable grammatically, and assign -

ing t h e m degrees of grammaticalness i s a difficult job.

The difficulty of these and related problems may be

taken as a partial explanation for the fact that there

does not exist any complete syntactic analysis of English

text. For certain very narrowly delimited segments of

the language, complete syntactical descriptions or gram-

mars exist. So do broad sketches of what a grammar for

t h e whole of t h e language might look l i ke [6].

But it is suggested above that the same arguments

with suitable changes can also be applied to the analysis

of pictorial images such as those which occur in tech -

nical documents. The case here i s somewhat more diffi-

cul t to make because there does not exist any tradition

in analyzing pictorial images. By comparison, the tradi-

tion of linguistic analysis i s highly developed with i t s

modern descriptive version for the analysis of spoken

utterances, at least, and also to some extent, of printed

text.

In order to establish the thesis that pictures of cer -

tain kinds have a syntactic structure capable of being

described to a machine, l e t u s subclassify pictorial

sources into three kinds. A prototype of the first kind

will be the diagrams and schematics that occur in docu-

ments; examples are electrical circuit diagrams, chemi -

cal structure diagrams, and flow charts. The second

class of pictorial sources will consist of synthesized

images which purport to be representational and thus

include sketches and drawings, especially mechanical

drawings. The last class of pictorial sources will be

photographs of natural objects, but th is class goes be-

yond the scope of this paper.

In the first class of pictorial sources, the diagrams and

schematics, it i s fa i r ly clear that the set of primitive

symbols should be chosen from among that set for which

v,-e have character -recognition techniques currently in

ex is tenre [?1. Thus in an electrical circuit diagram, it is

quite reasonable to locate and identify capacitor, resis -

tor, and inductance symbols and the many other sym-

bols that occur, as well as the English letters which

label them, by t he use of character -recognition tech -

niques of the kind that have already been developed.

L e t u s call these symbols so recognizable the “charac -

ters” in the schematic sources. W e immediately recog-

nize, however, that t h e identification of the specific char-

acters in a circuit diagram falls far short of the identi -

fication of all the significant information in the diagram.

Of considerable importance, even more so than the

recognition of the characters themselves, is the recogni -

t ion of the way in which they are connected by l ines

and related to each other by juxtaposition. This inter -

connection of the characters is the syntactical structure

of the diagram. and one would expect that the informa -

tion content of a diagrammatic source would be con-

veyed as much by the syntactic structure as by the

characters within the diagram. I t i s fairly evident, fur-

theremore, that the syntactic structure does exist and

has the usual properties of a syntactically structured

language, viz., that there are allowable as well as dis-

allowed juxtapositions of the primitive symbols.

For the second class of picture sources, the drawings

and representations, the existence of a syntactic struc -

turing i s not quite so evident as it i s for schematics. The

question has recently been studied, perhaps not sur-

prisingly, by an art historian, Gombrich [SI . H e i s con-

cerned with graphic art in i t s many forms, in particular,

drawing and sketching. What i s important for our pur-

poses i s t h e conclusion that he draws: “Everything

points to the conclusion that the phrase ‘ the language of

art’ is more than a loose metaphor, that even to describe

t h e visible world in images we need a developed sys tem

of schemata. ” Gombrich’s schemata are what we refer

to as rules of syntax, and the point that he develops

through his whole study i s that the syntactic structure

of graphic art, in particular representational art (there -

by including drawings and sketches), i s determined

largely by a set of syntactic rules.

There i s a common argument against the possibility

of producing a syntactical description of pictorial

sources or of English text, for that matter. The argu-

ment i s t o the effect that such languages are essentially

complex. They have no simple syntactical description

except one that only very loosely approximates the lan-

guages as they occur in practice. I f these languages are

exceedingly complex (and there is every reason to be-
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l ieve that they are) the argument concludes that it i s

unlikely that people wil l be able t o understand the struc -

ture of such languages or be able to understand their

syntactical description except as users of the languages.

However. enough i s known about how to write ex-

tremely large computer programs that the mere fact of

complexity of a language being described should not in

i tself preclude any attempts to describe it to a machine

because it may have a simple syntactical description

when the correct tools are used in describing it. Even

i f i t s syntactical characterization i s complex in the sense

of being very large, that st i l l does not preclude the pos-

sibility that the language can be so segmented that each

of the segments has a sufficiently simple syntactic de-

scription t o prove tractable. Some light i s shed on syn-

tactical description in this fashion by the study of the

so-called sequential languages [9]. These languages have

the useful property that their syntactic description can

be built up in an hierarchical fashion from the primi-

tives which compose the language. From these consider -

ations we are led to the conclusion that complexity in

a language and in i t s syntactical description need not

rule out the possibility of providing such a description

to a computer for subsequent interpretation, a t least in

limited areas of application.

I11, TECHNIQUES FOR SYNTACTICAL DESCRIPTION

I t has been argued thus far that information sources

occurring in technical documents can profitably be

looked upon as languages whose syntaxes are amenable

to precise and exhaustive description of a computer. Of

course it is one thing to recognize the existence of a lan-

guage and to infer the existence of i t s grammar, and

quite another matter to exhibit the grammar. It is,

therefore, important that we investigate the techniques

that are available for doing syntactic description of the

textual and pictorial languages existing in documents in

order to get an indication of how likely it i s that these

techniques will prove sufficient for describing the lan-

guages with which we are concerned.

Bobrow has surveyed the existing computer programs

for syntactic analysis of English printed text [ lo]. Our

purpose here will be to consider one or two such tech -

niques in somewhat greater detail. In the next section,

it wil l be shown how a particular technique, that of the

use of context -free grammars, permits an effective inter-

pretation of the languages so described.

I f we compare different grammars for the same lan-

guage as, for example grammars of English text, we find

a substantial disagreement as t o the kind of analysis

assigned by the grammars to the text. Even where the

agreement exists on what the corpus shall be, t h e analy -

ses assigned to that corpus very often differ. This differ-

ence in analyses may be attributed to the difference in

the linguistic intuitions of the linguists who write the

grammars. It may also be attributed to differences in

the dialects being accounted for. But the most important

reason for differences is that the purposes of performing

a syntactical analysis might differ from one case to the

next. W e can mention several different purposes served

by a syntactic analysis of a language for any pair of

which the syntactic analyses necessary to accomplish

the purposes are likely to differ. For example, in per -

forming mechanical translation in attempting to do

auto extracting [II], in attempting automatically to

paraphrase [12], in attempting to do automatic index-

ing and finally, in attempting to do automatic ques -

tion answering [ Is ] , all from natural language text, it i s

likely that the syntactic analysis necessary to achieve

the purpose will be quite specialized.

There are a few ways in which a syntactic description

(of an underlying language which i s t o be interpreted for

machine processing purposes) may be embedded in a

larger system. One kind of syntactic description i s im-

plicit in t h e part of the system that does syntactic analy -

sis. Thus, in the Kuno and Oettinger [14] syntactic

analyzer, an underlying descriptive theory of the lan-

guage is implicit in the analyzer and can indeed be resur -

rected and put in explicit form, although this is unneces -

sary for the intended purposes of syntactic analysis. Or

in the discourse generator of Simmons, Klein, and M c -

Conlogue [ IS ] , the dependency analysis and their so-

called transitivity r u l e have implicit in them a syntactic

description of the underlying language.

In the applications that are of interest here, what is

being described in a descriptive language i s itself a very

large natural language whose description necessarily is

an open-ended task. The empirical problem then is to

determine what descriptive languages can be used in

describing natural languages like English t ex t or sche-

matic pictures. There are several different types of de-

scriptive languages which serve as candidates, and w e

wish briefly to compare some properties of these differ -

ent kinds of descriptive languages within which syn -

tact ic theories of, e.g., English text can be formulated.

The first possible descriptive language i s a natural

language, perhaps the natural language that i s i tself be-

ing described. W e must reject this out of hand because

of the unformalized state of t h e natural language. Thus,

to describe English syntax in English is, in t h e present

state of the art, useless t o a machine. Paradoxically

though, one resul t of achieving a syntactic description

of English might be to permit a suitable formalization

of a sufficiently large fragment of English that the prod-

uct might be used for describing English itself. This

initial bootstrapping step has ye t to be takerl.

When we come to t h e formalized programming lan-

guages as candidates for use in describing the structure

of English text, we run into a paradoxical difficulty that

the most powerful languages are the least useful. To ex-

plore th is difficulty, l e t u s consider the restricted task of

describing the structure of English text in some suitable



1964 Kirsch: Computer lnterpretation of Text and Patterns 367

programming language by writing a program which is

capable of systematically exhibiting all and only the

English t e x t that has occurred in some corpus plus a

linguist’s extrapolation thereof. I f our task i s thus re-

strictcd, the ideal candidate would, of course, be such

a programming language as i s convenient to use, easy to

learn, and for which efficient object language can be

compiled, etc. But, as a matter of fact, t h e task of

producing a description of a natural language is not so

restr icted as we have assumed. To see this, le t us as-

sume that we had written a program PI which, when

provided with a l is t of all English words [16], could in

some systematic sense l i s t a set of all and only the Eng-

lish sentences {S) occurring in some corpus and in a

reasonable infinite extrapolation therefrom [34]. To

actually run P1 and allow it to produce {S I serves no

useful purpose. The real purpose of writing PI is to use

it as one of the inputs to another program Pz which i s

capable of analyzing the sentences in { S1. The way the

Pz would operate is that it would accept as input S,, a

sequence of words, and also P1. Then Pz would furnish

as output Pl(.SJ, the trace of PI in one possible process

of i t s producing Si, or an indication i f no such process

exists. Thus, P1, in conjunction with the analy7ing pro-

gram Pz, produces the set of analyses { PI(.?) ] for the

language { S}. But what happens i f PI i s written in

some powerful programming language of a general pur-

pose nature? The peculiar fact i s that in general no

such Pt can be written unless we know a priori that Pl
has some limiting restrictions built into it which have

the effect of making it a program in a much less power -

fu l programming language than the one in which it

would otherwise have been written.

It is important to realize that our argument (which is

of a recursive function theoretic nature) [ I 7 1 about the

impossibility o l constructing Pz depends essentially

upon the stipulation that Pz be a uniform analyzing

program, ;.e., one which works over a wide class of Pi's
whxh are themselves programs in a general purpose

programming language. To see why this stipulation i s

made, notice that i f the S, in IS ) are sentences of a

natural language like English ; then the task of writing

P1 i s substantially an open ended one, perhaps never ca-

pable of definitive completion. Pz, on t h e other hand,

need by no means necessarily be an elaborate program.

Examples of some kinds of P z ’s which one might want to

construct are syntactic analyzers which calculate PI(S,),

or ambiguity testers which determine i f there i s a unique

such P1(S,) or grammar equivalence testers which de-

termine of a P1and a P1’ whether for all s,, Pl(S,) cor-

responds t o P<(SJ. In all these cases, i f no restrictions

are placed upon P1 other than that it be a program in

say FAP or IPL -V or machine language for just about

any computer, t h e n none of these different kinds of Pz’s

are constructable.

The way out of this impasse is, as was suggested

above, to res t r i c t PI to be a descriptive syntactic theory

within a language of much less romputing power than

the conventional computing languages we are accus -

tomed to using. As an example of a Pi so restr icted, we

have the syntactic description of ALGOL. Large parts

(but not all) of ALGOL are described by a PI which i s

in the Backus normal form (or a context - free phrase

structure language). That the context -free phrase struc -

tu re languages are incapable of being used as meta -

languages to describe object languages of some very

simple types i s well known [18]. However, this very

reslr ict ion of t h e ALGOL syntax to be largely context -

f ree phrase structure in form i s what enables syntactic

analyzers for ALGOL to be written, even i f we allow the

possibility that ALGOL will be expanded, so long as the

indicated restr ict ion remains satisfied.

Of the many possible models available for descriptive

analysis of a language, the one that we elect to use here

is the context - free (or so-called “simple”) phrase struc -

ture language, sometimes called immediate constituent

analysis.

T h e choice of th is model for syntactic description of a

tiny fragment of English in th is paper i s dictated largely

by expository considerations. Much probably unneces -

sary controversy exists over the question of what meta-

language i s appropriate for the description of English.

Many models have been suggested [19] [ Z O ] and the

suitability of the various models for describing different

corpora has been heatedly discussed in the literature.

Two of the candidate models, the phrase structure

language and the f in i te state language, are both repre -

scnted interestingly enough by the same example that

i s offered in Fig. 1. Here a grammar is presented for a

tiny fragment of English consisting of simple declara -

t ive sentences about circles, triangles squares, and

polygons, their color, size, and relative positions. T h e

notation used for th is context -free or phrase -structure

grammar i s similar to the Backus normal form [21] but

for subsequent application purposes, the notation i s

modified sightly. T o interpret t h e notation of th is exam -

ple, consider rule 1. This rule indicates that a syntactic

category called SENT, which of course denotes “sen-

tence,” can be replaced by the concatenation, denoted

by the plus symbol, of SUBJ with PRED. In other

words, every sentence has a subject followed by a predi-

cate in this simple grammar. Mnemonic symbols are

chosen for purposes of clarity. Then, the expansion of

the category SUBJ i s obtaincd by choosing either of two

alternatives, given in rules 2 and 3, viz., the word “a”

followed by the syntactic category NHEADSG or

alternatively the word “each ” followed by the syntactic

category NHEADSG. By continuing to exercise choices

among those available, ultimately a sequence of Eng-

l ish words wil l be produced which purportedly consti -

t u t e s an English sentence. For those familiar with

Backus normal form, we indicate below how rules 39
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SENT

SUBJ

NHEADSG

1.
2.

3.
4.
5.

6.

7.

8. PREMOD

9.

10. ADJS

11.

12. - 15. ADJ l

16. - 17. ADJ2

18. - 20a. NOUN

21.

22.

23.

24.

25.
26.

27.
28.

31.
32.

33.

34 . -37.
38.

39.
40.
41.
42. -44.
45. -48.
49.

50.

51.
52.

53.

54.

29. -30.

POSTMOD

UNLIM

L I M

REL

COM

PREPl

LOC

RELPHR

INTROD

PREP2

COMPADJ

NPHRZ

P E D

COMNA

August

SUB3 + PRED

a + NHEADSG

each + NJBADSG

NOUN

PREMOD + NOUN

NOUN + POSTMOD

PREMOD + NOUN + POSTMOD

ADJS

A D J l + ADJ2

ADJ1

A N 2

big, large, l i t t l e , s m a l l

black, w h i t e

c i r c1e, triang1e, squar e, po1ygon

UNLIM + COM

CQM

LIM + A D J S

REL + i s + not

REL + i s

no t

REL + i s + n o t

REL + i s

that, which

PREPl + t h e + LOC

RELPHR

on, a t

right, l e f t , top, bot tom

INTROD + NPHRZ

PREPl + t h e + LOC + o f

PREP2

COMPADJ + than

in, below, above

bigger, littler, larger, s m a l l e r

a + NHEADSG

each + NHEADSG

i s + COMNA

i s + no t + COMNA

COM

a + NHEADSG

Fig. 1-A grammar for a small fragment of English.
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through 41 would b e written in that format.

(INTROD) = : :(PREPl) / the (LOC) of /

(PREP2) / (COMPAD J) than.

Of the infinite number of distinct sentences producible

by this grammar, we l i s t below a few typical examples.

1) Each polygon smaller than a black triangle i s a

square.

2) A big black polygon which i s on the l e f t is a tri-

angle.

3) Each triangle that i s not in a circle below each

square is larger than a polygon which is at the top.

In this grammar, although we have used thc context -

free phrase structure mechanism, and notwithstanding

the fact that this mechanism is capable of syntactically

describing languages which are not describable by the

so-called f in i te state grammars, it turns out, ncverthe -

less, to be an accidental fact that the particular gram-

mar that we present is weakly equivalent t o a finite

state grammar. The reader may, i f he wishes, construct

a state graph [ 22 ] for th is grammar by treating words

as output and the l e f t t o right sequence of unexpanded

syntactic categories a t any one t ime as the name of the

state in the f in i te state process for producing the sen-

tence. Such a diagram will turn out to have a f i n i te num-

ber of states in it; in fact, it has 79 states. This is, of

course, an accident of the peculiarly small language w e

have chosen to describe with this grammar. In fact, with

t he addition of one particular rule to the grammar, i t

becomes impossible to produce a finite state diagram

for the modified language. The single rule i s shown be-

low.

INTROD = between f a 4- KPHRZ f and.

makes the language no longer f in i te state.

As a final illustration of how our simple grammar

works, we show in Fig. 2 a tree diagram for t h e f irst

of the sentences mentioned above as it i s produced by

or analyzed with respect to thc grammar shown in

Fig. 1.

In discussing the techniques that are available for

syntactic description of a natural language, our illustra -

tions and discussion thus far have been confined to the

one dimensional languages. The reason for this i s that

all of t h e study which has been devoted thus far to prop-

erties of metalanguages for syntactic description has

been directed toward the linear, that is one dimensional,

languages. For the two dimensional languages, what we

want t o be able to do is to articulate the two dimen-

sional structure of images in such a way that the well -

formed sub-parts of a picture will be assigned to syn -

tactic categories in very much the way that well-formed

sub-strings in a sentence grammar arc assigned to suita -

ble syntactic categories. Before that can be done, how-

ever (and it shall not be done in this paper), it is neces-

sary to solve several problems. It shall be satisfactory

here merely to mention some problems which must be

solved for t h e two dimensional case before any satisfac -

tory grammar or syntactic description of an important

pictorial source can be written.

The f i r s t problem is how t o generalize the notion of

juxtaposition, which in one dimension reduces to con-

catenation. The arrangement of words within a sentence

in tex t is apparently entirely describable in t e r m s of the

one dimensional notion of concatenation. However, for

pictorial sources, quite evidently concatenation mus t be

replaced by at least one two-dimensional notion and

perhaps several such operating simultaneously.

As a class of pictorial sources, consider electrical cir -

l h e self-embedding introduced by th i s additional rule cuit diagrams. Several kinds of juxtaposition can be

each polygon smal le r than a b lack t r i ang le i s a square

I
polygon C b

I

1
NOUN

1
I

square

Fig. 2-Tree for a sentence derived from t h e grammar of Fig. 1.
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suggested that will probably be useful for circuit dia-

grams. First there i s a juxtaposition of proximity inde-

pendent of direction. This i s t he kind of juxtaposition

that relates a resistor symbol to t he le t te r that acts as

i t s label and that is generally used for labelling pur-

poses. A second quite different kind of juxtapostion in

two dimensions for circuit diagrams i s that which de-

notes electrical connection between symbols. A third i s

superimposition. In circuit diagrams, for example,

superimposition holds between the symbols for, say, a

capacitor and the arrow which denotes variability. A

sti l l different kind of juxtaposition in circuit diagrams i s

left -to-right and sometimes top-to-bottom juxtaposition

which usually indicates input-output relations in circuit

diagrams. There are other (some quite unusual) kinds

of juxtaposition that occur in circuit diagrams.

A possible solution to the choice of a metalanguage in

which to represent the syntactic structure of such

schematic sources is implicit in a suggestion made by

Minsky [23]. H i s functional notation would be used for

denoting the syntactic structure of circuit diagrams by

invoking a set of specialized predicates each of which i s

used to denote a special kind of juxtaposition that exists

in a schematic drawing between the symbols that it

relates. Unfortunately, it i s not y e t possible with such a

solution to the two dimensional representation problem

to produce a syntactic theory having the clarity of a

generative grammar such as was exhibited above for

English text. The reason for this difficulty i s that with

several different kinds of functions denoting position in

circuit diagrams, there occur conflicts between them,

and the rules for resolving these conflicts to produce a

diagram whose syntactic description i s given are not

evident. Thus, the main problem in developing two

dimensional grammars i s to get a good generalization

of the notion of one dimensional concatenation.

Among t h e other problems that must be solved, there

i s the problem of how to do syntactic analysis. The

scanning of a one dimensional sentence from l e f t to

right is a good heuristic and there are others that make

a parser or syntactic analyzer efficient. No such simple

correspondence suggests i tse l f for circuit diagrams or

some of the other pictorial sources.

Another problem is the identification of the primitive

symbols or what we call characters. Probably the sim-

plest way to solve that problem is to define those sym -

bols as primitive which are recognizable by suitable

character recognition equipment. A final problem in

developing a two dimensional grammar i s t h e problem

of displaying the results of a syntactic analysis. The

tree representation is a convenient two dimensional

form for displaying the results of one dimensional syn -

tactic analysis. Perhaps some suitable three dimensional

representaion i s necessary to display t h e results of syn-

tactically analyzing two dimensional pictorial sources,

Although there has been no study of two dimensional

languages for syntactic description of two dimensional

sources, it may be suggestive to see what one might

look like. In Fig. 3 i s shown a simple two dimensional

grammar for a class of pictures consisting of 45“ right

triangles drawn in the plane which has been divided into

unit squares. The alphabet consists of the symbols,

V, H, W, L,I,B, R, and the blank symbol. The gram-

mar consists of the ten production rules shown in Fig. 3.

I f these rules are applied starting with the single sym-

bol, V, as in the l e f t side of production 1, and i f the

rules are applied an arbitrary number of t imes in an

arbitrary order until no ru le applied, then a terminal

array of symbols will be obtained which i s in the form

of a triangle as shown in Fig. 3. There are an infinite

number of such triangles obtainable but what i s im-

portant about our example is that in each such triangle,

the symbols which denote it constitute a syntactic anal-

ysis of the triangle, t he right angle being marked with

an R, the two remaining vertices with lettersI‘and W,

the hypotenuse letters N, the base with letters B, the

other leg with le t ters L, and the interior points of the

triangle with lettersI.For such a simple pictorial source

as these triangles, t he syntactic analysis i s self -evident

and the mechanism that we exhibit i s sufficient to do the

analysis of the triangle. It i s not clear, however, how to

extend the implicit underlying model used here to other

pictorial sources of greater interest and importance. This

example may suggest some, however.

Although no studies have been reported in the litera -

ture of the underlying languages to be used for syntactic

description of pictorial sources, there have nevertheless

been several successful attempts to describe certain pic -

torial sources without an explicit underlying model.

Eden [24] has shown successfully how cursive hand-

writing may b e described as a language in which certain

primitive strokes are juxtaposed according to rules

which he makes explicit to form cursive handwriting.

The pictorial source here may be considered to be an

example of t h e class that we called “synthetic repre -

sentations.” Grimsdale, et al. [25] studied the syntactic

structure of hand printed block le t ters for character

recognition purposes. Narasimhan [26] has applied the

technique of syntactic description to photographs taken

in hydrogen bubble chambers of particle tracks. Finally,

in the Sketchpad system of Sutherland [27], there is im-

plicit t he syntactic description of the class of drawings

consisting of straight l ines and circular arcs. In none of

these examples, however, has any systematic attempt

been made to construct a language for syntactic de-

scription and in that language t o describe the pictorial

sources being processed. As has been suggested above,

further study of the underlying languages i s needed be-

fore such a syntactic description may conveniently be

constructed.
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I n these productions f

o( i s any member o f [L,I]

g i s any member o f {H,W]

r i s any member o f {V,H,W,L,I,B,R,

blank], I.e., any symbol, inc luding

the blank

I n each production, t h e Greek l e t t e r s

stand f o r t h e same symbol on both

s ides o f t h e product ion although in

#5,6,9, may have d i f f e r e n t va lues

i n d i f f e r e n t pos i t i ons .E3)

5) 4
++

An example o f a t r iang le derivat ion:

H

I

v-, v 4 v --* 0..

7) w
I i L

-4

9)

Fig. 3-A two-dimensional grammar for triauel I-
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IV. SYNTAX-DIRECTEDINTERPRETATIONOF describe. This shall be accomplished by the syntax

ENGLISH SENTENCES directed interpretation of the syntactically analyzed

The two preceding sections have attempted to show

that text and pictures may be syntactically described to

make explicit some of the implicit properties of such in-

formation, and have discussed some techniques that

may profitably be used in exhibiting such a syntactic

description and in analyzing information sources with

respect to such syntactic descriptions. Syntactic analy-

sis, however, from the point of view of th is paper, i s

not an end in itself but an important and probably es-

sential intermediate step in other information process -

ing operations. This section will consider one class of

such information processing operations in which the re -

sults of a syntactic analysis of English text are used to

provide to a machine a certain kind of “understanding”

of t h e English sentences in the text.

The operations that will be performed here upon the

syntactically analyzed sentences amount to an inter -

pretation of these sentences. The notion interpretation

i s used here in a manner roughly analogous to the way it

is used in logic. Objects are given in a syntactic meta -

language which, in th is case, consists of the syntactically

analyzed English sentences. Then, with these objects,

or certain ones of them, are associated objects of a

different system which need not even be a language. The

objects associated with the syntactic objects are their

interpretation. Operations upon t h e objects are also

associated with corresponding operations on their inter-

pretations. This process of associating the syntactic

and operations on them with the objects and operations

of another system will be referred to as interpreting

them.

The kind of interpretation in mind here i s fairly com-

mon in the so-called syntax directed compilers. In such

compilers, f i r s t there is obtained the syntactic analysis of

the input string and then this syntactic analysis i s used

to produce machine code. The process of producing the

machine code from syntactically analyzed input strings

is an interpretation process (on objects only in th is case)

in the sense that the term is used here.

Itwill appear below that several kinds of information

processing operations may be looked upon as instances of

interpretation of syntactically analyzed information

sources where the syntactic analysis directs the nature

of the interpretation operation. Thus, such processes

may be called “syntax directed interpretation.”

T o see in detail how the process of syntax directed

interpretation for English sentences, in particular, may

be accomplished, the problem of translation into a logi-

cal language will be considered in some detail. It i s de-

sired to see how a set of English sentences, in particular

those given by the grammar in Fig. 1, may be so trans -

lated into a logical language representation that it be-

comes possible by mechanical procedures to determine

of the given sentences whether or not they are correct

descriptions of simple pictures which they purport to

English sentences interpreted in a language which i s

very much l ike a f i rs t order predicate or functional cal-

culus. The well -formed formulae (WFF) of the logical

language will consist of predicates or functions denoted

by mnemonic strings of letters and arguments shown in-

side of parentheses. There will be allowed the logical

connectives of conjunction shown by t h e symbol & and

implication shown by the symbol 3. Two quantifiers

wil l be allowed, the existential quantifier denoted by 1,
and the universal quantifier denoted by V . The tilde

( “ ) will denote negation.

Fig. 4 shows the rules for interpreting the syntacti -

cally analyzed sentences generated by the grammar of

Fig. 1. Corresponding to each syntactic replacement rule

in the grammar for English sentences of Fig.I,there i s

an interpretation rule with an identical number given

in Fig. 4. The interpretation rule tel ls how to transform

WFF’s of the logical language corresponding to each

operation performed upon the syntactic categories of

the English language sentences. This process can be

i l lustrated by reference t o both Figs. 2 and 5.

In Fig. 2 a particular English sentence producible by

the grammar is shown, “each polygon smaller than a

black triangle i s a square. ” In t he process of producing

th is sentence according to the syntactic analysis given

in the t ree diagram of Fig. 2, there are 21 replacement

steps to produce the final sentence. In the f irst step, the

syntactic category SENT is replaced by SUBJ followed

by PRED. In the next step, SUBJ is expanded into the

word “each” followed by NHEADSG, etc. For each of

these steps in the syntactic construction of the sentence,

there i s a corresponding step illustrated in Fig. 5 for the

production of the logical translation of this sentence. In

step number 1, corresponding to the syntactic category

SENT, there is written f i r s t the well -formed formula

symbol WFF of the logical language. Then when syntax

rule number 1 i s used to expand SENT correspondingly,

interpretation rule number 1 is used to expand WFF to

the well -formed formula PRED(SUBJ) which i s shown

in l ine 2 of Fig. 5.

The next syntax expansion rule used to produce the

given sentence i s ru le number 3 of the syntax, and cor-

responding to it, rule number 3 of the interpretation

requires that the well -formed formula in line 2 be writ -

ten in the form shown in l ine 3 of Fig. 5. I f th is process

is continued, at each step performing an interpretation

operation corresponding to the identically numbered

syntactic operation, there will be produced, at the end,

two objects; the f irst object is a sentence with i t s syn -

tactic analysis, and t h e second i s the logical translation

of that sentence. The logical translation of the given

sentence i s shown in l ine 21 of Fig. 5. It i s thus found

that the translation of the sentence, “each polygon

smaller than a black triangle i s a square,” i s the well -

formed formula

Wx((pgn(x) & ]y(smr(x, y) & bk(y) 8~ trify))) 3 (sqb)) ) .
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WFF
PRED(SUBJ)

NHEADSG(x)

PREMOD(x)

ADJS(x)

UN'LIMCOM (x)

LIMADJS (x)

COM(x)

+ PRED (SUBJ)

-+ 3x (PRED(x) & NHEADSG(x))

-. V x ((NHEADSG(x)) 1 (PRED(x)))

4 NOUN(x)

-. PREMOD(x) 6r NOUN(x)

-. NOUN(x) & POSTMOD(x)

-B PREMOD(x) & NOUN(x) & POSTMOD(x)

+ ADJS(x)

-o ADJl(x) 6r ADJ2(x)

where x i s a prev ious ly unused var iable

where x i s a prev ious ly unused var iab le

-+ ADJl(x)

-b ADJ2(x)
-, bg(x), Ig(x), lt(x), sm(x) r e s p e c t i v e l y

4 bk(x), w t ( x )

-. cir(x), t r i (x ) , sq(x), pgn(x> r e s p e c t i v e l y

-4 UNLIMCOM(x)

+ COM(x)

4 LIMADJS(x)

-. -(COM (X ) )

4 COM(x)

-+ -(COM (X) )

4 ADJS(x)

* Loc(x) LOC i s a unary predicate h e r e

-, "(ADJS(X))

No operat ion

-. RELPHR(x)

No operation

-, rt (X) i f LOC i s a unary predicate

4 rt(x,y) i f LOC i s a binary pred ica te

+ l f ( x ) i f LOC i s a unary predicate

-. l f ( xy ) i f LOC i s a binary pred icate

Same as 34 and 35 f o r fop(x), top(x,y),

bot (x), and bot(x, y) r e s p e c t i v e l y

RELPHR becomes a binary pred ica te INTROD

h e r e

RELPHR (x) -. INTROD(X,NPHRZ) i.e., t h e unary predicate

INTROD(X,NPHRZ) 4 LOC(x,NPHRZ) LOC i s a binary predicate

4 PREP2 (x, NPHRZ)

-b COMPADJ(x,NPHRZ)

respec t i ve ly

smr (x, NPHRZ ) r e s pec t i v e ly

PREP2 (x, NPHRZ ) --. in(x, NPHRZ), b e l (x, NPHRZ ) abv(x NPHRZ )

COMPADJ (x, NPHRZ ) -. bgr (x, N P W),1tr (x, NPHRZ ), l g r (x, NPHRZ ),

6 (x, NPHRZ1 -. ~ ( @ ( x , Y )& NHEADSG(y))
where 6 i s any binary predicate having
NPHRZ as an argument and @(x,y) i s t he

r e s u l t of substitut ing any previously

unused variable, y, f o r t h e occurence
o f NPHRZ.

Same as f o r 49
* rY((NmADSG(y)) (@(XJy)))

4 COMNA(x)

* - (COMNA (x) )
-+ COM(x)

-t NHEADSG(x)

Fig. &-Interpretation rules for Fig. 1 grammar.
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A similar process may be carried out for any sentence

of the infinite number of sentences that can be generated

from the grammar of Fig. 1. For each such sentence,

there i s a logical translation and it i s obtained by carry -

ing out the process given in Fig. 4.

The reason for obtaining the logical translation of

such sentences is that from the logical translation i t i s

very easy to determine whether the given sentences are

true or false descriptions of patterns that they purport

t o describe. L e t us consider how one might determine for

the sentence of our example whether it i s a correct de-

scription of a picture. For the given picture, one would

f i rs t have to determine what the syntactically well -

formed objects are in the simple pictures which the

sentences of our grammar can describe. These syntacti -

cally well-formed objects would be what w e have once

called “blobs,” that is, disjoint objects in the picture

[28]. The variables denoted by x, y, z, etc., in our logical

language will range over t h e blobs in the picture. Then

a character -recognition process would determine for any

arbitrary blob whether i t had the property of being a

polygon or of being black or of being a triangle or of

being a square, each of which i s denoted, respectively, in

our logical language by the symbols pgn, bk, tri, sq. A

simple subroutine could determine of two such blobs,

x and y, whether x is smaller than y, e.g., in area, in

which case the logical predicate smr(x, y) would be t rue

for x and y. Finally, t o determine of the whole logical

expression whether it is t rue for a given picture, it i s

necessary to find out by a search program whether for

every object x, i f the character recognizer says that it

i s a polygon and there i s an object y such that x is

smaller than y, and the character recognizer says that

y i s black and that y i s a triangle, then, in such case, the

character recognizer says that x i s a square. I f this i s the

case, then indeed the logical expression given in line 2 1

of Fig. 5 i s satisfied by the given picture and one may

say that the original sentence i s a correct (partial) de-

scription of the given picture.

T h e reader may wish to tes t his own implicit char -

acter -recognition procedure on t h e three pictures of Fig.

6 and verify that the original sentence, the logicdl trans -

lation of which i s given in Fig. 5, is a t rue description

of the f i r s t two pictures in Fig. 6 and not a t rue descrip -

tion of the third.

This example has illustrated how the truth -functional

evaluation of simple sentences as descriptions of simple

pictures may be mechanically accomplished. The truth-

functional properties that are assigned to t he English

sentences are actually properties of the logical language

WFF’s into which the sentences have been translated.

I f the sentences in the logic language are intuitively

acceptable interpretations of the original English sen-

tences, then t o that extent the truth -functional evalua -

tion of the logical sentences is a corresponding truth-

functional evaluation of the original English sentences.

For other purposes, different logical languages or per -

haps no logical language at all i s needed. I f one’s pur-

pose were to do question answering, the different types

of questions might require processing operations of

logically distinct types. Thus, for answering yes -no

types of questions, a mechanism virtually identical to

the one illustrated here would be sufficient. For answer -

ing the wh-type questions (those introduced by “which,”

(‘what,” “when,” etc.), one would use a logical language

in which properties other than truth-functional ones

could be evaluated, that is, in which the values of cer-

tain functions would h e objects or the names of objects

within the picture.

An attractive alternative to the use of logical lan -

guages suggests itself in t he possibility of using the lan-

guage of the syntactically analyzed English sentence as

the logical language itself. The reason for using a logical

1. WFF

2. PRED(SUBJ)

3. Vx((NHEADSG(x)) 3 (PIED(%)))

4. Vx((NOUN(x) h POSTMOD(x)) 3 (PRED(x)))

D e s c r i p t i o n i s t r u e f o r the p i c t u r eA 0
Picture

l)

P i c t u r e 2)

D e s c r i p t i o n i s (vacuously) t r u e f o r

t h e p i c t u r e

n
P i c t u r e 3)

Descr ip t ion i s f a l s e for the p i c t u r e

Fig. &Three pictures for testing the logical
translation shown in Fig. 5.
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language i s that the logical properties of it are usually

well understood. However, to use a logical language

necessitates a translation into that language. The

alternative of using the language of the syntactically

analyzed source sentences requires that i f one were inter-

ested in performing such processes as inference, question

answering, or truth-functional evaluation, then these

processing operations would have to be reformulated in

te rms of the language used for the syntactic analysis of

the English sentences. This possibility, however, willnot

be further explored here.

V. SYNTAX-DIRECTEDINTERPRETATIONIN

OTHER APPLICATIONS

In the example discussed in Section IV, a syntax -

directed interpretation process was used to match syn-

tactically analyzed sentences against syntactically ana-

lyzed pictures, although, admittedly, syntactic analysis

of the pictures was relatively trivial. The process of

syntax -directed interpretation, however, has many

other applications which we wish briefly to mention in

th is section.

The f irst application i s to the process of performing

inference on natural language text which can clearly be

done to the extent that text can be translated into a

logical language as we illustrated in t he simple example

of the previous section. T h e inference in turn corre -

sponds to a natural -language inference. This possibility

of performing inference has been a main concern of sym -

bolic logic for a long time. What i s apparently new,

however, i s the possibility of making use of an exhaus-

t i ve syntactic analysis as the input which can direct the

process of translation into a logical language. T h e lan-

guage which i s used for representing the syntactically -

analyzed sentences can itself serve as a logical language

in te rms of which rules of inference may be constructed.

This possibility does not seem t o have been explored

previously.

Another application of syntax -directed interpretation

is encoding of text for storage and transmission. The

usual procedures for encoding t ex t make use of l e t te r

frequencies, or le t ter pair, or in some cases, higher order

n tuples of letters, or perhaps words and their corre -

sponding frequencies. H e r e the probability distribution

used for designing a code is based on observed statistics

of various corpora. A different possibility, however,

would b e based upon a probability distribution that

comes directly out of a grammar for t h e underlying

language.

Suppose that in the grammar of Fig. 1, each of the

alternative choices made in the process of generating a

sentence were assumed to be equally likely. This as-

sumption would induce a probability distribution on the

sentences produced which would have the desirable

property of usually associating low probabilities with

longer sentences and higher probabilities with shorter

sentences. Thus, the sentence used for an example in

Fig. 2 would have a probability of 2- 22 . 3-2 or approxi -

mately 2-26. A Huffman code based on this probability

distribution (described in Fano [29]) would thus repre -

sent the sentence “each polygon smaller than a black

triangle i s a square,” with a 26-bit sequence.

There are applications of the syntax -directed inter -

pretation process to the problem of inductive inference.

A technique such as the one described immediately

above for assigning probabilities to sentences can sim-

ilarly be used to assign probabilities to the events de-

scribed by such sentences. Then when one wishes t o

assign probabilities t o alternative hypotheses about a

particular universe of discourse (pictures in our simple

case above), the probabilities that are assigned to the

hypotheses are the probabilities assigned t o the sen-

tences that denote these hypotheses.

For complex languages like English, th is approach

to inductive inference offers an interesting alternative to

the one suggested by Carnap and Bar-Hillel [30] and

the one suggested by Kochen [31].

Syntax directed interpretation for pictorial sources is

an important possibility for investigation. The f i rs t in-

stance of syntax directed interpretation is in the encod -

ing of pictures for storage and transmission purposes.

T h e usual approach to picture encoding makes use of

picture stat is t ics such as run-length statistics and the

design of matching codes for these statistics. Code com-

pressions up to about 10 to 1 have been achieved by

such techniques. However, for certain pictorial sources

like schematic diagrams, the explicit syntactic analysis

of such diagrams and then the use of syntax directed

coding techniques would very likely lead t o a consider -

able further code compression for storage or transmis -

sion purposes. Thus, for an electrical circuit diagram,

the l i s t of t he names of t he circui t components (the

primitive symbols) and the l i s t of the syntactic relations

that hold among them would be, for most purposes, a

sufficient characterization of t h e diagrams to serve t h e

purposes of reproducing them. W e would estimate that

i f an exhaustive grammar of electrical circui t diagrams

were to b e written, then the encoding or transmission

of such diagrams as information sources could be done

with a code compression of perhaps 100 to 1or 1decimal

order of magnitude greater thall can be achieved with

statistical coding techniques [32].

Another pictorial language which could lend itself to

syntax directed interpretation is the language of chem -

ical structure diagrams. Much attention has been de-

voted to techniques for going from such diagrams by

manual procedures to linear ciphers, and some effort

has been devoted to machine manipulation of some of

these ciphers [33]. There seems further to be the pos-

sibility of providing a syntactical characterization of

chemical structure diagrams as pictorial sources and the

possibility of manipulating these diagrams as the codes

which represent chemical compounds rather than their

linear cipher representations.
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VI. CONCLUSION

In th is paper, an attempt has been made t o show that

the class of information sources occurring in technical

and scientific documents which contain tex t and pic -

tures can be uniformly treated as languages. They are

languages in the strong sense that descriptive theories of

these languages can be exhibited by means of computer

processing techniques that are available or with some

extensions of these techniques. Such descriptive theories

for these languages can provide to machines an effective

partial substitute for the cultural environment in which

human beings ordinarily encounter the languages. With

such descriptive theories of text and picture sources, a

machine can analyze individual information i tems at a

purely syntactic (formal) level. I t appears that i f the

descriptive theory goes deep into the structure of the

underlying language, then the corresponding syntactic

analysis made by a machine can lead, through the proc -

ess of syntax direction, to an interpretation of these lan-

guages by entirely automatic procedures. I t i s tempting

to identify these interpretation operations with the in-

formal notion of “understanding.” The methods of syn -

tax directed interpretation for natural languages de-

scribed here will appear attractive to those who wish to

provide machines with the very elaborate structural de-

tails that are known and can be discovered about natu-

ral languages.
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