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ABSTRACT 

Variance reduction techniques (VRTs) have been tremendously successful when applied to Monte Carlo radiation 
transport codes for which the computation time constitutes an important and a problematic parameter. In fact, many 
Monte Carlo calculations absolutely require variance reduction methods to achieve practical computation times. The 
MCNPX code has a fairly rich set of variance reduction techniques; the most known are transport cutoffs, interaction 
forcing, Bremsstrahlung splitting and Russian roulette. Also, the use of a phase space seems to be appropriate to reduce 
enormously the computing time. This work deals with the use of VRTs provided by MCNPX code for the simulation of 
a clinical linear electron accelerator (LINAC). Differences between various sets of VRTs are investigated. Combination 
between VRTs and PS is also analyzed during this study. Analysis showed that the use of VRTs and PS improve the 
simulation efficiency by a factor greater than 700. Finally, experimental curves of depth-dose and dose profile per- 
formed in a homogeneous water phantom are compared to dose distributions computed by use of MCNPX Monte Carlo 
code.  
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1. Introduction 

Monte Carlo (MC) methods are considered to provide the 
best calculation engine available today in medical radia- 
tion physics [1,2]. 

The Monte Carlo method is, by its nature, very time 
consuming which constitutes the main disadvantage to 
their use in radiotherapy. The computation time depends 
on the number of particles generated, their energy, their 
type and the medium in which they are transported. 
Normally, to obtain good statistics it is required to track 
hundreds or thousands of millions of particles. The de- 
velopment of advanced computers with special capabili- 
ties for parallel calculations has opened new issues for 
Monte Carlo researchers. Parallel computers are becom- 
ing increasingly accessible to medical physicists. How- 
ever, for many medical applications this is not enough, 
because CPU time is still large [3,4].  

The variance reduction techniques play an important 
role in reducing uncertainties and improving the statisti- 
cal results. Note that precision is not the only require- 

ment for a good MC calculation but computing time is 
also of great importance [5]. 

Physists also must take care to obtain a reliable physi- 
cal response in short time. The idea behind these tech- 
niques is to change the physical reality during the simu- 
lation so that more effective interactions would take 
place. For example, if we increase the cross-section in- 
teraction, we will get a higher number of interactions for 
the same number of histories. However, in some cases 
these techniques modify the physics of the problem and 
the quantity to be scored, even if it is statistically precise 
needs to be corrected to account for the change in the 
probability distributions used to describe the physics of 
the problem. The LANL Monte Carlo code MCNPX 
(Version 2.5) [6] offers several variance reduction tech- 
niques. In this paper, we applied these techniques in a 
linear accelerator (LINAC) simulation in order to deter- 
mine the computing time gain, reduce uncertainties and 
improve the statistical results. First, we have compared 
the phase space (PS) two steps simulation to the direct 
head accelerator one in order to determine the PS gain 
and then we combined VRTs and PS for final simulation *Corresponding author. 
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time enhancement. All our calculations have been done 
using MCNPX code. 

In order to validate the results of our MC simulation, 
the depth doses and profile curves for a homogeneous 
water phantom of 30 × 30 × 30 cm3 were compared to 
experimental ones obtained at the French National Met- 
rological Laboratory for ionizing radiation (LNHB) [7].  

2. Materials and Methods 

2.1. Monte Carlo Methods 

Monte Carlo (MC) methods have been used in various 
branches of radiation therapy, from simulation of radia- 
tion therapy equipments and sources to dose calculation 
in various geometries. These methods which are stochas- 
tic techniques are based on the use of random numbers 
and probability statistics to investigate problems. Thus 
MC methods are a collection of different methods that 
perform the same process: this process involves per- 
forming many simulations using random numbers and 
probability distributions to get an approximation of the 
answer to the problem. One of the most important usages 
of MC methods concerns the evaluation of difficult inte- 
grals. This is especially true for multi-dimensional inte- 
grals for which few analytical computation methods are 
suitable to get their appropriate approximation due to 
their complexity. It is in these situations that MC ap- 
proximations become a valuable tool to use; they may be 
able to give a reasonable approximation with higher ac- 
curacy comparatively to other formal techniques [8].  

At first, the development of dedicated coupled photon 
electron transport codes for each specific problem re- 
quired a lot of effort. Today, this is no longer necessary 
due to the availability of general purpose codes like 
ETRAN, ITS, MCNP, EGS, GEANT and PENELOPE. 
Most Monte Carlo systems dedicated to radiotherapy are 
completely or partially based on these codes. In this pa- 
per, we have an interest in the MCNPX (Monte Carlo 
N-Particle) code, which is developed by Los Alamos 
National Laboratory (LANL). MCNPX can be used to 
simulate many types of particles [6,9]. The photon and 
electron physics in the present extended version of 
MCNP code is identical to that in MCNP5.   

2.2. The Linac Accelerator 

In this study, we simulated a linac head dedicated to 
generate 12 MV photon beam. The components of the 
linear accelerator head are shown in Figure 1. These 
components include W target, primary collimator, flat- 
tening filter, and secondary collimator jaws. In Figure 2, 
we show our generated 3D view of the modeled linac 
head associated to a water phantom with dimension of  
30 × 30 × 30 cm3 that was placed at a source to surface  

 
Figure 1. The schematic representation of Linac head ge- 
ometry as used in our simulation of 12 MV photon beam.  
 

 
Figure 2. 3D view of our model of the Linac head and a 
water phantom 30 × 30 × 30 cm3.  
 
distance (SSD) of 90 cm. The upper and lower jaws were 
set to create a field size of 10 × 10 cm2 on the phantom 
surface. 

2.3. Computing Efficiency of a MC Calculation 

The efficiency (ε) of a Monte Carlo simulation may be 
quantified using the Figure of Merit (FOM), which as- 
sists the user in assessing the statistical behavior of the 
obtained answer. The MCNPX code developers defined 
FOM according to Equation (1) [4,10,11]:  

2

1
FOM

T



 


                 (1) 
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where: T: is the total calculation time (CPU) for N histo-
ries. σ: is the tally relative statistical uncertainty. 

For a fixed computing time, the smaller is the variance 
the larger will be the FOM. It should be noted that σ2 is 
proportional to 1/N, where N is the total number of histo- 
ries and T is proportional to N. Thus, for a well con- 
verged simulation, the FOM becomes constant.  

For instance, the use of variance reduction techniques 
and some special approximations in electron transport 
codes is required to obtain sufficient accuracy within 
acceptable calculation times [12].  

2.4. Overview of Variance Reduction Techniques 

The Variance reduction techniques are important ele- 
ments of any Monte Carlo code and may be different for 
various applications and geometries. These techniques 
reduce the time of particle simulations and improve the 
speed of the code. There are four main categories of 
variance reduction techniques, detailed in the following 
paragraph:  

Truncation Methods: Are the simplest variance reduc- 
tion methods. They speed up calculations by truncating 
parts of space that do not contribute significantly to the 
solution. The simplest example concerns geometry trun- 
cation in which unimportant parts of the geometry are 
simply not modeled [13]. The specific truncation meth- 
ods available in MCNPX are the energy cutoff, weight 
cutoff and time cutoff. In this work, we are interested in 
energy cutoff (CUT card).  

Population Control Methods: These methods artifi- 
cially increase the number of particles in spatial or en- 
ergy regions that are important or decrease this number 
in the case it doesn’t contribute to the score tally. In 
MCNPX, the specific methods of population control that 
we used are Geometry splitting and Russian roulette 
(IMP card).  

Modified Sampling Methods: These methods artifi- 
cially increase the likelihood of events increasing the 
particle of interest probability to reach the tally region. 
Implicit capture (PHYS card) and Bremsstrahlung bias- 
ing (BBREM card) are included in MCNPX.  

Partially-Deterministic Methods: Are the most com- 
plicated class of variance reduction methods. They cir- 
cumvent the normal random walk process by using de- 
terministic-like techniques, such as next event estimators, 
or by controlling the random number sequence [14].  

2.5. The Phase Space 

The Monte Carlo code MCNPX is currently used to cre-
ate and evaluate the PS distributions from linear accel-
erator head simulations; it’s a method to reduce compu-
tational time in a subsequent simulation of particle 
transport.  

The phase space, typically containing information such 
as energy, charge, position, direction, previous history, 
etc on millions of particles (photons, electrons, positrons), 
can be sampled for further particle transport in the rest of 
the geometry (linac or phantom). When the PSis situated 
at the bottom of the linac, it replaces effectively the linac 
and becomes the virtual linac. In this study, we have 
compared the PS two steps simulation to the direct head 
accelerator one in order to determine the PS gain using 
*F8 energy deposition tally of MCNPX code. With this 
tally, we can calculate the absorbed dose (MeV/g/particle) 
in material due to photons and electrons. In this paper, 
we will validate this computing time reduction technique 
by comparing the obtained percent depth dose (PDD), in 
a water phantom for a field 10 × 10 cm2 and a 12 MV 
photon beam, in both accelerated and direct calculation.  

3. Results and Discussion 

3.1. PS Effect 

Following the methodology described in the previous 
section, we run two kinds of simulations: 1) direct simu- 
lation without PS and 2) accelerated simulation using the 
phase space. For the results quoted below, direct simula- 
tion and accelerated one were done by following 15 × 
108 histories. Calculations have been run in parallel on a 
low cost cluster composed of 11 Core2Duo PCs using the 
MPI parallel protocol with up to 22 processes.  

Table 1 shows a comparison between the absorbed 
dose at 10 cm within water phantom due to 12 MV pho- 
ton beam for both types of simulations. CPU time T, 
Relative statistical uncertainty S (1σ) on the absorbed 
dose and efficiency ε are presented.  

As we can see the agreement between direct and ac- 
celerated calculations is remarkable and these points out 
the feasibility and validity of the proposed methodology. 
The advantage of the PS simulation is evident in Table 1. 
It’s shown that a similar level of uncertainty is obtained 
in a remarkably short time. Consequently the efficiency 
of calculation is improved by a factor greater than 40.  

Hence the PS allows saving computing time without 
any approximation made for each individual treated par- 
ticle. This enhances the accuracy of calculation without 
altering the physical results.  

We show in Figure 3 the mesh tally; it’s a method in  
 
Table 1. Comparison between results of the 12 MV photon 
beam simulation with and without PS. 

Simulation type T (min)
Absorbed dose at 10 cm 

(MeV/g/incident  
particle) 

S (%) ε 

Without PS 58226 2.26 × 10−6 4.26 0.009

With PS 1241 2.33 × 10−6 4.75 0.357
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Figure 3. Relative absorbed dose from mesh tally for phase 
space (left) and direct (right) simulations. 
 
MCNPX which displays graphically particle flux, dose or 
other quantities distribution on a rectangular, cylindrical 
or spherical grid overlaid on top of the standard problem 
geometry. To obtain this figure, we have used the first 
mesh type tally which scores track averaged data to esti- 
mate the absorbed dose.  

We run two cases of mesh tally simulation for energy 
deposition per unit volume (MeV/cm3/source particle). In 
Figure 3 (right part) we give the relative results of direct 
calculation. Whereas left part of Figure 3 provides the 
results of simulation that involves the PS technique for 
roughly the same CPU calculation time. In this case the 
two parts simulated separately are shown: the Linac head 
region above the PS level (left top) and the region below 
the PS (left bottom) which contains the phantom. By 
comparing the resolution (smoothness) of the two images 
we can notice the speedup of the convergence of the 
simulation due to PS technique.  

3.2. Variance Reduction Techniques Comparison 

In the second section of this work, we adopt the method 
of PS and investigate the effect of different variance re- 
duction techniques on the calculated absorbed dose with- 
in a water phantom.  

3.2.1. Bremsstrahlung Biasing 
Bremsstrahlung interaction of electron beam on a heavy 
target produces many low-energy photons; however the 
higher energy photons are often of more interest. The use 
of BBREM card in MCNPX allows the generation of 
more high-energy photon tracks by biasing each sam- 
pling of Bremsstrahlung event toward a larger fraction of 

available electron energy. In this part we compare the 
absorbed dose calculations with and without use of the 
BBREM card. The effect of this card is summarized in 
Table 2 where we show the histories number NPS, the 
computing time T and the relative statistical uncertainty 
S (1σ) on absorbed dose in the build-up region cell. 

In Table 2, we observe that the relative statistical un-
certainty obtained in calculation without BBREM card is 
higher than the one obtained in the case where Bremss- 
trahlung is biased. We also notice that no improvement is 
achieved even if we increase the histories number 4 times. 
However, the use of BBREM card decreases the relative 
statistical uncertainty by a factor of about 12.  

3.2.2. Electron and Photon Energy Cut-Off 
Simulation of electron tracks requires large computation 
time. To reduce it, MCNPX code allows the use of CUT 
card; this card is used to specify a minimum energy, time 
or particle weight below which the particle is killed (X-5 
Monte Carlo Team MCNP, 2003). In this work, we are 
interested in the energy cut-off for electrons and photons. 

The previous calculations were performed with an en- 
ergy cut-off of 60 keV adopted in the transport of both 
photons and electrons. Looking for improvement of 
computation time, the energy cut-off was increased to 
400 keV for electrons and 120 keV for photons. In Table 
3 we compare the CPU times and the results obtained 
versus cut-off energy.  

Our calculations lead to a good agreement between the 
values of absorbed dose in build-up cell for both CUT 
cases as shown in Table 3. Increasing the cut-off energy 
allows to reach the same statistical uncertainty with a 
gain of 52% in calculation time.  

3.2.3. Physics Card 
The PHYS card in MCNPX is used to specify energy  
 
Table 2. Comparison of simulations with and without BBREM 
card for the 12 MV photon beam. 

Simulation NPS T (min) S (%) 

15 × 108 775.7 0.50 
Without BBREM

60 × 108 3116.1 0.44 

With BBREM 15 × 108 3410.7 0.04 

 
Table 3. CPU times comparison for different energy cut-off 
values in the simulation of 12 MV photon beam.  

Energy cutoff T (min) 
Absorbed dose in the build-up cell 

(MeV/g/incident particle) 

CUT: E 0.06 MeV
CUT: P 0.06 MeV

2634.4 2.43 × 10−6 (±0.5%) 

CUT: E 0.4 MeV 
CUT: P 0.12 MeV

1260.7 2.44 × 10−6 (±0.5%) 
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limits for physics approximation and other parameters to 
be used in the physics treatment of particles transport. To 
each kind of particles corresponds different parameters 
sets which are specified as inputs for PHYS card. In this 
study, we focus our interest on controlling the physics of 
electrons and we studied the main two parameters of 
PHYS card which are BNUM for controlling the Brems- 
strahlung photons production and RNOK to control the 
production of knock-on (delta rays) electrons.  

3.2.3.1. BNUM Parameter 
In MCNPX, the Bremsstrahlung photon production is 
controlled by the parameter BNUM of PHYS card and is 
used to bias the sampling of Bremsstrahlung photons 
produced along the electron substeps. The default value 
BNUM = 1 results in the analogue sampling of Bremss- 
trahlung tracks. If BNUM > 1, the number of Bremss- 
trahlung photons produced is BNUM times the number 
that would be produced in the analogue case. If the 
number of tracks is increased, an appropriate weight re- 
duction is made. If BNUM = 0, the production of Brems- 
strahlung photons is turned off. To find the optimum 
value of BNUM for PS file generation, we recorded the 
number of tracks on the scoring surface for several runs, 
corresponding to different values of BNUM and the same 
number of simulated primary electrons. We compared 
the scores for increasing BNUM values. The number of 
tracks increases with BNUM as shown in Figure 4 and 
after a given value it reaches its asymptotic behavior.  

In Table 4, we show the values of absorbed dose at 10 
cm in a water phantom for three different values of 
BNUM. It’s noticed that significant improvement in the 
statistical uncertainty s can be obtained for larger values 
of BNUM parameter. Hence, large values of BNUM will 
increase the computation time. As a compromise between  
 

 
Figure 4. Number of tracks variation versus BNUM pa- 
rameter for 12 MV photon beam.  

CPU time and statistical uncertainty level a BNUM value 
of 60 was selected for further calculations. 

3.2.3.2. RNOK Parameter 
Knock-on electrons production can be controlled in 
MCNPX by the RNOK parameter. The default value 
RNOK = 1 produces an analogue sampling of knock-on 
electrons. If RNOK = 0, the production of Knock-on 
electrons is turned off. An entry > 1 for RNOK parameter 
leads to the production of RNOK times the analogue 
number of knock-on electrons. We studied the effect of 
these electrons, during PS computation, on absorbed dose 
in build-up cell region. The results are summarized in 
Table 5.  

Turning on Knock-on electrons production during the 
calculation of the phase space, leads to PDD values in 
build-up region more accurate than values obtained in the 
case these electrons generating is ignored. The results 
show that knock-on electrons of low energy have an ef-
fect which is not negligible on PDD convergence at the 
entrance of the phantom.  

3.3. Combination of Variance Reduction  
Techniques and Phase Space 

In this part of this work we determine the gain of CPU 
time by combining both PS method and different tech- 
niques of variance reduction studied before; so we have 
recalculated the PDD with all the discussed techniques 
(accelerated simulation) and compared the results to 
those of corresponding analogue calculation. Figure 3 
presents the obtained results.  

On Figure 5 we show the comparison between the 
depth dose distributions obtained for the 12 MV photon 
beam in both types of simulations. Therein, red circle 
symbols represent the results calculated using the PS 
with variance reduction techniques, whereas blue squares  
 
Table 4. Comparison of the absorbed dose at 10 cm for dif-
ferent values of BNUM for the 12 MV photon beam. 

BNUM 
Absorbed dose at 10 cm 

(MeV/g/incident particle) 
S (%) 

30 2.26 × 10−6 0.58 

45 2.23 × 10−6 0.47 

60 2.24 × 10−6 0.41 

 
Table 5. The effect of knock-on electrons on absorbed dose 
for the 12 MV photon beam. 

RNOK 
Absorbed dose in build-up cell 

(MeV/g/incident particle) 
S (%) 

RNOK = 1 2.44 × 10−6 0.56 

RNOK = 0 2.56 × 10−6 2.44 
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Figure 5. Depth dose in the beam axis as a function of the 
depth in the water phantom for the 12 MV photon beam. 
Red circle symbols represent the results calculated using 
the phase space with variance reduction techniques. Blue 
squares represent the results of an analogue simulation. The 
error bars in the case of the accelerated simulation are 
small compared to the analogous simulation.  
 
represent the results of an analogue simulation where 
neither variance reduction nor PS techniques were used. 
The PDD curve is remarkably smoother in the acceler- 
ated case than the analogue one and the uncertainties on 
the obtained results within the accelerated scheme are 
very low when compared to those quoted for the ana- 
logue simulation.  

We summarized the effect of space phase and variance 
reduction techniques in Table 6, where we show CPU 
time T, relative statistical uncertainty S (1σ) for absorbed 
dose at 10 cm and simulation efficiency ε. This table 
summarizes the study carried in this paper. We found a 
very important gain of CPU time when we enhance our 
simulation scheme to include the PS and variance reduc- 
tion techniques. The efficiency is increased by a factor 
greater than 700.  

As summary, Figure 6 represents PDD results in the 
accelerated simulation which is performed in two steps. 
We combined the PS and variance reduction techniques 
to calculate the PDD within a water phantom. The curve 
is very smooth and the statistical uncertainties (1σ stan- 
dard deviation) are smaller than the symbol size for the 
calculated results, which has an uncertainty of only 0.5%.  

3.4. MC Modeling Validation 

3.4.1. The Depth Dose and Dose Profile within a  
Water Phantom 

The previous conclusions were deduced from pure nu- 
merical analyses. In order to validate our computing 
proposal and in the aim to verify that the adopted vari- 
ance reduction techniques don’t alter the physics of the 
problem we compare Monte Carlo calculation values to  

 

Figure 6. Depth dose in the beam axis as a function of the 
depth in a water phantom for the 12 MV photon beam.  
 
Table 6. CPU time T, uncertainty S on absorbed dose at 10 
cm and calculation efficiency ε for the 12 MV photon beam. 

Simulation
type 

T (min)
Absorbed dose at 10 cm 

(MeV/g/incident  
particle) 

S (%) ε 

Analogue 58226.4 2.28 × 10−6 4.3 0.009

Accelerated 9419.2 2.23 × 10−6 0.4 6.635

 
experimental dose distributions. In the Monte Carlo cal- 
culation, we used the PS method and variance reduction 
techniques (BBREM, CUT, PHYS), Based on the tow 
parameters study of carte PHYS we decided to fix the 
value of BNUM = 60 and RNOC = 1 in the PS file and 
BNUM, RNOC = 1 in the phantom.  

In Figures 7 and 8, we show the calculated depth dose 
and dose profile curves compared to the experimental 
ones obtained for 12 MV photon beam in water phantom 
in the case of a square field size of 10 × 10 cm2. The 
depth dose curve is normalized to the dose at 10 cm. The 
statistical uncertainties (1σ) associated with the simulated 
depth dose curve are less than 0.4% for the high dose 
region and less than 1% in the buildup region. The dose 
profile is normalized to the dose on the central axis of the 
beam. The statistical uncertainties (1σ) of the simulated 
profile are less than 0.4% in the central region and less 
than 2% in the penumbra regions.  

As it can be verified in these figures, the very good 
agreement obtained in the comparison between the ex- 
perimental values and the simulated ones, confirms the 
goodness of our computational simulation. This demon- 
strates also the efficiency of the method adopted in re- 
ducing CPU time without changing the reality of the 
problem.  

3.4.2. Photon Energy Spectra 
As a very good agreement has been obtained between  
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Figure 7. Comparison of calculated and experimental rela- 
tive depth dose due to 12 MV photon beam in homogeneous 
water phantom, for a 10 × 10 cm2 field size. Results are 
normalized to the dose at the depth of 10 cm.  
 

 

Figure 8. Comparison of calculated and measured dose 
profile at the depth of 10 cm due to 12 MV photon beam in 
homogeneous water phantom, for a 10 × 10 cm2 field size.  
 
calculation and measurement for depth dose and dose 
profile curves, we propose a computed photon spectrum 
that could be simulated by use of MCNPX code and our 
model of linac head. Figure 9 shows the results obtained 
for energy dependent flux of a 12 MV photon beam at 90 
cm SSD. The whole population of the photons in spec- 
trum was normalised to one incident electron. The En- 
ergy bins have an homogenous width of 0.120 MeV. The 
relative uncertainties in this case are less than 3% for 
almost all the energy range except few higher energy 
bins where photons population is poor. The weighted 
mean energy of photon spectrum is 3.29 MeV which is 
comparable to the value 3.24 MeV published by Blazy et 
al. [7] for a similar linac.  

 

Figure 9. Monte Carlo calculated photon energy spectrum 
at SSD 90 cm for a 12 MV photon beam. 

4. Conclusion 

Monte Carlo simulation is an extremely powerful tool in 
modern radiotherapy. The MCNPX Monte Carlo code 
offers a rich palette of variance reduction techniques. In 
this work, several successful variance reduction strate- 
gies have been outlined with the aim of reducing CPU 
time. We found that analogue simulation where both 
phantom and accelerator head are modeled simultane- 
ously for the use in photon beam dosimetry is not the 
best method if it is assessed relatively to its computa- 
tional efficiency. The efficiency of the simulation is in- 
creased by a factor greater than 700 when we use the PS 
method and variance reduction techniques together and 
the CPU time is considerably reduced. In this work we 
prove that if variance reduction techniques and PS 
method are used properly the Monte Carlo calculation 
efficiency is enhanced without altering the physics of the 
problem.  

Finally, we have studied just a few techniques of vari- 
ance reduction as BBREM, energy cut-off and PHYS but 
there are other techniques such as FCL and DXTRAN 
that we can define as prospects for future paper.  
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