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The production of informative ran- 
dom amplified polymorphic DNA 
(RAPD) markers using PCR and a sin- 
gle primer is often accompanied by 
the generation of artifactual (nonin- 
formative) bands as wel l .  When 
RAPD data are used to compute ge- 
netic similarity coefficients, these ar- 
t ifacts (false positives, false nega- 
tives, or both) can cause large biases 
in the numerical values of the coeffi- 
cients. As a result, some workers have 
been reluctant to use RAPD markers 
in the estimation of genetic similari- 
ties. Artifactual bands are of two 
types: those caused by variation in 
experimental conditions, and those 
caused by characteristics of the DNA 
to be amplified. A procedure is de- 
scribed that allows for correction of 
the bias caused by the first type of 
artifact, providing that replicate 
DNA samples have been extracted, 
amplified, and scored. The resulting 
data are used to obtain an estimate 
of the proportion of false-positive 
and false-negatives bands. These val- 
ues are then used to correct the bias 
in the computed similarity coeffi- 
cients. Two examples are given, one 
in which bias correction is critical to 
the results, and one in which it is less 
important. The maximum percent 
bias, computed from the estimated 
proportions of false positives and 
false negatives in the RAPD data set, 
is proposed as a criterion for deter- 
mining whether bias correction of 
the similarity coefficients is required 
or not. Although all reasonable el- 

forts should be made to optimize PCR 
protocols to eliminate art i factual 
bands, when this is not possible, the 
methods described al low RAPD 
markers to compute genetic similar- 
ities reliably and accurately, even 
when artifactual bands resulting 
from variation in experimental con- 
ditions are present. 

I n  a previous paper, ~1) I examined the 
properties of and relationships among 
three coefficients that measure genetic 
similarities using data on random ampli- 
fied polymorphic DNA (RAPD) mark- 
ers. <2'~) The coefficients considered were 
the simple matching coefficient, ~4) Jac- 
card's coefficient, ~4's) and Nei and Li's 
coefficient/6) 

Amplification of DNA fragments us- 
ing PCR with a single primer not only 
produces informative bands but also ar- 
tifactual bands, both false positive and 
false negative. The many different 
sources of artifactual bands have been 
discussed, c]) These artifacts cause bias 
(underestimation or overestimation) in 
the computed values of all three similar- 
ity coefficients, but Nei and Li's coeffi- 
cient is affected less by artifacts than are 
the other two. For this and other rea- 
sons, Nei and Li's coefficient was recom- 
mended ~ for use in the routine compu- 
tation of genetic similarities using RAPD 
data, when correction for artifacts is ei- 
ther not possible or not desirable. 

Artifacts may be caused by either vari- 
ation in experimental conditions (DNA 

purity, Mg 2+ concentration, type of 
thermocycler, etc.) or by characteristics 
associated with the DNA itself (repetitive 
sequences, genetic background, in vitro 
recombinants, etc.). (1) Only the former 
type of artifactual bands are considered 
in this manuscript, for they can be de- 
tected using the procedures described. 
Detection of the latter type of artifact is 
beyond the scope of this paper, as com- 
plex analysis or ancillary information is 
necessary to identify these bands. (7-1~ 

Every effort should be made to opti- 
mize PCR protocols to minimize the 
number of artifactual bands that are gen- 
erated. In some instances, however, op- 
timization may be prohibitively expen- 
sive or time-consuming. In this paper I 
show that it is still possible to estimate 
genetic similarities accurately under 
these circumstances. Through the use of 
replicate observations, the levels of false 
positives and false negatives in the data 
are estimated. These estimates are used 
to correct for the bias in the computed 
values of the similarity coefficients. Bias 
correction results in more accurate esti- 
mates of similarities among samples, al- 
lows for the comparison of similarity es- 
timates from different data sets, and 
increases the accuracy of the relation- 
ships determined using phenetic (clus- 
ter) analyses and similar analytical meth- 
ods. 

The purpose of this paper is to explain 
how replicate observations are used in 
computing genetic similarity estimates 
that are corrected for the presence of 
artifactual bands (false positives, false 
negatives, or both). Two examples are 
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presented, one in which correcting for 
artifactual bands causes great differences 
in the results obtained, and the second 
where the differences are minor.  By 
combining these results with those ob- 
tained previously, (1~ the conditions un- 
der which correction for artifactual 
bands is worth  the additional effort and 
expense are determined. 

MATERIALS AND METHODS 

Assume that there are n different DNA 
samples for which pairwise genetic sim- 
ilarities using RAPD data are to be com- 
puted. To avoid excess numbers  of sub- 
scripts and to simplify the presentation, 
consider the computa t ion  for just two 
samples. Call them samples i and j. As- 
sume further that  the two samples share 
some of the same positive bands and 
lack some of the same negative bands. 
Let the total proport ion of shared posi- 
tive and negative bands be equal to s. Let 
p represent the proport ion of the shared 
bands that  are shared because both sam- 
ples i and j possess them. These are the 
shared positive bands. Note that, in gen- 
eral, the value for p will be different for 
every pair of samples compared.  Then 
1 - p  is the proport ion of bands shared 
because the samples lack the same 
bands. These are the shared negative 
bands. 

The proport ion of bands that  the sam- 
ples do not  share is 1 - s .  Because these 
bands are unshared,  any specific band 
must  be present in either sample i or 
sample j, but  not  both.  Let r be the pro- 
portion of unshared bands that  are 
present in sample i. Then r also will rep- 
resent the proport ion of unshared bands 
that are absent in sample j. The propor- 
tion of unshared bands that  are absent in 
sample i will be 1 - r, and the proport ion 
of unshared bands that  are present in 
sample j is also 1 -  r. 

Let fp be the probabili ty that  a band  
that should not  be present in a sample is 
present because of experimental  error; it 
is the probability of a false positive. Let 
fn be the probability that  a band that  
should be present in a sample is absent 
because of experimental  error; it is the 
probability of a false negative. 

Assume that there are m~ replicate 
RAPD runs of sample i and mj replicate 
RAPD sample runs of sample j, where mi, 
mj>~l. For sample runs to be true repli- 
cates, which account for all sources of 
variability in an experiment,  every step 

of the procedure, from DNA extraction 
to the running of amplified products on 
a gel, must  be performed independent ly  
for all replicates of a sample. If not  all 
the factors can be replicated, for exam- 
ple, because they are too expensive or 
too time consuming, then the full range 
of artifactual bands probably will not  be 
generated. While this situation is less 
than ideal, it is certainly better to ac- 
count  for some sources of variability, 
with less than ideal replicates, than  to 
account for none of them by running no 
replicates at all. 

Finally, some terminology is needed. 
"True value," means the value that  
would result if there were no false posi- 
tives and no false negatives. "Estimated 
value," or "est imate,"  designates the 
value that  results when the data contain- 
ing false positives and false negatives is 
used in the usual way to compute values 
for the coefficients. "Corrected value" 
refers to the values of the coefficients 
computed in a way that corrects for the 
false positives and false negatives that  
are present. 

RESULTS AND DISCUSSION 
Estimating the Total Similarity, s, 
and Proportion of Similarity Caused 
by Shared Positive Bands, p, When 
There are Replicate Runs 

When there are replicate runs, it is easi- 
est to estimate s as the sum of the esti- 
mated similarity caused by shared posi- 
tive bands, s x p  plus the estimated 
similarity caused by shared negative 
bands, s x ( 1 - p ) .  Table 1 shows the re- 
sults of computat ion of these values for 
one pair of samples. 

With replicate observations, the first 

step in comput ing  s xp  is to determine 
the proport ion of times the band was 
present in each sample. For each band, 
the proport ion of times it was present in 
the replicates of sample i is multiplied by 
the proport ion of times it was present in 
the replicates of sample j. The products 
are summed over all bands and divided 
by the total number  of bands. The result 
is an estimate of s xp.  

The computat ion of the value for 
s x ( 1 - p )  is analogous. For each band 
and each sample, the proport ion of 
times the band was absent (this is just 1 
minus the proport ion of times the band 
was present) is determined. Then for 
each band, the proport ion of times the 
band was absent in the replicates of sam- 
ple i multiplied by the proport ion of 
times it was absent in the replicates of 
sample j is found. The products are 
summed over all bands and divided by 
the total number  of bands, giving the 
value for sx(1  - p ) .  

To find the estimate for s, simply add 
the estimates of s x p  and s x ( 1 - p ) .  The 
estimate for p can be obtained by divid- 
ing the estimate of sxp  by the estimate 
for s. 

Estimating fp and f,, 

The values of fp and fn are estimated 
from the replicates runs for each sample. 
Recall that  a false positive is defined to 
be a band that ought  not  to be present 
but is; a false-negative band  is a band 
that  ought  to be present but  is not. Thus, 
any band that  is present in one replicate, 
but not  in another,  can be viewed as ei- 
ther a false positive or a false negative, 
depending on which of the replicates 
shows the band's  " t rue"  state. The pro- 

TABLE 1 Computat ion of Estimates of s and p from Two RAPD Samples, Having 
Two and Three Replicates, Respectively 

Replicates Proportion of bands 

Band from sample i present absent 

Replicates Proportion of bands 

from sample j present absent 

1 1 1 1.00 0.00 1 0 1 0.67 0.33 
2 0 1 0.50 0.50 0 0 0 0.00 1.00 
3 1 1 1.00 0.00 0 0 1 0.33 0.67 
4 0 0 0.00 1.00 0 1 0 0.33 0.67 
5 1 1 1.00 0.00 1 1 1 1.00 0.00 

(0) Band absent; (1) band present. 
Estimate of s x p = 0.400; estimate of s x (1 - p) = 0.233; solving for s gives, s = 0.633; solving 
for p gives p = 0.633. 
In this example the estimate of s = the estimate of p, is a coincidence. Generally, the two 
estimates will not be equal. 
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portion of false positives is the propor- 
tion of bands that are present in a repli- 
cate but absent in another  replicate 
assumed to represent the true state. Be- 
cause all replicates are equally likely to 
show the true situation, the overall pro- 
portion is computed considering each 
replicate in turn as true and averaging 
the results over all pairs of replicates in a 
sample. Proportions of false negatives 
can be computed analogously. After the 
computations are performed for each 
sample separately, they are averaged 
over all samples. 

To compute estimates of fp and f~ 
from a single sample, for example, sam- 
ple i, the procedure is as follows. First, 
make all possible ordered pairs of repli- 
cates. If there are mi replicates of sample 
i, then there will be mi• ( m i -  1) different 
ordered pairs of replicates. In each case, 
the first replicate in a pair is taken as 
true. To compute the proportion of false 
positives, count the number  of bands 
that are present in the second replicate 
but absent in the first replicate and di- 
vide that number  by the number  of 
bands present in the second replicate. 
This supplies an estimate of the propor- 
tion of bands observed to be present, 
which, based on other informat ion  
(namely the bands in the first replicate), 
ought not to be present. To compute  the 
proportion of false negatives, f ind the 
number  of bands that are absent in the 
second replicate but  present in the first 
replicate and divide that n u m b e r  by the 
number  of bands absent in the second 
replicate. This supplies an estimate of 
the proportion of bands observed to be 
absent, which, based on other informa- 
tion (the bands in the first replicate), 
ought to be present. Each ordered pair of 
replicates is examined in the same way, 
and each pair supplies one estimate of fp 
and one estimate of fn, with every incon- 
sistent band being treated as both a false 
positive and a false negative to obtain 
these initial estimates (this "double  
count ing" will be adjusted for below). 
Adding the estimates of the proportions 
of false positives and false negatives and 
d iv id ing by m i x ( m ~ - 1 )  gives the esti- 
mates of the values for fp and fn from 
sample i. Summing  the values from all 
samples and dividing by n gives the ini- 
tial estimates of fp and fn from all n sam- 
ples. This method  of computat ion gives 
equal weight to each sample, regardless 
of how many  replicates were run for it. 

These initial estimates of fp and fn rep- 

resent the maximum possible propor- 
tions of false positives and false nega- 
tives that could be present in the data, 
because each inconsistent band is 
treated as both a false positive and a false 
negative. In effect, each band is counted 
twice. The initial estimates need to be 
adjusted based either on ancillary infor- 
mat ion or on other assumptions that the 
experimenter is willing to make, so that 
each inconsistent band is counted only 
once. There are four possible ways to do 
this. (1) If the researcher believes that 
only false positives are likely to occur in 
the data, then the initial estimate for fp 
should be used as the final value, and fn 
should be set =0. (2) If, on the other 
hand, only false negatives are believed to 
be present, fp = 0 should be set and the 
initial estimate of fn used as the final 
value. (3) If there is evidence that false 
positives and false negatives are equally 
frequent, the initial estimates of fp and fn 
should be averaged, and the final value 
of both fp and fn should be set to equal 
one-half  of that average. (4) If equal 
weight is to be given to the estimates of 
false positives and false negatives but 
there is no evidence to suggest that they 
occur with equal frequency, then fp 
should be set to equal one-half the esti- 
mated initial value of fp and fn should be 
set to equal one-half  the estimated initial 
value of f~. Each band is counted only 
once for each of these alternatives. 

Using the data from Table 2 as an ex- 
ample, after computing final estimates 
of fp and fn using the four alternative 
methods, one has values of (fp, f~) equal 
to (0.271, 0.000), (0.000, 0.306), (0.144, 
0.144), or (0.136, 0.153), respectively. 
Careful selection of the method for the 
final estimates of fp and fn is essential, as 
the values computed for fp and fn by the 
different methods can differ greatly. In 
the absence of ancillary information in- 
dicating otherwise, I recommend use of 
the fourth method for estimating the 
proportions of the two types of artifac- 
tual bands, as it assumes the least a priori 
knowledge about the relative frequen- 
cies of false positives and false negatives. 

Using the notat ion defined above, it 
was shown ~ that the values for the sim- 
ple matching coefficient, (SMC), Jac- 
card's coefficient (J), and Nei and Li's co- 
efficient (NL), are given by the following 
equations: 

SMC = sp + s(1 - p) (1) 

TABLE 2 Computat ion of Estimates of 
Max imum Possible Values of fp and fn 
From Samples i and j of Table 1 

Estimate of "True Compared 
replicate" with replicate fp fn 

Sample i 
1 2 0.250 0.000 
2 1 0.000 0.500 

Average (maximum) O. 125 0.250 

Sample j 
1 2 0.500 0.333 
1 3 0.333 0.000 
2 1 0.500 0.333 
2 3 0.667 0.500 
3 1 0.000 0.333 
3 2 0.500 0.667 

Average (maximum) 0.417 0.361 

Average (maximum, 0.271 0.306 
both samples) 

In an actual data set, estimates of fp and fn 
would be obtained using data from all sam- 
ples (see text). 

= 

= 

sp 
s p +  (1 - s )r+ (1 - s)(l - r )  

sp 
s p + ( 1  - s )  

(2) 

NL = sp/[sp + (1 - s ) r  + sp 

+ (1 - s)(1 - r)]/2 

2sp 
2sp + (1 - s) 

(3) 

It was also shown that the estimates pro- 
duced for SMC, J, and NL (when 

there were artifactual bands present) 
were as follows: 

est(SMC) = fn + f p -  2fnfp + ( -1  + fn 

+ fp)(-1 + 2fp + 2pfn 
- 2pfp)S (4) 

est(J) = [P(fn + f p -  2frfp) + Sp(--1 + (n 

+ fp)(--1 + 2fp + 2pfn 

-- 2p~)]/[1 -- (n -- fp + 2(nfp 

+ P(fn + f p -  2fnfp) + s( -1  

+ fn + fp)(-1 + p ) ( -1  + 2fp 

+ 2 p f n -  2pfp)] (S) 
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est(NL) = [2p(f, + f p -  2f ,  fp) 
+ 2 s p ( - 1  + fn + fp) 
( - 1  + 2fp + 2p f ,  
- 2pfp)]/[1 - f , -  fp + 2fnfp 
+ 2p(fn + f p -  2fnfp ) + 
S(--1  + fn + fp)(--1 + 2p) 
( - 1  + 2fp + 2p f~ -  2pf,)] 

(6) 

After est(SMC), est(J), and  est(NL) are 
compu ted  for a set of data, equa t ion  4, 5, 
or 6, respectively, can be used to solve 
for the corrected value for s, cor(s), pro- 
vided p, f~, and  fp have been  es t imated  as 
described above. The solu t ions  for cor(s) 
are given in equat ions  7-9. All three give 
the same numer ica l  value for cor(s). Use 
of SMC gives: 

cots(s) = [ - a  + fn + fp - 2fnfp]/ 
[ ( - 1  + fn + fp)(1 - 2fp 
- 2 p f .  + 2pfp)] (7) 

where a = est(SMC). 
J gives: 

cor(s) = [b - bfn - bfp + 2bfnfp 
+ P( - - fn  + bfn - fp + bfp 
+ 2 f ,  f p -  2bf~fp)] / [ ( -1  + fn 
+ f p ) ( - b  - p  + bp)(1 - 2fp 
- 2 p f  n + 2pfp)] (8) 

where b = est(J). 
NL gives: 

cor(s)--  [ c -  c f ,  - Cfp + 2Cfnfp 
+ p ( - - 2 f n  + 2Cfn -- 2fp + 2cfe 
+ 4fnfp -- 4c f ,  fp)]/[(--1 + fn + 
f p ) ( - - C -  2p + 2Cp) 
(1 -- 2 f p -  2 p f  n + 2pfp)] (9) 

where c=est (NL) .  Once computed ,  the  
value of cor(s) can be subst i tu ted in to  
equat ions  1-3 to ob ta in  corrected values 
for SMC, J, or NL. The corrected values 
are t hen  available for use in phene t i c  
(cluster) analyses, for compar i sons  
a m o n g  similari ty coefficients c o m p u t e d  
for o ther  samples or by o ther  methods ,  
and so forth. Al though  these equat ions  
appear to be complex,  once  the  proper  
quant i t ies  have been  est imated,  t hey  are 
straightforward algebra and  can be com- 
puted readily. 

EXAMPLES A N D  D I S C U S S I O N  

Example 1 in Table 3 shows tha t  there  

TABLE 3 Uncorrected (Top Matrix) and  Corrected (Bottom Matrix) Values for Nei 
and  Li's Coeff icient  w h e n  fp = 0.115 and fn = 0.172 

1 2 3 4 5 6 7 

1 1.000 0.476 0.389 0.500 0.429 0.000 0.630 
2 0.476 1.000 0.524 0.435 0.667 0.267 0.667 
3 0.389 0.524 1.000 0.400 0.667 0.167 0.556 
4 0.500 0.435 0.400 1.000 0.435 0.429 0.690 
5 0.429 0.667 0.667 0.435 1.000 0.333 0.733 
6 0.000 0.267 0.167 0.429 0.333 1.000 0.286 
7 0.630 0.667 0.556 0.690 0.733 0.286 1.000 

1 2 3 4 5 6 7 

1 1.000 0.427 0.333 0.497 0.328 0.000 0.654 
2 0.427 1.000 0.525 0.273 0.768 0.215 0.702 
3 0.333 0.525 1.000 0.300 0.809 0.149 0.472 
4 0.497 0.273 0.300 1.000 0.273 0.500 0.762 
5 0.328 0.768 0.809 0.273 1.000 0.314 0.842 
6 0.000 0.215 0.149 0.500 0.314 1.000 0.005 
7 0.654 0.702 0.472 0.762 0.842 0.005 1.000 

somet imes  may be dramat ic  differences 
a m o n g  the  uncorrec ted  and  corrected 
values of the  similari ty coefficients.  The 
values of Nei and  Li's coefficient  were 
c o m p u t e d  for seven samples each hav- 
ing two replicates (raw data no t  shown).  
The top matr ix  shows the uncor rec ted  
values, and  the b o t t o m  matr ix  shows the  
corrected values of the coefficients.  The 
estimates of fp and  fn compu ted  from the  
raw data were 0.115 and 0.172, respec- 
tively, weight ing  the two types of arti- 
facts equal ly but  no t  assuming they  oc- 
cur wi th  equal  frequency.  Differences 
be tween uncor rec ted  and  corrected val- 
ues in Table 3 range from 0.281 for the 
s imilar i ty  be tween samples 6 and  7, to 
- 0 . 1 4 2  for samples 3 and 5. 

W h e n  the  similari ty data for example 
1 was used in a UPGMA (unweighted  
pair-group m e t h o d  using a r i thmet ic  av- 
erages) (4) cluster analysis carried out  by 

Similarity 
0.15 0.30 0.45 0.60 0.75 0.90 

| i i ! i i 

FIGURE 1 Results of UPGMA cluster analysis 
using uncorrected values of Nei and Li's sim- 
ilarity coefficient of similarity and data from 
the to matrix in in Table 3. 

the p rogram NTSYS, (11) different  results 
were ob ta ined  f rom the  use of uncor-  
rected and  the  corrected coefficients.  
Figure 1 shows the  result  us ing  uncor-  
rected coefficients,  and  Figure 2 shows 
the results us ing  the  corrected coeffi- 
cients. The groups tha t  are the  same in 
the two p h e n o g r a m s  are the  clusters 
con t a in ing  samples [5,7], [2,5,7], and  
[2,3,5,7]. Groups invo lv ing  samples 1, 4, 
and  6 are different  on  the  two pheno-  
grams. In this example,  bias correct ion,  
or lack of it, s ignif icant ly  affected the  re- 
sults obtained.  

In contrast ,  example  2 in Table 4 
shows little difference be tween  the  un-  
corrected and  corrected values of Nei 
and  Li's s imilari ty coefficient .  The esti- 
mates of fp and  fn here  are 0.00245 and  
0.00116, respectively. All of the  differ- 
ences a m o n g  uncor rec ted  and  corrected 
coefflcie~ts a r e  ~<0.005 in  magni tude .  

S i m i l a r i t y  

o.15 0.30 0.45 0.60 0.75 0.90 
i ! i i 1 

I 4 
6 

FIGURE 2 Results of UPGMA cluster analysis 
using corrected values of Nei and Li's coeffi- 
cient of similarity and data from the top ma- 
trix in Table 3. 
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Figures 3 and  4 show the  p h e n o g r a m s  
produced  by a UPGMA cluster analysis 
using Nei and  Li's coefficient .  The topol-  
ogies of the  p h e n o g r a m s  are identical ,  
a l t hough  there  are some small  differ- 
ences in the  lengths  of  some of the  
branches.  W h e t h e r  coefficients  were cor- 
rected or no t  had  li t t le effect o n  the  re- 
sults of the  cluster analysis.  

The two examples  show tha t  depend-  
ing on  the  levels of false posit ives and  
false negatives, cor rec t ion  of  the  similar- 
ity coefficients may  or may  no t  make  a 
substantial  difference in the  results. How 
can it be de t e rmined  w h e t h e r  bias cor- 
rect ion is needed? One  approach  to an- 
swering this  ques t ion  is as follows. 

First, it has been  s h o w n  (1) tha t  the  
greatest magn i tudes  of percen t  bias oc- 
curred at the  low values (<0.10) for s. As 
s increased, the  magn i tude  of the  per- 
cent  bias decreased to a m i n i m u m  at 
s = 0.50 and  t h e n  began  to increase again 
as s approached  0.90. The tables in a pre- 
vious paper  (1) show tha t  for values of 
s<0.10 or s>0 .90  the  percen t  bias can be 
c o m p u t e d  approx imate ly  as (fp + fn/ 
s• 100%. The tables also show tha t  the  
percent  bias for values of s be tween  0.10 
and 0.90 will  be less t h a n  the  percent  
bias outside tha t  range. Thus,  a conser- 
vative est imate of  the  upper  l imi t  on  the 
m a x i m u m  possible pe rcen t  bias for ALL 
values of s is (fp + fn)/s • 100%. For in- 
stance, in  example  1 (Table 3) the  max- 

0.70 0.74 
! ! 

S i m i l a r i t y  

0.78 0.82 
i ! 

0.86 0.90 
! ! 

I I 
FIGURE 3 Results of UPGMA cluster analysis 
using uncorrected values of Nei and Li's coef- 
ficient of similarity and data from the bottom 
matrix in Table 4. 

i m u m  percent  bias for s = 0.10 is - ( . 287 /  
. 100)x100%=287%,  and  for s=0 .90  is 
- 287 / . 900 •  100%= 32%. In example 2, 
the cor responding  values are 4% and 
0.5%. 

These es t imated values of the  maxi- 
m u m  percent  bias can be used as guide- 
lines for de te rmin ing  whe the r  the cor- 
rec t ion needs to be applied to the 
es t imated values of the similari ty coeffi- 
cients in any  part icular  s i tuat ion.  On the  
basis of empir ical  studies of these coeffi- 
cients, I suggest tha t  w h e n  the percent  
bias is greater t han  two t imes the differ- 
ence be tween the two similarit ies in a 
data set tha t  differ the least, it is l ikely 
tha t  correct ing the coefficients for arti- 

TABLE 4 Uncorrec ted  (Top Matrix) and  Corrected (Bottom Matrix) Values for Nei 
and  Li's Coeff icient  w h e n  fe = 0.00245 and f ,  -- 0.00163 

1 2 3 4 5 6 7 8 9 

1 1.000 0.826 0.832 0.802 0.787 0.754 0.789 0.699 0.754 
2 0.826 1.000 0.805 0.820 0.771 0.784 0.760 0.704 0.760 
3 0.832 0.805 1.000 0.854 0.805 0.795 0.843 0.805 0.759 
4 0.802 0.820 0.854 1.000 0.851 0.867 0.822 0.738 0.745 
5 0.787 0.771 0.805 0.851 1.000 0.841 0.750 0.683 0.761 
6 0.754 0.784 0.795 0.867 0.841 1.000 0.786 0.795 0.795 
7 0.789 0.760 0.843 0.822 0.750 0.786 1.000 0.846 0.818 
8 0.699 0.704 0.805 0.738 0.683 0.795 0.846 1.000 0.780 
9 0.754 0.760 0.759 0.745 0.761 0.795 0.818 0.780 1.000 

1 2 3 4 5 6 7 8 9 

1 1.000 0.830 0.836 0.805 0.790 0.757 0.792 0.702 0.757 
2 0.830 1.000 0.809 0.823 0.774 0.787 0.764 0.708 0.763 
3 0.836 0.809 1.000 0.858 0.808 0.799 0.848 0.810 0.762 
4 0.805 0.823 0.858 1.000 0.855 0.871 0.826 0.741 0.747 
5 0.790 0.774 0.808 0.855 1.000 0.845 0.753 0.686 0.764 
6 0.757 0.787 0.799 0.871 0.845 1.000 0.789 0.799 0.799 
7 0.792 0.764 0.848 0.826 0.753 0.789 1.000 0.851 0.822 
8 0.702 0.708 0.810 0.741 0.686 0.799 0.851 1.000 0.784 
9 0.757 0.763 0.762 0.747 0.764 0.799 0.822 0.784 1.000 

facts will have a not iceable  effect on  the  
results of a cluster analysis. If the  maxi- 
m u m  percent  bias is less t h a n  two t imes 
the difference be tween  the  two similari- 
ties tha t  differ the  least, correct ing the  
coefficients p robab ly  will no t  change  re- 
la t ionships  f ound  in a cluster analysis 
significantly,  a l t h o u g h  it  still wou ld  pro- 
vide more  accurate est imates of similar- 
ity. If no  correc t ion  for artifacts is possi- 
ble, t h e n  use of Nei and  Li's s imilar i ty  
coeff icient  shou ld  be considered,  for 
tha t  has been  s h o w n  (1) to be affected 
least by false posit ives and  false nega- 
tives. 

Not  all of the  DNA samples unde r  
s tudy need  to be repl icated to ob ta in  es- 
t imates  of  fp and  fn as long  as those  tha t  
are selected for repl ica t ion  are chosen  
randomly .  Because the  approx imate  vari- 
ance of the  est imate of, for example,  fp, is 
given by fpX (1 - fp)/(nr • rib), where  n r is 
the n u m b e r  of samples for w h i c h  repli- 
cates were taken,  and  n b is the  n u m b e r  of 
RAPD bands  analyzed (the es t imated  
var iance of fn is c o m p u t e d  s imilar ly  by 
subst i tu t ing fn for fp), one  can de t e rmine  
the n u m b e r  of samples tha t  need  to be 
repl icated to ensure  tha t  the  es t imated  
s tandard devia t ion  of the  es t imate  of fp 
(or fn) is less t han  some specified value. 

It shou ld  be emphas ized  tha t  if the  
exact values of the  s imilar i ty  coefficients  
are sought ,  t h e n  artifacts always shou ld  
be corrected for. If the  unb iased  values 
of the  coefficients  are no t  of in t r ins ic  in- 
terest bu t  will be used in phene t i c  anal- 
yses or o ther  s imilar  procedures,  t h e n  if 
there  is low bias, cor rec t ion  p robab ly  is 
no t  necessary. W h e n  percent  bias is 
large, however,  the  coeff icients  always 
shou ld  be corrected for art i factual  bands,  
regardless of the i r  eventua l  use. 

S i m i l a r i t y  
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FIGURE 4 Results of UPGMA cluster analysis 
using corrected values of Nei and Li's coeffi- 
cient of similarity and data from the bottom 
matrix in Table 4. 
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The best so lu t ion  to the  p rob l em of 
artifactual RAPD bands  caused by exper- 
imenta l  error is to opt imize  DNA extrac- 
t ion  and  ampl i f ica t ion  protocols  so tha t  
bands are cons is ten t  across replicates. 
W h e n  tha t  is no t  possible, however ,  ar- 
tifactual band  var ia t ion  still can be cor- 
rected for by use of the  equa t ions  given 
above. Wi th  c o n t i n u i n g  i m p r o v e m e n t  in 
ampl i f ica t ion  protocols  and  t echn iques  
and the abil i ty to correct  for false posi- 
tives and  false negatives, RAPDs n o w  can 
be used for reliably c o m p u t i n g  genet ic  
similarit ies and  for accurately de te rmin-  
ing re la t ionships  a m o n g  organisms even 
w h e n  artifactual bands  caused by varia- 
t ion  in exper imenta l  cond i t ions  are 
present.  
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