# Computing the Positive Stabilizing Solution to Algebraic Riccati Equations With an Indefinite Quadratic Term via a Recursive Method 

Alexander Lanzon, Senior Member, IEEE, Yantao Feng, Student Member, IEEE, Brian D. O. Anderson, Life Fellow, IEEE, and Michael Rotkowitz, Member, IEEE


#### Abstract

An iterative algorithm to solve Algebraic Riccati Equations with an indefinite quadratic term is proposed. The global convergence and local quadratic rate of convergence of the algorithm are guaranteed and a proof is given. Numerical examples are also provided to demonstrate the superior effectiveness of the proposed algorithm when compared with methods based on finding stable invariant subspaces of Hamiltonian matrices. A game theoretic interpretation of the algorithm is also provided.
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## I. Introduction

CONSIDER the following Algebraic Riccati Equation (ARE) in the variable $P$ :

$$
\begin{equation*}
0=A^{T} P+P A+P R P+Q \tag{1}
\end{equation*}
$$

where $A, Q, R$ are real $n \times n$ matrices with $Q$ and $R$ symmetric. Here, $(\cdot)^{T}$ denotes the transpose of $(\cdot)$. Associated with this Riccati equation is a $2 n \times 2 n$ Hamiltonian matrix

$$
H:=\left(\begin{array}{cc}
A & R \\
-Q & -A^{T}
\end{array}\right)
$$

Generally speaking, existing methods to solve AREs can be divided into two categories:

1) Direct: solutions of ARE (1) can be constructed via computation of an n-dimensional invariant subspace of Hamiltonian matrix $H$ (for example using the Schur algorithm in [5]).
2) Iterative: a sequence of matrices which converge to the unique stabilizing solution of special classes of ARE (1)

[^0]are constructed (for example using the Kleinman algorithm in [2]).
Several different direct methods to solve ARE (1) are given in [1], [5], [21], [22], [24], [31]-[33], [36]. However, compared with iterative methods to solve ARE (1), direct methods present computational disadvantages in some situations. For example, in example 6 in [5], the solution to an $H_{2}$-type ARE obtained by the Schur algorithm in [5] is inaccurate but the iterative solution obtained by the Kleinman algorithm in [2] is accurate to 13 digits in just 2 iterations. The reason for the failure of using the Schur algorithm in solving AREs is that the structure of the Hamiltonian matrix cannot be preserved in general during computation. There are some direct methods such as symplectic methods, e.g., the multishift algorithm (see [21], [35]), which can preserve the structure of the Hamiltonian matrix during matrix transformation and hence yield more reliable solutions of AREs. However, most structure-preserving direct methods will typically require more computational cost and hence they are not frequently used in practice, and appear not to be incorporated into standard package.

Traditionally, in $H_{2}$ control, one needs to solve AREs with $Q \geq 0$ and $R \leq 0$. In $H_{\infty}$ control, one needs to solve AREs with positive semidefinite $Q$ and sign indefinite $R$. In this paper, we only focus on developing an iterative algorithm to solve AREs arising in $H_{\infty}$ control. Although the Kleinman algorithm in [2] has been shown to have many advantages such as convergence for any suitable initial condition, and a local quadratic rate of convergence [2], these advantages are strictly restricted to AREs arising in $H_{2}$ control where $R$ in (1) must be negative semidefinite. It is not difficult to adjust the Kleinman method (which is an effective Newton's method) to also handle the separate case where $R \geq 0$, but still sign-indefinite $R$ cannot be handled. So the question naturally arises: "Can one extend the Kleinman algorithm in [2] to solve AREs with a sign indefinite quadratic term, as those that arise in $H_{\infty}$ control?" The answer is that an iterative algorithm with very simple initialization to solve such a class of AREs will be given in this paper, but the algorithm is not obtained by simply permitting indefinite $R$ to occur in the Kleinman algorithm (see Example 3 in Section VII for a demonstration of this)—a different route has to be selected.

In the Kleinman algorithm, when a suitable initial condition is chosen and some necessary assumptions hold, it is proved that a series of Lyapunov equations can be recursively constructed at each iteration and positive semidefinite solutions of these Lyapunov equations converge to the stabilizing solution of the corresponding $H_{2}$-type ARE. In our proposed algorithm, an ARE with a sign indefinite quadratic term is replaced by a sequence of
$\mathrm{H}_{2}$-type AREs (each of which could be solved by the Kleinman algorithm if desired, though this need not happen), and the solution of the original ARE with a sign indefinite quadratic term is obtained by recursively solving these $H_{2}$-type AREs.

In $\mathrm{H}_{2}$ control, typically, the Kleinman algorithm for solving $H_{2}$-type AREs with a negative semidefinite quadratic term is well suited as a "second iterative stage" refinement to achieve the limiting accuracy for the stabilizing solution of the ARE. For example, if an approximate solution is known (e.g., using the Schur method), and this is stabilizing, then 1-2 iterations are sufficient to achieve the limiting accuracy (because of the guaranteed final quadratic rate of convergence of a typical Newton algorithm). Now as noted, the Kleinman algorithmreduces a quadratic (Riccati) equation (with a negative semidefinite quadratic term) to several successive iterations of linear (Lyapunov) equations; the complexity of solving algebraic Lyapunov and Riccati equations with sound numerical methods (e.g., Schur form based reductions) is $O\left(n^{3}\right)$ for both. When Schur form based reductions are used to solve Lyapunov equations, the computation for such (Schur form based) reductions needs about $25 n^{3}$ flops (see [6]), where 1 flop equals 1 addition/subtraction or 1 multiplication/division. About $7 n^{3}$ flops are necessary to solve the reduced equation and to compute the solution. The basic method is described in [7]. For the solutions of AREs, the Schur approach of Laub [5] requires $240 n^{3}$ flops of which $25(2 n)^{3}$ flops are required to reduce a $2 n \times 2 n$ Hamiltonian matrix to real Schur form and the rest accounts for the computation of the eigenvalues and solving a linear equation of order $n$ (i.e., $5 / 3 n^{3}$ flops). Consequently, both Riccati and Lyapunov equations require $O\left(n^{3}\right)$ computations. Hence the advantage of iterative schemes such as the Kleinman algorithm (which will require several Lyapunov equations to be solved, typically) is not always the speed of computation, but rather, it is the numerical reliability of the computations to reach the limiting accuracy of a solution. Given a specified tolerance $\Delta=0.1$ or $\Delta=0.01$, when we use our algorithm to solve an ARE with a sign indefinite quadratic term, typically we need 3-5 iterations (see the random test in Example 2 of Section VII). In such situations, the flop count of our algorithm may be lower than some direct methods if we only need 3 iterations to obtain the solution of an ARE; however, in some situations where we need more than 3 iterations to solve an ARE with our algorithm, the flop count of our algorithm may be higher when compared with some direct methods. Consider a typical example to illustrate this point: suppose our proposed algorithm is used to solve an ARE with a sign-indefinite quadratic term and this ARE is reduced to a sequence of four AREs with a negative semidefinite quadratic term. Furthermore, suppose the Kleinman algorithm is used to solve these four AREs and each of them can be solved using two Lyapunov equations. Then since the flop count of solving a Lyapunov equation is $32 n^{3}$ (see [6]), the total flop count for our algorithm to solve such an ARE with a sign-indefinite quadratic term is $256 n^{3}$, which is higher than $240 n^{3}$ (flop count of the Schur method).

Besides the Kleinman algorithm, there are some other iterative methods to solve AREs [16], [21], [23]-[25], [29], [31]-[33], [35], [36], [38]-[40], some of which exhibit quadratic convergence. Among iterative methods to solve ARE (1), Newton-type algorithms are typical and widely used [16], [21], [24], [25], [29], [31]-[33], [35], [36]. In fact, Newton's method can be used to solve more than just symmetric AREs like (1). It can also be used
to solve non-symmetric AREs where $Q$ and $R$ in (1) are not necessarily symmetric [27], [28]. Besides Newton-type algorithms, there are other iterative algorithms to solve AREs with a sign indefinite quadratic term, for example the matrix sign function method (see [31], [33], [36]). However, there are also disadvantages when the matrix sign function method is used to solve AREs, for example, when the eigenvalues of the corresponding Hamiltonian matrix of a given ARE are close to the imaginary axis, this method will perform poorly or even fail (see Example 3 in Section VII). In this paper, since we will develop an iterative algorithm to solve AREs arising in $H_{\infty}$ control, for the purpose of comparison we only use the iterative algorithms in [25], [35], which are Newton-type algorithms that can be used to solve the same class of AREs. However, our proposed algorithm to solve AREs is significantly different from the Newton's method algorithms in [25], [35]. The key distinguishing features between our algorithm and the Newton's method algorithms in [25], [35] are as follows:

- In [25], [35], a suitable initial condition must be chosen to run the corresponding iterative algorithms, and this may not always be straightforward to do, while in our proposed algorithm, an initial condition $P_{0}=0$ can always be simply chosen (see Section III). Also, when the Newton's method algorithms in [25], [35] are used to solve AREs, the computation cost and efficiency will depend greatly on the choice of the initial condition (see Example 5 in Section VII for an illustration of this).
- In [25], [35], an ARE is reduced to a series of Lyapunov equations, while in our proposed algorithm, an ARE with a sign indefinite quadratic term is reduced to a series of AREs with a negative semidefinite quadratic term, i.e., a series of $\mathrm{H}_{2}$-type AREs.
Apart from these key distinguishing features mentioned above, there are some minor differences between the algorithms in [25], [35] and our proposed algorithm:
- In [25], [35], many different monotonic matrix sequences which converge to the stabilizing solution of an ARE can be constructed; but in our proposed algorithm, a unique and well-motivated (also with a game theoretic motivation) monotonic matrix sequence which converges to the stabilizing solution of an ARE is constructed.
- In [25], [35], monotonic matrix sequences converging to the stabilizing solution of an ARE are non-increasing; but in our proposed algorithm, the unique monotonic matrix sequence converging to the stabilizing solution of an ARE is non-decreasing.
The above commentary is all concerned with AREs arising in deterministic control systems (and, actually LQG and $H_{\infty}$ filtering problems). Modifications of the AREs considered can arise when state-dependent and input-dependent noise enters the equations. There is some existing literature dealing with such problems, see [17]-[20], [34], [35] and again, Newton-type methods can be applied, see, e.g., [3], [26], [30], [35]. The equations in question are however not of interest to us here.

As noted above, in the work presented in this paper, we reduce the problem of solving a generic Riccati equation with a sign indefinite quadratic term to one of generating successive iterations of solutions of conventional $\mathrm{H}_{2}$-type AREs with a negative semidefinite quadratic term (each of which is then amenable to
the Kleinman algorithm). Consequently, we are reducing a Riccati equation that has no straightforwardly initialized iterative scheme for its solution to a number of successive iterations of Riccati equations, each of which can (if desired) be solved by an existing iterative scheme (e.g., the Kleinman algorithm).

The structure of the paper is as follows. Section II establishes some preliminary results which will be used in the main theorem. Section III presents the main result with a proof of global convergence and Section IV states the algorithm. Section V provides a proof for the local quadratic rate of convergence. Section VI gives a game theoretic interpretation of the proposed algorithm. Section VII presents some numerical examples that demonstrate the effectiveness of our algorithm. Section VIII offers additional technical remarks and Section IX gives some concluding remarks. The Appendix includes two examples relevant to the technical remarks.

## II. Preliminary Results

We firstly introduce some notation: Let $\mathbb{R}^{n \times m}$ denote the set of $n \times m$ real matrices; $\mathbb{Z}$ denotes the set of integers with $\mathbb{Z}_{\geq a}$ denoting the set of integers greater or equal to $a \in \mathbb{R} ; \rho[\cdot]$ denotes the spectral radius of a square matrix; $\bar{\sigma}(\cdot)$ denotes the maximum singular value of a matrix; $\operatorname{spec}(\cdot)$ denotes the spectrum of a square matrix; $\|\cdot\|$ denotes the Euclidean norm. A matrix $A \in \mathbb{R}^{n \times n}$ is said to be Hurwitz if all its eigenvalues have negative real part; A matrix $P \in \mathbb{R}^{n \times n}$ is called a stabilizing solution of ARE (1) if it satisfies ARE (1) and the matrix $A+R P$ is Hurwitz.

In this paper, we will restrict attention to the unique stabilizing solution $\Pi$ for the following ARE:

$$
\begin{equation*}
0=\Pi A+A^{T} \Pi-\Pi\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right) \Pi+C^{T} C \tag{2}
\end{equation*}
$$

where $A, B_{1}, B_{2}, C$ are real matrices with compatible dimensions. Note that stabilizing solutions to AREs are always unique (see [10]) when they exist, but for AREs with a sign indefinite quadratic term, the unique stabilizing solution $\Pi$ may not always be positive semidefinite. Since our interest arises from AREs used for $H_{\infty}$ control, in this case, in order to obtain an $H_{\infty}$ controller, we need to solve AREs with a sign indefinite quadratic term and the stabilizing solutions of these AREs are also required to be positive semidefinite if such an $H_{\infty}$ controller exists. So we focus on a unique stabilizing solution to (2) that happens to be also positive semidefinite when this exists. Necessary and sufficient conditions for the existence of a positive semidefinite stabilizing solution $\Pi$ to (2) are given in [8]. However, these conditions are not easily computable as they involve integral operators and operator inverses.

The first lemma gathers together some straightforward computations.

Lemma 1: Given real matrices $A, B_{1}, B_{2}, C$ with compatible dimensions, define

$$
\begin{aligned}
F: & \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n} \\
& P \longmapsto P A+A^{T} P-P\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right) P+C^{T} C .
\end{aligned}
$$

Given also $P=P^{T}, Z=Z^{T} \in \mathbb{R}^{n \times n}$, then
$F(P+Z)=F(P)+Z \hat{A}+\hat{A}^{T} Z-Z\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right) Z$
where $\hat{A}=A+B_{1} B_{1}^{T} P-B_{2} B_{2}^{T} P$. Furthermore, if $P=P^{T}$, $Z=Z^{T} \in \mathbb{R}^{n \times n}$ satisfy

$$
\begin{equation*}
0=Z \hat{A}+\hat{A}^{T} Z-Z B_{2} B_{2}^{T} Z+F(P) \tag{5}
\end{equation*}
$$

then

$$
\begin{equation*}
F(P+Z)=Z B_{1} B_{1}^{T} Z \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho[F(P+Z)]=\bar{\sigma}\left(B_{1}^{T} Z\right)^{2} . \tag{7}
\end{equation*}
$$

Proof: Equation (4) trivially follows via algebraic manipulations. Results (6) and (7) are simple consequences of (4).

The second lemma sets up some basic relationships between the stabilizing solution $\Pi$ to (2) when it exists and the matrices $P, Z$ satisfying (5).

Lemma 2: Given real matrices $A, B_{1}, B_{2}, C$ with compatible dimensions, $P=P^{T} \in \mathbb{R}^{n \times n}$ and $Z=Z^{T} \in \mathbb{R}^{n \times n}$ satisfying (5), and a stabilizing $\Pi=\Pi^{T} \in \mathbb{R}^{n \times n}$ satisfying (2), and let $\check{A}=A+B_{1} B_{1}^{T}(P+Z)-B_{2} B_{2}^{T} \Pi$ and $\bar{A}=A+B_{1} B_{1}^{T} P-$ $B_{2} B_{2}^{T} \Pi$. Then
(i) $\Pi \geq(P+Z)$ if $\bar{A}$ is Hurwitz,
(ii) $\check{A}$ is Hurwitz if $\Pi \geq(P+Z)$.

Proof: (i) Satisfaction of (5) yields satisfaction of (6) via Lemma 1. Adding (6) to (2), we have

$$
\begin{align*}
& F(P+Z)=\Pi A+A^{T} \Pi-\Pi\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right) \Pi \\
&+C^{T} C+Z B_{1} B_{1}^{T} Z . \tag{8}
\end{align*}
$$

Since

$$
\begin{align*}
F(P+Z) & =(P+Z) A+A^{T}(P+Z) \\
& -(P+Z)\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right)(P+Z)+C^{T} C \tag{9}
\end{align*}
$$

via (3), substituting (9) into (8) and rearranging, we have

$$
\begin{equation*}
0=\Sigma \bar{A}+\bar{A}^{T} \Sigma+\Sigma B_{2} B_{2}^{T} \Sigma+(\Pi-P) B_{1} B_{1}^{T}(\Pi-P) \tag{10}
\end{equation*}
$$

where $\Sigma=\Pi-(P+Z)$. Note that the last two terms in (10) are positive semidefinite, so (i) holds by a standard Lyapunov equation type argument (see Lemma 3.18 in [4] for example).
(ii) Rearrange (10) as follows:

$$
\begin{equation*}
0=\Sigma \check{A}+\check{A}^{T} \Sigma+\Sigma B_{2} B_{2}^{T} \Sigma+\Sigma B_{1} B_{1}^{T} \Sigma+Z B_{1} B_{1}^{T} Z \tag{11}
\end{equation*}
$$

Now letting

$$
W=\left(\begin{array}{c}
B_{2}^{T} \Sigma \\
B_{1}^{T} \Sigma \\
B_{1}^{T} Z
\end{array}\right)
$$

Equation (11) becomes

$$
\begin{equation*}
0=\Sigma \check{A}+\check{A}^{T} \Sigma+W^{T} W \tag{12}
\end{equation*}
$$

Since $\Pi \geq(P+Z)$ and $W^{T} W \geq 0$, it is only required to show that $(W, \check{A})$ is detectable for the required result to follow
(see again Lemma 3.19 in [4] for example). To this end, note that $(W, \breve{A})$ is detectable because

$$
\check{A}+L W=A+B_{1} B_{1}^{T} \Pi-B_{2} B_{2}^{T} \Pi
$$

for $L=\left(\begin{array}{lll}0 & B_{1} & 0\end{array}\right)$, which is clearly Hurwitz as $\Pi$ is the stabilizing solution for (2). This concludes the proof of part (ii).

## III. Main Results

In this section, we set up the main theorem by constructing two positive semidefinite matrix series $P_{k}$ and $Z_{k}$, and we also prove that the series $P_{k}$ is monotonically non-decreasing and converges to the unique stabilizing solution $\Pi$ (which is also positive semidefinite) of ARE (2) if such a solution exists.

Theorem 3: Given real matrices $A, B_{1}, B_{2}, C$ with compatible dimensions such that $(C, A)$ has no unobservable modes on the $j \omega$-axis and $\left(A, B_{2}\right)$ is stabilizable, define $F: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ as in (3). Suppose there exists a stabilizing solution $\Pi$, which is also positive semidefinite, of ARE (2). Then
(I) two square matrix series $Z_{k}$ and $P_{k}$ can be defined for all $k \in \mathbb{Z}_{\geq 0}$ recursively as follows:

$$
\begin{align*}
& P_{0}=0  \tag{13}\\
& A_{k}=A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k} \tag{14}
\end{align*}
$$

$Z_{k} \geq 0$ is the unique stabilizing solution of

$$
\begin{align*}
0 & =Z_{k} A_{k}+A_{k}^{T} Z_{k}-Z_{k} B_{2} B_{2}^{T} Z_{k}+F\left(P_{k}\right)  \tag{15}\\
P_{k+1} & =P_{k}+Z_{k} \tag{16}
\end{align*}
$$

(II) the two series $P_{k}$ and $Z_{k}$ in part (I) have the following properties:

1) $\left(A+B_{1} B_{1}^{T} P_{k}, B_{2}\right)$ is stabilizable $\forall k \in \mathbb{Z}_{\geq 0}$;
2) $F\left(P_{k+1}\right)=Z_{k} B_{1} B_{1}^{T} Z_{k} \forall k \in \mathbb{Z}_{\geq 0}$;
3) $A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k+1}$ is Hurwitz $\forall k \in \mathbb{Z}_{\geq 0}$;
4) $\Pi \geq P_{k+1} \geq P_{k} \geq 0 \forall k \in \mathbb{Z}_{\geq 0}$.
(III) the limit

$$
P_{\infty}:=\lim _{k \rightarrow \infty} P_{k}
$$

exists with $P_{\infty} \geq 0$. Furthermore, $P_{\infty}=\Pi$ is the unique stabilizing solution of ARE (2), which is also positive semidefinite.
Proof: We construct the series for $Z_{k}$ and $P_{k}$ to show results (I) and (II) together by an inductive argument. Firstly we show that (I) and (II) are true when $k=0$. Then, given $k \in \mathbb{Z}_{\geq 0}$ where (I) and (II) are satisfied, we will show that (I) and (II) are also satisfied for $k+1$.

$$
\text { - Case } k=0
$$

Since $P_{0}=0$ via (13), (II 1) is trivially satisfied by assumption. Since (15) reduces to

$$
\begin{equation*}
0=Z_{0} A+A^{T} Z_{0}-Z_{0} B_{2} B_{2}^{T} Z_{0}+C^{T} C \tag{17}
\end{equation*}
$$

it is standard [4], [9] that there exists a unique positive semidefinite and stabilizing solution $Z_{0}$ for (17); hence $Z_{0} \geq 0$. Since $P_{1}=P_{0}+Z_{0}$ via (16), then we have $F\left(P_{1}\right)=Z_{0} B_{1} B_{1}^{T} Z_{0}$ by Lemma 1 and (II 2 ) is satisfied. It is also standard [4], [9]
that $\left(A-B_{2} B_{2}^{T} Z_{0}\right)$ is Hurwitz (since $Z_{0}$ is the stabilizing solution of (17)), hence (II 3) is satisfied on noting that $P_{0}=0$ and $P_{1}=Z_{0}$. We can show (II 4) is satisfied by the following steps:

1) Since $Z_{0} \geq 0$ and $P_{1}=P_{0}+Z_{0}$, then $P_{1} \geq P_{0}$;
2) Since $P_{0}=0,\left(A+B_{1} B_{1}^{T} P_{0}-B_{2} B_{2}^{T} \Pi\right)=\left(A-B_{2} B_{2}^{T} \Pi\right)$ is Hurwitz (see [4] or [9]);
3) Since $\left(A+B_{1} B_{1}^{T} P_{0}-B_{2} B_{2}^{T} \Pi\right)$ is Hurwitz, then $\Pi \geq$ $\left(P_{0}+Z_{0}\right)=P_{1}$ by Lemma 2

- Inductive step for $k \in \mathbb{Z}_{\geq 0}$.

We now consider an arbitrary $q \in \mathbb{Z}_{\geq 0}$, suppose that (I) and (II) are satisfied for $k=q \in \mathbb{Z}_{\geq 0}$, and show that (I) and (II) are also satisfied for $k=q+1$. Since $F\left(P_{q+1}\right)=Z_{q} B_{1} B_{1}^{T} Z_{q} \geq 0$ by inductive assumption (II 2), necessary and sufficient conditions for the existence of a unique positive semidefinite and stabilizing solution $Z_{q+1}$ to (15) are (see [4], [9]):
$(\alpha)\left(A_{q+1}, B_{2}\right)$ is stabilizable;
( $\beta$ ) $\left(B_{1}^{T} Z_{q}, A_{q+1}\right)$ has no unobservable modes on the $j \omega$-axis.
Since $A+B_{1} B_{1}^{T} P_{q+1}=A_{q+1}+B_{2} B_{2}^{T} P_{q+1}$ and $A+B_{1} B_{1}^{T} P_{q}-B_{2} B_{2}^{T} P_{q+1}=A_{q+1}-B_{1} B_{1}^{T} Z_{q}$, conditions $(\alpha)$ and $(\beta)$ are clearly equivalent to the following two conditions, respectively:
( $\alpha 1$ ) $\left(A+B_{1} B_{1}^{T} P_{q+1}, B_{2}\right)$ is stabilizable;
( $\beta 1$ ) $\left(B_{1}^{T} Z_{q}, A+B_{1} B_{1}^{T} P_{q}-B_{2} B_{2}^{T} P_{q+1}\right)$ has no unobservable modes on the $j \omega$-axis.
We will now show the existence of $Z_{q+1}$ is guaranteed via the following two points:

1) Since result (II 4) holds by inductive assumptions, we have $\Pi \geq P_{q+1}$, and thus $\left(A+B_{1} B_{1}^{T} P_{q+1}-B_{2} B_{2}^{T} \Pi\right)$ is Hurwitz by Lemma 2 Part (ii). Hence $\left(A+B_{1} B_{1}^{T} P_{q+1}, B_{2}\right)$ is stabilizable and thus condition ( $\alpha 1$ ) and result (II 1) for $k=q+1$ are satisfied;
2) Since $\left(A+B_{1} B_{1}^{T} P_{q}-B_{2} B_{2}^{T} P_{q+1}\right)$ is Hurwitz by inductive assumption (II 3 ), condition ( $\beta 1$ ) is also satisfied.
Since conditions $(\alpha 1)$ and $(\beta 1)$ hold, there exists a unique positive semidefinite and stabilizing solution $Z_{q+1}$ for (15) with $k=$ $q+1$. Since $P_{q+2}=P_{q+1}+Z_{q+1}$, (II 2) is trivially satisfied for $k=q+1$ via Lemma 1 . Since $Z_{q+1}$ is the stabilizing solution to (15), it follows that $\left(A_{q+1}-B_{2} B_{2}^{T} Z_{q+1}\right)=\left(A+B_{1} B_{1}^{T} P_{q+1}-\right.$ $B_{2} B_{2}^{T} P_{q+2}$ ) is Hurwitz, hence (II 3) is satisfied when $k=q+1$. Since $P_{q+2}=P_{q+1}+Z_{q+1}$ and $Z_{q+1} \geq 0, P_{q+2} \geq P_{q+1}$. Also, since $\Pi \geq P_{q+1}=P_{q}+Z_{q}$ by inductive assumption (II 4) for $q \in \mathbb{Z}_{\geq 0}$, it follows that $\left(A+B_{1} B_{1}^{T} P_{q+1}-B_{2} B_{2}^{T} \Pi\right)$ is Hurwitz via Lemma 2 Part (ii) and this in turn gives $\Pi \geq P_{q+2}$ via Lemma 2 Part (i). Hence (II 4) is satisfied for $k=q+1$.

## - Inductive Conclusion

The case for $k=0$ and the inductive step establish that (I) and (II) are true $\forall k \in \mathbb{Z}_{\geq 0}$, so the proof for (I) and (II) is completed.
(III) Since the sequence $P_{k}$ is monotone (i.e., $P_{k+1} \geq P_{k}$ ) and bounded above by $\Pi$ (i.e., $\Pi \geq P_{k}$ ), the sequence converges to a limit $P_{\infty}$ (see pp. 33-34 in [37] for the details), and convergence of the sequence $P_{k}$ to $P_{\infty}$ implies convergence of $Z_{k}$ to 0 since

$$
Z_{\infty}:=\lim _{k \rightarrow \infty} Z_{k}=\lim _{k \rightarrow \infty}\left(P_{k+1}-P_{k}\right)=0
$$

Then it is clear from (II 4) that $P_{\infty} \geq 0$, from (II 2) that $P_{\infty}$ must satisfy $F\left(P_{\infty}\right)=0$, and from (II 3) that $\left(A+B_{1} B_{1}^{T} P_{\infty}-\right.$ $\left.B_{2} B_{2}^{T} P_{\infty}\right)$ must be Hurwitz. Thus $P_{\infty} \geq 0$ is a stabilizing solution to $F\left(P_{\infty}\right)=0$. Since $\Pi \geq 0$ is a stabilizing solution to $F(\Pi)=0$ and the stabilizing solution of an ARE is always unique (see [10]), it is clear that $P_{\infty}=\Pi$.

The following corollary gives a condition under which there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi)=0$. This is useful for terminating the recursion in finite iterations.

Corollary 4: Given real matrices $A, B_{1}, B_{2}, C$ such that $(C, A)$ has no unobservable modes on the $j \omega$-axis and $\left(A, B_{2}\right)$ is stabilizable, and let $\left\{P_{k}\right\}$ and $F: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ be defined as in Theorem 3. If $\exists k \in \mathbb{Z}_{\geq 0}$ such that $\left(A+B_{1} B_{1}^{T} P_{k}, B_{2}\right)$ is not stabilizable, then there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi)=0$.

Proof: Restatement of Theorem 3, implication (II 1).

## IV. AlGORITHM

Given real matrices $A, B_{1}, B_{2}, C$ with compatible dimensions, a specified tolerance $\Delta>0$, and supposing $(C, A)$ has no unobservable modes on the $j \omega$-axis and $\left(A, B_{2}\right)$ is stabilizable, an iterative algorithm for finding the positive semidefinite stabilizing solution of (2), when it exists, is given as follows:

1) Let $P_{0}=0$ and $k=0$.
2) Set $A_{k}=A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k}$.
3) Construct (for example using the Kleinman algorithm in [2], though this is not necessary) the unique real symmetric stabilizing solution $Z_{k} \geq 0$ which satisfies

$$
\begin{equation*}
0=Z_{k} A_{k}+A_{k}^{T} Z_{k}-Z_{k} B_{2} B_{2}^{T} Z_{k}+F\left(P_{k}\right) \tag{18}
\end{equation*}
$$

where $F: \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ is defined in (3).
4) Set $P_{k+1}=P_{k}+Z_{k}$.
5) If $\bar{\sigma}\left(B_{1}^{T} Z_{k}\right)^{2}<\Delta$, then set $\Pi=P_{k+1}$ and exit. Otherwise, go to step 6.
6) If $\left(A+B_{1} B_{1}^{T} P_{k+1}, B_{2}\right)$ is stabilizable, then increment $k$ by 1 and go back to step 2 . Otherwise, exit as there does not exist a real symmetric stabilizing solution $\Pi \geq 0$ satisfying $F(\Pi)=0$.
From Corollary 4 we see that if the stabilizability condition in step 6 fails at some $k \in \mathbb{Z}_{\geq 0}$, then there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi)=0$ and the algorithm should terminate (as required by step 6). But when this stabilizability condition is satisfied $\forall k \in \mathbb{Z}_{\geq 0}$, construction of the series $P_{k}$ and $Z_{k}$ is always possible and either $P_{k}$ converges to $\Pi$ (which is captured by step 5) or $P_{k}$ just diverges to infinity, which again means that there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi)=0$.

Remark 1: It is worth pointing out that when the Kleinman algorithm is used to solve (18), how to stop the Kleinman iteration can be an important issue (see Example 2 in the Appendix for a demonstration of this). In fact, a simple criterion to stop the Kleinman iteration is to compute the residue of (18). When the residue of the right hand side terms of (18) is small enough, the Kleinman iteration should be stopped.

Remark 2: For a method to check the stabilizability of a matrix pair in step 6, one can refer to p. 50 in [4].

## V. Rate of Convergence

The following theorem states that the local rate of convergence of the algorithm given in Section IV is quadratic.

Theorem 5: Given the suppositions of Theorem 3, and two series $P_{k}, Z_{k}$ as defined in Theorem 3 Part I. Then there exists a $\theta>0$ such that the rate of convergence of the series $P_{k}$ is quadratic in the region $\left\|P_{k}-\Pi\right\|<\theta$.

Proof: We prove the rate of convergence of $P_{k}$ by proving the rate of convergence of $Z_{k}$. Let $A_{k}=A+B_{1} B_{1}^{T} P_{k}$ $B_{2} B_{2}^{T} P_{k+1}$ and $\tilde{A}=A+B_{1} B_{1}^{T} \Pi-B_{2} B_{2}^{T} \Pi$. Note that $A_{k}$ is Hurwitz (see Theorem 3 Part II) and $\tilde{A}$ is Hurwitz since $\Pi$ is the stabilizing solution of (2) (see [4]), and let $\tilde{Y}$ and $\mathcal{Y}_{k}$ be uniquely defined by:

$$
\begin{align*}
& 0=\tilde{Y} \tilde{A}+\tilde{A}^{T} \tilde{Y}+I  \tag{19}\\
& 0=\dot{Y}_{k} \dot{A}_{k}+\hat{A}_{k}^{T} \dot{Y}_{k}+I \tag{20}
\end{align*}
$$

where $I$ is the identity matrix with appropriate dimensions. The matrices $\tilde{Y}$ and $\dot{Y}_{k}$ are positive definite because of the stability properties of $A_{k}$ and $\tilde{A}$. Since $\tilde{Y}$ and $\dot{Y}_{k}$ are uniquely defined and $\lim _{k} A_{k}=\tilde{A}$, then $\lim _{k \rightarrow \infty} Y_{k}=\tilde{Y}$, and thus for any small $\gamma>0, \exists K_{1} \in \mathbb{Z}_{\geq 0}$ such that

$$
\bar{\sigma}\left(\dot{Y}_{k}-\tilde{Y}\right) \leq \gamma \quad \forall k \geq K_{1}
$$

This implies that

$$
\begin{equation*}
\bar{\sigma}\left(\dot{Y}_{k}\right) \leq \bar{\sigma}(\tilde{Y})+\gamma \quad \forall k \geq K_{1} \tag{21}
\end{equation*}
$$

Now, define a monotonically non-increasing sequence $\varepsilon_{k}$ by:

$$
\varepsilon_{k}=\sup _{m \geq k} \bar{\sigma}\left(Z_{m}\right)
$$

From (15) and Theorem 3, we have $\forall k \in \mathbb{Z}_{\geq 1}$ :

$$
\begin{equation*}
0=Z_{k} A_{k}+A_{k}^{T} Z_{k}-Z_{k} B_{2} B_{2}^{T} Z_{k}+Z_{k-1} B_{1} B_{1}^{T} Z_{k-1} \tag{22}
\end{equation*}
$$

which can be equivalently rewritten as

$$
\begin{equation*}
0=Z_{k} A_{k}+\hat{A}_{k}^{T} Z_{k}+Z_{k} B_{2} B_{2}^{T} Z_{k}+Z_{k-1} B_{1} B_{1}^{T} Z_{k-1} \tag{23}
\end{equation*}
$$

Now, there exists $\eta>0$ (e.g., $\eta=4 \max \left\{\bar{\sigma}\left(B_{1}\right)^{2}, \bar{\sigma}\left(B_{2}\right)^{2}\right\}$ ), independent of $k$, such that

$$
\begin{equation*}
Z_{k} B_{2} B_{2}^{T} Z_{k}+Z_{k-1} B_{1} B_{1}^{T} Z_{k-1} \leq \eta \varepsilon_{k-1}^{2} I \quad \forall k \in \mathbb{Z}_{\geq 1} \tag{24}
\end{equation*}
$$

Multiplying $\left(\eta \varepsilon_{k-1}^{2}\right)$ on each side of the (20), we obtain

$$
\begin{equation*}
0=\left(\eta \varepsilon_{k-1}^{2}\right) \dot{Y}_{k} A_{k}+\left(\eta \varepsilon_{k-1}^{2}\right) \hat{A}_{k}^{T} \dot{Y}_{k}+\left(\eta \varepsilon_{k-1}^{2}\right) I \tag{25}
\end{equation*}
$$

Then, subtracting (23) from the (25), we obtain

$$
\begin{align*}
0=\left(\eta \varepsilon_{k-1}^{2} \dot{Y}_{k}\right. & \left.-Z_{k}\right) \dot{A}_{k}+\hat{A}_{k}\left(\eta \varepsilon_{k-1}^{2} \dot{Y}_{k}-Z_{k}\right)+\eta \varepsilon_{k-1}^{2} I \\
& -\left(Z_{k} B_{2} B_{2}^{T} Z_{k}+Z_{k-1} B_{1} B_{1}^{T} Z_{k-1}\right) \tag{26}
\end{align*}
$$

Now note that $A_{k}$ is Hurwitz and the inequality (24) holds, then by (26) we have (see Lemma 3.18 in [4])

$$
\begin{equation*}
\eta \varepsilon_{k-1}^{2} \dot{Y}_{k} \geq Z_{k} \tag{27}
\end{equation*}
$$

Thus $\bar{\sigma}\left(Z_{k}\right) \leq \eta \varepsilon_{k-1}^{2} \bar{\sigma}\left(Y_{k}\right)$ as $\eta \varepsilon_{k-1}^{2} \dot{Y}_{k} \geq Z_{k}$ (see [6]). Hence $\forall k \geq K_{1} \geq 1$,

$$
\begin{aligned}
\varepsilon_{k} & =\sup _{m \geq k} \bar{\sigma}\left(Z_{m}\right) \leq \sup _{m \geq k}\left[\eta \varepsilon_{m-1}^{2} \bar{\sigma}\left(Y_{m}^{\prime}\right)\right] \\
& \leq \eta(\bar{\sigma}(\tilde{Y})+\gamma) \sup _{m \geq k} \varepsilon_{m-1}^{2}=\eta(\bar{\sigma}(\tilde{Y})+\gamma) \varepsilon_{k-1}^{2}
\end{aligned}
$$

Thus, $\forall k \geq K_{1} \geq 1$ such that $\varepsilon_{k-1}<1 / \eta(\bar{\sigma}(\tilde{Y})+\gamma)$, we obtain a quadratic rate of convergence, which concludes the proof.

## VI. Game Theoretic Interpretation of the Algorithm

In this section, for the purpose of motivation, interpretation and further research, a game theoretic interpretation of the algorithm will be given. At the same time, we will also note that this interpretation is closely linked to an optimal control concept of approximation in policy space [11]-[13]. In this section, we will show that a game theory performance index can be approximated by a series of successive cost functions. At each iteration, the optimal policy is found to minimize the corresponding cost functions. With the increment of each iteration, the optimal policies approach the final optimum and the saddle point of the cost functions approaches the saddle point of the game theory performance index. In fact, it can be shown (see [14], [15]) that the technique of policy space iteration can be used to replace nonlinear Hamilton-Jacobi partial differential equations by a sequence of linear partial differential equations (even when the approximations and the optimal feedback law are nonlinear functions of the state). This is important because it is difficult [14] to solve Hamilton-Jacobi equations directly to obtain optimal feedback control in many cases.

Consider the dynamical system

$$
\begin{equation*}
\dot{x}=A x+B_{1} w+B_{2} u \tag{28}
\end{equation*}
$$

with the game theory performance index

$$
\begin{equation*}
J\left(x_{0}, u, w\right)=\int_{0}^{\infty}\left(u^{T} u+x^{T} C^{T} C x-w^{T} w\right) d t \tag{29}
\end{equation*}
$$

where $x_{0}$ denotes the initial state of the system, $x$ is the state vector, $u$ denotes the control input, $w$ denotes the disturbance input and $A, B_{1}, B_{2}, C$ are given real matrices with compatible dimensions and appropriate stabilizability/detectability conditions. It is desired that $u$ minimizes the cost function $J$ and $w$ maximizes it. It is well-known [9] that the optimal control law and the worst case disturbance (a saddle point of $J\left(x_{0}, u, w\right)$ ) are given by:

$$
\begin{align*}
u_{\text {optimal }} & =-B_{2}^{T} \Pi x  \tag{30}\\
w_{\text {worst }} & =B_{1}^{T} \Pi x \tag{31}
\end{align*}
$$

where $\Pi \geq 0$ is the unique stabilizing solution to (2). See [9] for more details on such game theory problems.

Let us now propose a heuristic induction which gives a game theoretic interpretation to our proposed algorithm. Suppose that at iteration $k$ we have a trial control law $u_{k}=-B_{2}^{T} P_{k} x$ with $P_{k}$ defined as in Theorem 3 Part I. Then we set $w_{k}=B_{1}^{T} P_{k} x$.

Note that this is NOT the worst case $w_{k}$ corresponding to $u_{k}=$ $-B_{2}^{T} P_{k} x$ (unless $P_{k}=\Pi$ ), but it is a strategy we wish to impose since it will connect the heuristic ideas of this section to the earlier algorithm. The choice is also motivated by what happens at the optimum, as $P_{k} \rightarrow \Pi$ when $k \rightarrow \infty$. With this choice of $w$ fixed, we now wish to find a new optimal control; i.e., $u$ now has to minimize the following LQ cost function:

$$
\begin{equation*}
J_{k}\left(x_{0}, u\right)=\int_{0}^{\infty}\left(u^{T} u+x^{T} C^{T} C x-x^{T} P_{k} B_{1} B_{1}^{T} P_{k} x\right) d t \tag{32}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\dot{x}=\left(A+B_{1} B_{1}^{T} P_{k}\right) x+B_{2} u \tag{33}
\end{equation*}
$$

where $w_{k}=B_{1}^{T} P_{k} x$ has been substituted in (28) and (29) to yield the above problem. Under appropriate conditions (which will be analyzed in more details below via (36)), this LQ problem has an optimal solution for $u$ given by:

$$
u_{k+1}=-B_{2}^{T} \Lambda_{k+1} x
$$

where $\Lambda_{k+1}$ is the unique stabilizing solution to

$$
\begin{align*}
0=\Lambda_{k+1} & \left(A+B_{1} B_{1}^{T} P_{k}\right)+\left(A+B_{1} B_{1}^{T} P_{k}\right)^{T} \Lambda_{k+1} \\
& -\Lambda_{k+1} B_{2} B_{2}^{T} \Lambda_{k+1}+\left(C^{T} C-P_{k} B_{1} B_{1}^{T} P_{k}\right) \tag{34}
\end{align*}
$$

We will now show that $\Lambda_{k+1}$ actually equals $P_{k+1}$ as defined in Theorem 3 Part I. To do this, we will equivalently show that $\Lambda_{k+1}-P_{k}$ equals $Z_{k}$. Towards this end, let $W_{k}=\Lambda_{k+1}-P_{k}$. Firstly we will show that $W_{k}$ satisfies the same equation as $Z_{k}$. Using $\Lambda_{k+1}=P_{k}+W_{k}$ in (34), we have

$$
\begin{align*}
0=P_{k} & \left(A+B_{1} B_{1}^{T} P_{k}\right)+W_{k}\left(A+B_{1} B_{1}^{T} P_{k}\right) \\
& +\left(A+B_{1} B_{1}^{T} P_{k}\right)^{T} P_{k}+\left(A+B_{1} B_{1}^{T} P_{k}\right)^{T} W_{k} \\
& -P_{k} B_{2} B_{2}^{T} P_{k}-W_{k} B_{2} B_{2}^{T} P_{k}-P_{k} B_{2} B_{2}^{T} W_{k} \\
& -W_{k} B_{2} B_{2}^{T} W_{k}+C^{T} C-P_{k} B_{1} B_{1}^{T} P_{k} \tag{35}
\end{align*}
$$

The terms above independent of $W_{k}$ are

$$
P_{k} A+A^{T} P_{k}+P_{k}\left(B_{1} B_{1}^{T}-B_{2} B_{2}^{T}\right) P_{k}+C^{T} C
$$

which are equal to $F\left(P_{k}\right)$. Also, recall that $A_{k}=A+$ $B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k}$, hence (35) reduces to

$$
\begin{equation*}
0=W_{k} A_{k}+A_{k}^{T} W_{k}-W_{k} B_{2} B_{2}^{T} W_{k}+F\left(P_{k}\right) \tag{36}
\end{equation*}
$$

Since this is the same equation as (18), we conclude that $W_{k}$ satisfies the same equation as $Z_{k}$. Also, existence of $W_{k}$ is equivalent to existence of $\Lambda_{k+1}$. Necessary and sufficient conditions for the existence of $W_{k}$ are: $\left(A_{k}, B_{2}\right)$ is stabilizable and $\left(F\left(P_{k}\right), A_{k}\right)$ has no unobservable modes on the $j w$-axis. These conditions were analyzed in the proof of Theorem 3 and were shown to be fulfilled via the existence of the stabilizing solution $\Pi \geq 0$ to (2).

Now note that $\Lambda_{k+1}=P_{k}+W_{k}$ is a stabilizing solution to (34), meaning that $A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T}\left(W_{k}+P_{k}\right)$ is Hurwitz.


Fig. 1. Heuristic game plan.

But $A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T}\left(W_{k}+P_{k}\right)=\left(A_{k}-B_{2} B_{2}^{T} W_{k}\right)$. Hence $W_{k}$ also makes $A_{k}-B_{2} B_{2}^{T} W_{k}$ Hurwitz. Since $Z_{k}$ is the unique stabilizing solution to (18) and since $W_{k}$ satisfies the same equation and is also stabilizing, we conclude that $W_{k}=$ $Z_{k}$ (see [10]), thereby in turn giving $\Lambda_{k+1}=P_{k+1}$.

Since the optimal control law that minimizes cost function (32) subject to constraint (33) is $u_{k+1}=-B_{2}^{T} P_{k+1} x$, we now set (according to our game plan) $w_{k+1}=B_{1}^{T} P_{k+1} x$ and proceed in this manner as outlined in the chart in Fig. 1.

This heuristic game plan converges to the optimal control (30) and the worst case disturbance (31), thereby also giving a game theoretic interpretation to the proposed algorithm.

## VII. Numerical Examples

In this section, five examples are given. Example 1 provides a numerical comparison with other existing approaches, and shows that our algorithm works well when other approaches work well too. Example 2 provides a random test to compare our algorithm with the MATLAB command CARE and shows that our algorithm has good efficiency and accuracy when compared with CARE. Example 3 shows that our algorithm still works well when some other approaches (such as the MATLAB command CARE, the Schur method of [5], and the matrix sign function method of [31]) do not work. Example 4 demonstrates that there in fact does not exist a stabilizing solution $\Pi \geq 0$ to (2) when the stabilizability condition in step 6 of the algorithm is not satisfied. Example 5 shows that the computational cost of methods in [25], [35] depend greatly on the choice of initial condition. This is in contrast to our method that can always be initialized with the simple choice $P_{0}=0$.

Example 1: This simple example is used to illustrate that the algorithm proposed in this paper works well in situations where the traditional MATLAB command CARE (see [22] for the
algorithm of CARE) also works well. Let

$$
\begin{aligned}
A & =\left(\begin{array}{cccc}
-3.4573 & -0.0313 & 0.1167 & 0.1295 \\
0.6203 & -1.9884 & 1.9267 & 0.2827 \\
-1.8066 & 1.9929 & -3.4093 & -0.4120 \\
-0.3954 & 0.3908 & 0.4544 & -5.1381
\end{array}\right) \\
B_{1} & =\left(\begin{array}{ccc}
1.6555 & 0.7164 & -1.5027 \\
-1.4300 & 0.5922 & 1.4075 \\
2.8250 & 0.1516 & -0.4710 \\
-1.9743 & 1.5813 & -1.1708
\end{array}\right) \\
B_{2} & =\left(\begin{array}{cccc}
-1.6178 & -1.0622 \\
-1.0728 & 1.0278 \\
0.8247 & 0.6979 \\
0.7092 & 0.6806
\end{array}\right) \\
C & =\left(\begin{array}{cccc}
-1.6758 & -0.4228 & 2.1930 & 0.8601 \\
0.6654 & 0.9273 & -2.0392 & -1.3478 \\
-0.7585 & 0.1406 & 0.9184 & 0.7515 \\
0.3357 & -0.0278 & 0.2078 & 0.7607
\end{array}\right)
\end{aligned}
$$

The traditional MATLAB command CARE gives the solution:

$$
\Pi=\left(\begin{array}{cccc}
0.4864 & -0.0021 & -0.5392 & -0.1774 \\
-0.0021 & 0.2259 & -0.0685 & -0.0907 \\
-0.5392 & -0.0685 & 0.7752 & 0.3601 \\
-0.1774 & -0.0907 & 0.3601 & 0.2532
\end{array}\right)
$$

The algorithm proposed in this paper gives an almost identical solution after only 3 iterations with a specified tolerance $\Delta=$ 0.1 . The normalized error between the two solutions is $6.9717 \times$ $10^{-5}$.

Example 2: In this example, to show the efficiency and accuracy of our algorithm compared with the MATLAB command CARE, we have a random test including 200 samples ( 100 examples for the specified tolerance $\Delta=0.1$ and 100 examples for the specified tolerance $\Delta=0.01$ ). The test procedure is as follows:

1) Consider a state-space representation for a dynamic system

$$
\begin{aligned}
\dot{x} & =A x+B u \\
y & =C x+D u
\end{aligned}
$$

where $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times(p+r)}, C \in \mathbb{R}^{m \times n}$, and $u, x, y$ are input, state, output respectively;
2) Set the example number $i=0$;
3) Choose $n, m, p, r$ randomly and uniformly among the integers from 1 to 100 ;
4) Generate a random system by using MATLAB command sysrand with $n, m, p, r$ obtained in step 3 , and obtain $A, B$, $C, D$ by MATLAB command unpck;
5) Partition the matrix $B=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right]$, where $B_{1} \in \mathbb{R}^{n \times p}$ and $B_{2} \in \mathbb{R}^{n \times r}$
6) Try MATLAB command CARE to solve the corresponding ARE with $E=I_{n}, S=0, B=\left[\begin{array}{ll}B_{1} & B_{2}\end{array}\right], Q=$ $C^{T} C, R=\left(\begin{array}{cc}-I_{p} & 0 \\ 0 & I_{r}\end{array}\right), Q=C^{T} C, R=\left(\begin{array}{cc}-I_{p} & 0 \\ 0 & I_{r}\end{array}\right)$, where $I_{n}, I_{p}$, and $I_{r}$ are identity matrices with dimensions $n, p, r$, respectively. If there does not exist a stabilizing solution to the ARE, go back to step 3;
7) Use our algorithm to solve this ARE. For our algorithm, the iteration will be stopped when $\bar{\sigma}\left(B_{1}^{T} Z_{k}\right)^{2}<\Delta=0.1$, where $Z_{k}$ is the matrix sequence defined in Theorem 3 Part (I);

TABLE I
Illustration of Iteration Count of our Algorithm and Accuracy Comparison With CARE for 100 Random EXAMPLES $\left(\bar{\sigma}\left(B_{1}^{T} Z_{k}\right)^{2}<\Delta=0.1\right)$

| Iterations <br> $\mathbf{O}\left(\mathbf{T}_{\mathbf{i}}\right)$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-4}$ | 1 | 5 | 4 |  | 1 | 1 |  |
| $10^{-5}$ |  | 7 | 6 | 7 | 1 | 2 | 3 |
| $10^{-6}$ |  | 13 | 10 | 3 | 2 |  |  |
| $10^{-7}$ |  | 5 | 3 | 3 | 1 | 1 |  |
| $10^{-8}$ |  | 1 | 4 | 7 |  |  |  |
| $10^{-9}$ |  | 4 | 3 |  |  |  |  |
| $\mathbf{1 0}^{-10}$ |  |  | 2 |  |  |  |  |
| $10^{-11}$ |  |  |  |  |  |  |  |
| $\mathbf{1 0}^{-12}$ |  |  |  |  |  |  |  |
| $\mathbf{1 0}^{-13}$ |  |  |  |  |  |  |  |
| Number of <br> Examples | 1 | 35 | 32 | 20 | 5 | 4 | 3 |

TABLE II
Illustration of Iteration Count of our Algorithm and Accuracy Comparison With Care for 100 Random Examples $\left(\bar{\sigma}\left(B_{1}^{T} Z_{k}\right)^{2}<\Delta=0.01\right)$

| Iterations <br> $\mathbf{O}\left(\mathbf{T}_{\mathbf{i}}\right)$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{-4}$ |  |  |  |  |  |  |  |  |  |  |
| $10^{-6}$ |  |  |  |  |  |  |  |  |  |  |
| $10^{-6}$ |  | 1 | 2 | 1 | 2 | 1 |  |  |  |  |
| $10^{-7}$ | 1 | 6 | 7 | 5 | 2 | 1 | 1 |  | 2 | 1 |
| $10^{-8}$ | 1 | 6 | 2 | 4 | 1 | 1 | 2 | 1 |  |  |
| $10^{-9}$ |  | 2 | 11 | 1 | 1 | 1 |  |  |  |  |
| $10^{-10}$ |  | 1 | 5 | 2 | 1 | 2 | 1 |  |  |  |
| $10^{-11}$ |  |  | 1 | 4 | 1 | 2 |  | 1 |  | 1 |
| $10^{-12}$ |  |  | 3 |  | 1 |  |  |  |  |  |
| $10^{-13}$ |  |  | 4 | 1 | 2 |  |  |  |  |  |
| Number of <br> Examples | 2 | 16 | 35 | 18 | 11 | 8 | 4 | 2 | 2 | 2 |

8) Let the solution of this ARE obtained by our algorithm be $X_{1}$ and the solution of this ARE obtained by the MATLAB command CARE be $X_{2}$;
9) Set $i=i+1$, and let $T_{i}=\left\|X_{1}-X_{2}\right\| /\left\|X_{2}\right\|$;
10) Repeat the steps 3-9 until $i=100$;
11) Replace $\Delta=0.1$ in step 7 by $\Delta=0.01$, set $i=0$ and repeat the steps 3-10.
Foreach random example in the following Table Iand Table II, "Iterations" indicates the number of necessary to obtain the specified tolerance $\Delta$ in step 7; " $O\left(T_{i}\right)$ " is the order of magnitude of $T_{i}$ (defined in step 9 ), or the order of magnitude of the normalized comparison error between the stabilizing solutions obtained by our algorithm and the stabilizing solutions obtained by the MATLAB command CARE; "Number of examples" means the number of random examples that required "Iterations" number to converge. From Table I and Table II, we can conclude that our proposed algorithm works well in most cases with good efficiency (only 3-5 iterations in most examples) and accuracy when compared with the MATLAB command CARE.
A summary of the results in Table I and Table II is as follows:
12) In both Table I and Table II, our proposed algorithm converges in ONLY three to five iterations in most examples.
13) When the prescribed tolerance is $\Delta=0.1$, we have $T_{i}<$ $10^{-3}$ for each random example in Table I; when the prescribed tolerance is $\Delta=0.01$, we have $T_{i}<10^{-5}$ for each random example in Table II.

Example 3: The following example illustrates that the proposed algorithm works well when other traditional methods fail. This example is a slight modification of example 6 in [5]. Choose the matrices $A \in \mathbb{R}^{21 \times 21}, B_{1} \in \mathbb{R}^{21 \times 1}, B_{2} \in \mathbb{R}^{21 \times 1}$, $C \in \mathbb{R}^{21 \times 21}$ in (2) as follows:

$$
\begin{aligned}
& A=\left(\begin{array}{ccccc}
0 & 1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \bigcirc & \vdots \\
\vdots & & \ddots & \ddots & 0 \\
& \bigcirc & & \ddots & 1 \\
0 & & \ldots & & 0
\end{array}\right), B_{1}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
\delta \\
0
\end{array}\right), B_{2}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
0 \\
1
\end{array}\right) \\
& C=\operatorname{diag}\{1,0, \ldots, 0\}
\end{aligned}
$$

where $\delta=10^{-2}$ is the introduced modification. In this example, the Schur method in [5] does not produce an accurate result, similarly to the MATLAB command CARE. The algorithm proposed by Kleinman in [2] cannot be used because the term $\left(B_{2} B_{2}^{T}-B_{1} B_{1}^{T}\right)$ in the Riccati (2) is not positive semidefinite. However, the algorithm proposed in the paper easily gives the solution with the specified accuracy as will be shown next.

Firstly we attempt the Schur method in [5] with this example. Let $F$ be defined as in (3), and $S_{1}$ be the solution to (2) by using this Schur method. We evaluate the accuracy of the solution $S_{1}$ by calculating $\rho\left[F\left(S_{1}\right)\right]$. The smaller $\rho\left[F\left(S_{1}\right)\right]$ is, the closer $S_{1}$ is to the correct solution. After calculation, we obtain $\rho\left[F\left(S_{1}\right)\right]=$ $1.9802 \times 10^{3}$ which is far too large. Thus, we can conclude that the Schur method in [5] fails to give a solution in this example. Similarly, let $S_{2}$ be the solution obtained by the MATLAB command CARE. For this solution, we can obtain $\rho\left[F\left(S_{2}\right)\right]=1.9811 \times 10^{3}$ which again is too large. So we conclude that MATLAB command CARE also fails to give a solution in this example. If we were to try to refine the very coarse solution obtained by the Schur method in [5] using Kleinman's method in [2], this too fails as this algorithm diverges with each iteration (as expected). This can be shown as follows: let $X_{k}$ with $k \in \mathbb{Z}_{\geq 1}$ denote the iterative series produced by the Kleinman algorithm, then we obtain $\rho\left[F\left(X_{1}\right)\right]=5.7083 \times 10^{2}, \rho\left[F\left(X_{2}\right)\right]=5.9959 \times 10^{2}, \cdots$, $\rho\left[F\left(X_{20}\right)\right]=8.2965 \times 10^{7}, \cdots, \rho\left[F\left(X_{100}\right)\right]=6.6206 \times 10^{9}$. If we use the matrix sign function method in [31] to solve this ARE and let $Q$ be the corresponding solution, we obtain $\rho[F(Q)]=$ $1.235 \times 10^{8}$ which is again far too large.

However, when we use our proposed algorithm, we note that a unique stabilizing solution $P_{4}>0$ to (2) can be found with limiting accuracy after only 4 iterations with $\rho\left[F\left(P_{4}\right)\right]=\bar{\sigma}\left(B_{1}^{T} Z_{3}\right)^{2}=2.9205 \times 10^{-5}$.

Example 4: The following example shows that if $\left(A+B_{1} B_{1}^{T} P_{k+1}, B_{2}\right)$ is not stabilizable in step 5 of the algorithm, then there does not exist a stabilizing solution $\Pi \geq 0$ to (2). Choose

$$
A=\left(\begin{array}{cc}
1 & 100 \\
1 & 0
\end{array}\right), B_{1}=\binom{10}{0}, B_{2}=\binom{0}{1}, C=\left(\begin{array}{ll}
1 & 0
\end{array}\right) .
$$

We note that $(C, A)$ has no unobservable modes on the $j \omega$-axis and $\left(A, B_{2}\right)$ is stabilizable. When we run our algorithm, we find that $\left(A+B_{1} B_{1}^{T} P_{1}, B_{2}\right)$ is not stabilizable after one iteration since

$$
P_{1}=\left(\begin{array}{cc}
0.3517 & 2.6442 \\
2.6442 & 22.9964
\end{array}\right)
$$

This is consistent with the fact that there does not exist a stabilizing solution $\Pi \geq 0$ to (2). In fact, we can find the unique stabilizing solution

$$
\Pi=\left(\begin{array}{cc}
-0.5744 & -4.9147 \\
-4.9147 & -37.8481
\end{array}\right)
$$

which is clearly not positive semidefinite.
Example 5: The following example comes from example 1 in [25] and it gives a numerical comparison between our algorithm and the algorithms in [25], [35]. We set $\Delta=0.01$ and choose

$$
\begin{aligned}
A & =\left(\begin{array}{cc}
-4.0926 & -4.6586 \\
-4.6586 & -6.2726
\end{array}\right) \\
B_{1} & =\left(\begin{array}{cc}
3.0560 & 0 \\
0 & 3.0560
\end{array}\right) \\
B_{2} & =\left(\begin{array}{ll}
3.1605 & 0.1545 \\
0.1545 & 3.0617
\end{array}\right) \\
C & =\left(\begin{array}{ll}
0.9028 & 1.0432 \\
1.0432 & 1.3745
\end{array}\right)
\end{aligned}
$$

We firstly try our algorithm on this example. After two iterations we have

$$
P_{2}=\left(\begin{array}{ll}
0.0983 & 0.1146 \\
0.1146 & 0.1486
\end{array}\right)
$$

with $\rho\left[F\left(P_{2}\right)\right]=\bar{\sigma}\left(B_{1}^{T} Z_{1}\right)^{2}=0.0046<\Delta$. Now we try the algorithm in [25] with the initial guess

$$
X_{0}=\left(\begin{array}{ll}
0.2304 & 0.2680 \\
0.2680 & 0.3495
\end{array}\right)
$$

We need five iterations to obtain

$$
X_{5}=\left(\begin{array}{ll}
0.0984 & 0.1148 \\
0.1148 & 0.1488
\end{array}\right)
$$

with $\rho\left[F\left(X_{5}\right)\right]=0.0036<\Delta$. If we try the algorithm in [25] with a different initial guess

$$
\bar{X}_{0}=\left(\begin{array}{ll}
0.1008 & 0.1278 \\
0.1278 & 0.1519
\end{array}\right)
$$

we need three iterations to obtain

$$
X_{3}=\left(\begin{array}{ll}
0.0984 & 0.1148 \\
0.1148 & 0.1488
\end{array}\right)
$$

with $\rho\left[F\left(X_{3}\right)\right]=0.0036<\Delta$. If we try the algorithm in [35] with the initial guess

$$
X_{0}=\left(\begin{array}{ll}
0.2304 & 0.2680 \\
0.2680 & 0.3495
\end{array}\right)
$$

we need two iterations to obtain

$$
X_{2}=\left(\begin{array}{ll}
0.0984 & 0.1147 \\
0.1147 & 0.1487
\end{array}\right)
$$

with $\rho\left[F\left(X_{2}\right)\right]=4.65 \times 10^{-5}<\Delta$. If we try the algorithm in [35] with a different initial guess

$$
\hat{X}_{0}=\left(\begin{array}{cc}
2 & 0.9 \\
0.9 & 0.95
\end{array}\right)
$$

we need five iterations to obtain

$$
X_{5}=\left(\begin{array}{ll}
0.0979 & 0.1152 \\
0.1152 & 0.1487
\end{array}\right)
$$

with $\rho\left[F\left(X_{5}\right)\right]=6.84 \times 10^{-4}<\Delta$. From this example, we can see that if the algorithms in [25], [35] are used to solve Riccati equations, the computational cost and the number of iterations will depend greatly on the choice of the initial condition. However, a good initial choice which leads to lower computational cost is not always straightforward to obtain since there appears to be no systematic procedure. For our algorithm, the initial condition can always be simply set to $P_{0}=0$.

## VIII. Technical Remarks

Example 1 in the Appendix shows that $\left(A+B_{1} B_{1}^{T} P_{k}-\right.$ $\left.B_{2} B_{2}^{T} P_{k}\right)$ is not guaranteed to always be Hurwitz for all $k \in$ $\mathbb{Z}_{\geq 0}$. Consequently, if one were to use the Kleinman algorithm to solve (18), the Kleinman algorithm cannot always be initialized with the simple choice $G=0$ (for $A_{k}+B_{2} G$ Hurwitz). Also, we point out that while $P_{k}$ is guaranteed to be monotonically increasing, $Z_{k}$ is not guaranteed to be monotonically decreasing. The same Example 1 in the Appendix demonstrates this.

It is worth also pointing out that (18) cannot be simply replaced by one single Kleinman algorithm iteration (corresponding to a single Lyapunov equation). Example 2 in the Appendix shows that the algorithm would not converge in that situation.

## IX. CONCLUSION

In this paper, we proposed an iterative algorithm to solve AREs arising from standard $H_{\infty}$ control problems. Numerical examples have been provided to show that our algorithm has superior numerical reliability when compared with other existing methods. Furthermore, we have also proved that our algorithm has global convergence, can be initialized with a simple choice $P_{0}=0$, and has local quadratic rate of convergence. It can hence be anticipated that our algorithm can be used in situations where AREs need to be solved with high accuracy. We also presented a game theoretic interpretation of the algorithm, which underpins work currently being undertaken on tools for solving Hamilton-Jacobi-Bellman-Isaacs equations arising in game theory.

## ApPENDIX

Example 1: This is a counter-example to a conjecture that $\left(A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k}\right)$ is Hurwitz and $Z_{k}$ is monotonically decreasing. Choose equation shown at the bottom of following page.

Let $A_{k}=A+B_{1} B_{1}^{T} P_{k}-B_{2} B_{2}^{T} P_{k}$, where $k$ is the iteration number. We compute the eigenvalues of $A_{k}$ as follows:

$$
\begin{aligned}
& \operatorname{spec}\left(A_{1}\right)=\left(\begin{array}{c}
0.4408 \\
-1.3058+2.0463 i \\
-1.3058-2.0463 i \\
-4.5065 \\
-3.2598+1.7983 i \\
-3.2598-1.7983 i \\
-1.9258 \\
0.3298 \\
\operatorname{spec}\left(A_{2}\right)=\left(\begin{array}{c}
-1.3010+2.0211 i \\
-1.3010-2.0211 i \\
-4.4499 \\
-3.2633+1.8021 i \\
-3.2633-1.8021 i \\
-1.9645 \\
0.1339 \\
-1.2885+2.0173 i \\
-1.2885-2.0173 i \\
-4.4274 \\
-3.2640+1.8035 i \\
-3.2640-1.8035 i \\
-1.9824 \\
-0.0840 \\
-1.2816+2.0202 i \\
-1.2816-2.0202 i \\
-4.4196 \\
-3.2645+1.8035 i \\
-3.2645-1.8035 i \\
-1.9932
\end{array}\right), \ldots . \\
\operatorname{spec}\left(A_{3}\right)= \\
\operatorname{spec}\left(A_{4}\right)=\left(\begin{array}{c} 
\\
\sin
\end{array}\right)
\end{array},\right.
\end{aligned}
$$

It is clear that $A_{1}, A_{2}$ and $A_{3}$ are not Hurwitz because each of them has an eigenvalue with positive real part. For this example,
we also note that the series $Z_{k}$ is NOT monotonically decreasing as follows:

$$
\left.\begin{array}{l}
\operatorname{spec}\left(Z_{1}-Z_{0}\right)=\left(\begin{array}{c}
-20.2158 \\
-7.5453 \\
-3.0951 \\
-1.5818 \\
-1.1667 \\
-0.1587 \\
188.6883
\end{array}\right) \\
\operatorname{spec}\left(Z_{2}-Z_{1}\right)=\left(\begin{array}{c}
-0.1616 \\
-0.0449 \\
-0.0137 \\
-0.0120 \\
-0.0029 \\
-0.0008 \\
108.1269
\end{array}\right) \\
-0.0214 \\
\operatorname{spec}\left(Z_{3}-Z_{2}\right)=\left(\begin{array}{c}
-0.0036 \\
-0.0021 \\
0.0021 \\
0.0061 \\
0.0138 \\
18.8783
\end{array}\right) \\
-60.2445 \\
-0.0195 \\
-0.0095 \\
-0.0004 \\
0.0003 \\
0.0059 \\
0.0137
\end{array}\right) \ldots .
$$

since all the above differences $Z_{k+1}-Z_{k}$ are not sign definite.

Example 2: This example shows that the series $P_{k}$ may not converge if we only use one Kleinman iteration (corresponding to a single Lyapunov equation) to solve (18) to obtain an approximation to the series $Z_{k}$ at each iteration. Choose

$$
\begin{aligned}
A & =\left(\begin{array}{cccc}
-1.1201 & 1.3762 & 1.5297 & -0.1184 \\
0.4080 & -2.2881 & -0.6889 & 0.7061 \\
1.2388 & 0.7095 & -1.3935 & 2.5381 \\
0.2662 & 1.3729 & -2.0505 & -3.2553
\end{array}\right) \\
B_{1} & =\left(\begin{array}{ccc}
-0.0224 & -0.0593 \\
-0.0438 & 0.0032 \\
0.0176 & -0.0245 \\
-0.0386 & -0.0238
\end{array}\right) \\
B_{2} & =\left(\begin{array}{cccc}
0.5783 & -0.5455 & 0.9183 \\
-0.5003 & -0.0943 & 0.1418 \\
1.4989 & -1.5253 & -0.6415 \\
-0.8287 & -0.0760 & 1.0158
\end{array}\right) \\
C & =\left(\begin{array}{cccc}
-1.9386 & 0.1690 & 0.1283 & -0.4507 \\
-0.6983 & 0.3399 & -0.4616 & -0.5974
\end{array}\right) .
\end{aligned}
$$

Let $G_{i}$ denote the feedback matrices which we used to initialize the Kleinman algorithm at each iteration and $i$ denotes the iteration number. We choose

$$
\begin{aligned}
G_{1} & =\left(\begin{array}{cccc}
-1.7623 & -2.2315 & 1.9433 & -1.6744 \\
-1.9498 & -2.4289 & 1.2884 & -2.8354 \\
3.6100 & 2.6947 & 1.6867 & -0.0434
\end{array}\right) \\
G_{2} & =\left(\begin{array}{cccc}
-23.3895 & -23.0941 & -7.5815 & -7.6735 \\
-13.2320 & -16.5666 & 3.0207 & -12.3761 \\
37.6633 & 28.4162 & 10.7791 & 7.0096
\end{array}\right) \\
G_{3} & =\left(\begin{array}{ccccc}
-675.4316 & -574.1795 & -185.9063 & -154.1866 \\
-297.0397 & -266.9176 & -55.3279 & -100.2321 \\
860.0158 & 729.2770 & 231.0229 & 200.2686
\end{array}\right) \\
G_{4} & =10^{6} \times\left(\begin{array}{cccc}
-2.3632 & -2.0288 & -0.6084 & -0.5834 \\
-1.3482 & -1.1575 & -0.3469 & -0.3331 \\
2.9464 & 2.5295 & 0.7585 & 0.7275
\end{array}\right) .
\end{aligned}
$$

Define $F$ as in (3). In this example, the algorithm diverges if we use only one Kleinman iteration at each step to solve (18) as

$$
\begin{aligned}
\rho\left[F\left(P_{1}\right)\right] & =82.2956 \\
\rho\left[F\left(P_{2}\right)\right] & =1.1479 \times 10^{3} \\
\rho\left[F\left(P_{3}\right)\right] & =1.4475 \times 10^{5} \\
\rho\left[F\left(P_{4}\right)\right] & =1.9897 \times 10^{9} \\
\rho\left[F\left(P_{5}\right)\right] & =5.9053 \times 10^{15} .
\end{aligned}
$$

It is clear that the series $P_{k}$ diverges if we only use one Kleinman iteration to solve (18) to obtain an approximation to the series $Z_{k}$ at each iteration.
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