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Abstract

This paper addresses the problem of computing valuations of the Dieudonné determinants
of matrices over discrete valuation skew fields (DVSFs). Under a reasonable computational
model, we propose two algorithms for a class of DVSFs, called split. Our algorithms are
extensions of the combinatorial relaxation of Murota (1995) and the matrix expansion by
Moriyama–Murota (2013), both of which are based on combinatorial optimization. While
our algorithms require an upper bound on the output, we give an estimation of the bound
for skew polynomial matrices and show that the estimation is valid only for skew polynomial
matrices.

We consider two applications of this problem. The first one is the noncommutative
weighted Edmonds’ problem (nc-WEP), which is to compute the degree of the Dieudonné
determinants of matrices having noncommutative symbols. We show that the presented
algorithms reduce the nc-WEP to the unweighted problem in polynomial time. In partic-
ular, we show that the nc-WEP over the rational field is solvable in time polynomial in
the input bit-length. We also present an application to analyses of degrees of freedom of
linear time-varying systems by establishing formulas on the solution spaces of linear differ-
ential/difference equations.
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1 Introduction

A (real) valuation on a field F is a map v : F → R ∪ {+∞} such that

(V1) v(ab) = v(a) + v(b) for a, b ∈ F ,

(V2) v(a + b) ≥ min{v(a), v(b)} for a, b ∈ F ,

(V3) v(1) = 0,

(V4) v(0) = +∞.

A valuation is called discrete if v(F ) = Z ∪ {+∞}. For example, the minus of the degree
is a discrete valuation on the rational function field K(s) over a field K, where deg p/q :=
deg p − deg q for p, q ∈ K[s]. The p-adic valuation on rationals Q is another example. A field
equipped with a discrete valuation is called a discrete valuation field (DVF).

Valuations of determinants of matrices over a DVF often appear as matrix formulations of
combinatorial optimization problems. For example, weighted Edmonds’ problem (WEP), which
is to compute the degree of the determinant of a polynomial matrix having symbols, reduces
to the weighted bipartite matching problem and the weighted linear matroid intersection and
parity problems depending on symbols’ pattern [27]. Conversely, the degree of the determi-
nant of an arbitrary polynomial matrix serves as a lower bound on the maximum weight of a
perfect matching in the associated edge-weighted bipartite graph. Based on this relation, the
combinatorial relaxation algorithm of Murota [42] computes the degree of the determinant of a
polynomial matrix by iteratively solving the weighted bipartite matching problem.

Computing valuations of determinants is also applied to linear differential equations. Con-
sider a linear differential equation

A0y + A1y′ + · · ·+ Aℓy
(ℓ) = 0 (1)

for y : R → Cn, where A0, . . . , Aℓ ∈ Cn×n. The set of all solutions of (1) forms a vector space
over C. Classical Chrystal’s theorem [8] states that the dimension of the solution space of (1)
is equal to the degree of the determinant of A0 + A1s + · · ·+ Aℓs

ℓ ∈ C[s]n×n →֒ C(s)n×n. Hence
one can analyze the degrees of freedom of linear time-invariant systems by computing valuations
of determinants of matrices over a DVF.

This paper addresses a noncommutative generalization of computing valuations of deter-
minants. A discrete valuations skew field (DVSF) is naturally defined as in the commutative
case [62]. The Dieudonné determinant [14], denoted by Det, is a generalization of the determi-
nant for matrices over skew fields (see Section 3.1 for definition). The Dieudonné determinant
retains useful properties of the usual determinant such as Det AB = Det A Det B. While Det A
for A ∈ F n×n is no longer an element in a skew field F , when F is a DVSF, its valuation
ζ(A) := v(Det A) is well-defined.

In the following of this introduction, we first describe applications of valuations of the
Dieudonné determinants in Sections 1.1 and 1.2. Then Section 1.3 states a computational
model which we use and Section 1.4 presents our contributions. Related work and organization
of this paper are described in Section 1.5 and Section 1.6, respectively.

1.1 Weighted Edmonds’ Problem

In 1967, Edmonds [18] posed a question whether there exists a polynomial-time algorithm to
compute the rank of a linear (symbolic) matrix B over a field K, which is in the form

B = B0 + B1x1 + · · ·+ Bmxm,
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where B0, B1 . . . , Bm ∈ Kn×n and x1, . . . , xm are commutative symbols. Here, B is regarded as
a matrix over the polynomial ring K[x1, . . . , xm] or the rational function field K(x1, . . . , xm).
In case where B is the Edmonds or Tutte matrix of a bipartite or nonbipartite graph G, the
rank computation for B corresponds to solving the maximum matching problem on G. More
generally, Lovász [40] showed that Edmonds’ problem is equivalent to a linear matroid inter-
section problem if all Bi are of rank 1, and to a linear matroid parity problem if all Bi are
skew-symmetric matrices of rank 2. For general linear matrices, the celebrated Schwartz–Zippel
lemma [52] provides a simple randomized algorithm if |K| is large enough [40]. However, no de-
terministic polynomial-time algorithm still has been known; the existence of such an algorithm
would imply nontrivial circuit complexity lower bounds [33, 56].

Recent studies [21, 25, 30] address the noncommutative version of Edmonds’ problem (nc-
Edmonds’ problem). This is a problem of computing the noncommutative rank (nc-rank) of B,
which is the rank defined by regarding x1, . . . , xm as pairwise noncommutative, i.e., xixj 6= xjxi

if i 6= j. In this way, B is viewed as a matrix over the free ring K〈x1, . . . , xm〉 generated
by noncommutative symbols x1, . . . , xm. The nc-rank of B is precisely the rank of B over a
skew (noncommutative) field K<( x1, . . . , xm>) , called a free skew field, which is the quotient of
K〈x1, . . . , xm〉 defined by Amitsur [2]. We call a linear matrix over K having noncommutative
symbols an nc-linear matrix over K. The recent studies [21, 25, 30] revealed that nc-Edmonds’
problem is deterministically tractable. For the case where K is the set Q of rational numbers,
Garg et al. [21] proved that Gurvits’ operator scaling algorithm [24] deterministically computes
the nc-rank of B in poly(n, m) arithmetic operations on Q. Algorithms over general field K
were later given by Ivanyos et al. [30] and Hamada–Hirai [25] exploiting the min-max theorem
established for nc-rank. When K = Q, these algorithms run in time polynomial in the bit-length
of the input.

Hirai [27] introduced a weighted version of Edmonds’ problem. First, consider commutative
symbols x1, . . . , xm and an extra commutative symbol s. Define a matrix

A = Aℓ + Aℓ−1s + · · ·+ A0sℓ, (2)

where Ad = Ad,0 + Ad,1x1 + · · · + Ad,mxm ∈ K[x1, . . . , xm]n×n is a linear matrix over K for
d = 0, . . . , ℓ. We call (2) a linear polynomial matrix over K. The weighted Edmonds’ problem
(WEP) is the problem to compute the degree (in s) of the determinant of A. Analogously to
Edmonds’ problem, WEP includes a bunch of weighted combinatorial optimization problems as
special cases, such as a maximum weighted perfect matching problem, a weighted linear matroid
intersection problem and a weighted linear matroid parity problem; see [27, Section 5].

Next, let x1, . . . , xm be noncommutative symbols and s an extra symbol that commutes with
any element in K〈x1, . . . , xm〉. An nc-linear polynomial matrix A over K is a matrix in the
form of (2) with each Ad regarded as an nc-linear matrix. Then A can be viewed as a matrix
over the rational function (skew) field F := K<( x1, . . . , xm>) (s). Now F is a DVSF equipped
with discrete valuation − deg. Noncommutative weighted Edmonds’ problem (nc-WEP) is the
problem to compute deg Det of a given nc-linear polynomial matrix. Hirai [27] formulated the
dual problem of nc-WEP as the minimization of an L-convex function on a uniform modular
lattice, and gave an algorithm based on the steepest gradient descent. Hirai’s algorithm uses
poly(n, m, ℓ) arithmetic operations on K while no bit-length bound has been given for K = Q.

1.2 Linear Differential/Difference Equations

Polynomials in differential or difference operators give rise to noncommutative valuations. Let
K be a skew field, σ : K → K a ring automorphism, and δ : K → K a (left) σ-derivation;
that is, it is additive, i.e., δ(a + b) = δ(a) + δ(b), and δ(ab) = σ(a)δ(b) + δ(a)b for a, b ∈ K.
A skew polynomial, or an Ore polynomial due to Ore [47], over (K, σ, δ) in indeterminate s
is a polynomial over K with the usual addition and a twisted multiplication defined by the
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commutation rule

sa = σ(a)s + δ(a) (3)

for a ∈ K. The skew polynomial ring over (K, σ, δ) is denoted by K[s; σ, δ]. Besides the
polynomial ring K[s], the ring C(t)[∂; id,′ ] of differential operators is an example of a skew
polynomial ring, where ′ : C(t)→ C(t) is the usual differentiation. Another example is the ring
C(t)[S; τ, 0] of shift operators, where τ : C(t)→ C(t) is defined by f(t) 7→ f(t + 1) for f ∈ C(t).
The degree of a skew polynomial is naturally defined and it extends to the skew rational function
field K(s; σ, δ), which is the Ore quotient skew field of K[s; σ, δ]. Then K(s; σ, δ) is a DVSF
with valuation − deg.

Let K be a field of characteristic 0 equipped with an (id-)derivation δ. Consider a linear
differential equation

A0y + A1δ(y) + · · ·+ Aℓδ
ℓ(y) = 0 (4)

for y ∈ Kn with A0, . . . , Aℓ ∈ Kn×n. Taelman [55] showed that the dimension of the solution
space (over an adequate field extension of K) of (4) is equal to deg Det A with A := A0 + A1s +
· · · + Aℓs

ℓ ∈ K[s; id, δ]n×n. This is a “time-varying” generalization of Chrystal’s theorem. We
show that the assumption on the characteristic can be removed and a similar formula holds for
linear difference equations using two kinds of valuations (see Section 9). In this way, computing
valuations of the Dieudonné determinants of matrices over DVSFs can be applied to analysis of
time-varying linear differential or difference equations.

1.3 Computational Model

We design algorithms to compute ζ(A) for a matrix A over a DVSF F without restricting F
to a skew rational function field so that the algorithms can be applied as widely as possible.
Here we need to clarify a computational model to deal with representation of elements in F
and operations on F . The simplest model is the arithmetic model on F , i.e., an element in F is
stored in a unit memory cell and we can perform arithmetic operations on F in constant time.
In this model, one can compute ζ(A) in O(nω)-time by the Gaussian elimination, where ω is
the exponent in the time complexity of multiplying two matrices. However, this model is too
simplified and cannot catch the computational cost needed in the standard representation of
some DVSF like F = K(s).

As a representation of elements in F , we adopt the π-adic expansion, in which each a ∈ F
is expressed as a formal Laurent series

a =
∞
∑

d=ℓ

adπd.

Here, ℓ ∈ Z, π ∈ F is a fixed element with v(π) = 1 called a uniformizer, and aℓ, aℓ+1, . . .
are elements in a fixed subset Q ⊆ F , called a representative set. The representative set is
selected so that the π-adic expansion is unique; such Q exists for any DVSF. While we would
like to adopt the “arithmetic model on Q”, the set Q might not be a skew field, i.e., arithmetic
operations on Q might not be closed. We thus require F to have a representative set that is a
skew subfield of F . Such a DVSF is called split [17].

Let F be a split DVSF with a closed representative set K, called the coefficient skew sub-
field. The ring structure of F is completely determined from the commutation rule between a
uniformizer π ∈ F and each a ∈ K. The element πa is uniquely expressed as

πa =
∞
∑

d=0

δd(a)πd+1, (5)
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where δd : K → K is a map satisfying the axioms of higher σ-derivations [50]. We also assume
the oracle access to each δd, i.e., we can compute δd(a) in constant time for each d ∈ N and
a ∈ K.

1.4 Contributions

Under the above setting, this paper presents two algorithms to compute ζ(A) for A ∈ F n×n,
both of which are based on combinatorial optimization. The first algorithm is a generalization of
the combinatorial relaxation of Murota [42] that computes deg det of polynomial matrices over
a field. Constructing an edge-weighted bipartite graph G(A) from A reflecting the valuation
of each entry, one can show that ζ(A) is lower bounded by the minimum weight of a perfect
matching of G(A). Based on this relation, the combinatorial relaxation algorithm computes
ζ(A) by iteratively solving the weighted matching problem.

The second algorithm generalizes the matrix expansion, which reduces the computation
of ζ(A) to the rank computation of a block matrix over K obtained by arranging coefficient
matrices of πiA with i ∈ N. The correctness of the matrix expansion essentially relies on the
Legendre conjugacy between integer sequences of the valuations of minors of A and ranks of
block matrices. The Legendre conjugacy is an important duality relation on discrete convex
and concave functions treated in discrete convex analysis [44]. Our matrix expansion generalizes
algorithms of Van Dooren et al. [59] for deg det on C(s) and Moriyama–Murota [41] for deg det
on K(s) with a field K.

The running times of our algorithms are estimated as follows.

Theorem 1.1. Let F be a split DVSF with uniformizer π and coefficient skew subfield K. Let
A =

∑ℓ
d=0 Adπd ∈ F n×n be a square matrix over F with A0, . . . , Aℓ ∈ Kn×n. Given A0, . . . , Aℓ

and M ∈ N such that ζ(A) ≤ M or A is singular, we can compute ζ(A) by the combinatorial
relaxation algorithm in O

(

M3n2 + M2nω + Mn2.5
)

-time and by the matrix expansion algorithm
in O

(

M3n2 + Mωnω
)

-time.

As shown in Theorem 1.1, our algorithms additionally require an upper bound M on ζ(A)
by technical reasons. While estimating such M seems to be difficult for general DVSFs, one can
adopt M := ℓn for A =

∑ℓ
d=0 Aℓs

d ∈ K[s]n×n with K being a field. This indeed holds for skew
polynomial rings and it yields the following corollary:

Theorem 1.2. Let A =
∑ℓ

d=0 Aℓs
d ∈ K[s; σ, δ]n×n be a square skew polynomial matrix over

a skew field K. Under the arithmetic model on K and oracle access to σ−1 and δ, we can
compute deg Det A in O

(

ℓ2nω+2 + ℓn4.5
)

-time by the combinatorial relaxation algorithm and in
O
(

ℓωn2ω
)

-time by the matrix expansion algorithm.

We further show that the converse holds, i.e., ζ(A) ≤ ℓn for any nonsingular A ∈ F n×n only
if F is isomorphic to (an extension of) a skew rational function field. This fact indicates that
skew polynomial rings are characterized as the most general ring structure that admits natural
extensions of the combinatorial relaxation and matrix expansion algorithms.

We cannot directly apply Theorem 1.1 to weighted Edmonds’ problem because arithmetic
operations on K(x1, . . . , xm) nor K<( x1, . . . , xm>) cannot be performed in constant time under
the arithmetic model on K. However, using the min-max formula on nc-Edmonds’ problem by
Fortin–Reutenauer [20], we can modify the combinatorial relaxation algorithm so that it can be
used for reducing the nc-WEP to the unweighted problem. This algorithm coincides with that
given by Hirai [27]. Furthermore, the matrix expansion algorithm can be used for reductions
of both commutative and noncommutative problems. Using polynomial-time algorithms for
nc-Edmonds’ problem, we show:

Theorem 1.3. The nc-WEP over a field K can be deterministically solved using polynomially
many arithmetic operations on K. When K = Q, the algorithm runs in time polynomial in the
binary encoding length of the input.
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1.5 Related Work

In computer algebra, algorithms were proposed for computing various kinds of canonical forms of
a skew polynomial matrix A ∈ K[s; σ, δ]n×n such as the Jacobson normal form [39], the Hermite
normal form [22], the Popov normal form [34] and their weaker form called a row-reduced
form [1, 3]. One can use these algorithms to calculate deg Det A since it is immediately obtained
from the canonical forms of A. These algorithms iteratively solve systems of linear equations over
K. Our algorithms are faster than the existing algorithms. The fastest known algorithm given
by Giesbrecht–Kim [22] runs in O

(

ℓωn2ω+2 log ℓn
)

-time, whereas our two algorithms require
only O

(

ℓ2nω+2 + ℓn4.5
)

-time and O
(

ℓωn2ω
)

-time as seen in Theorem 1.2.
Hamada–Hirai [25] presents an algorithm for nc-Edmonds’ problem over Q that runs in time

polynomial in the bit-length of the input. They introduce a quantity conceptually corresponding
to p-adic valuations of the Dieudonné determinants for matrices over F := Q<( x1, . . . , xm>) and
the algorithm computes it based on the procedure of the combinatorial relaxation. Since Q

with the p-adic valuation is not split, their algorithm can be seen as a kind of an extension of
the combinatorial relaxation to a special but non-split DVSF, except that the quantity has not
been proved to be some discrete valuation of the Dieudonné determinants on F indeed.

1.6 Organization

The rest of this paper is organized as follows. Sections 2 and 3 describe preliminaries on valuation
skew fields and matrices over them, respectively. Section 4 explains that relations between
matrices over valuation fields and combinatorial optimization problems, which are well-known
for the commutative case, still hold in the noncommutative case. Sections 5 and 6 propose
our algorithms, the combinatorial relaxation and matrix expansion algorithms, respectively.
Section 7 discusses an estimation of the upper bound M on ζ(A). Finally, Sections 8 and 9
describe applications to weighted Edmonds’ problem and linear differential/difference equations,
respectively.

2 Preliminaries on Valuation Skew Fields

We denote the set of nonnegative integers by N, the integers by Z, the rational numbers by Q,
the real numbers by R, and the complex numbers by C. For n ∈ N, define [n] := {1, 2, . . . , n}
and [0, n] := {0, 1, 2, . . . , n}. All rings are assumed to have the multiplicative identity.

2.1 Valuation Skew Fields

A skew field, or a division ring is a ring F such that every nonzero element has a multiplicative
inverse in F . A (real) valuation skew field [62, Chapter IV] is a skew field F endowed with a
(real) valuation, that is, a map v : F → R ∪ {+∞} satisfying (V1)–(V4). A valuation skew field
is called a valuation field if it is a field. The value v(a) for a ∈ F is called the valuation of a.

By (V1) and (V3), it holds v(−a) = v(a) and v
(

a−1
)

= −v(a) for all a ∈ F ×, where
F × = F \ {0} is the multiplicative group of F . In particular, we have v(a) < +∞ for a ∈ F ×.
The equality in (V2) is attained whenever v(a) 6= v(b); otherwise, if v(a) < v(a + b) and
v(a) < v(b), it holds

v(a) = v((a + b)− b) ≥ min{v(a + b), v(−b)} = min{v(a + b), v(b)} > v(a),

a contradiction.
The (invariant) valuation ring of a valuation skew field F with respect to a valuation v is a

set

R := {a ∈ F | v(a) ≥ 0}.
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Then R is a subring of F by (V1) and (V2), and is a domain, i.e., R has no zero-divisors. It
also satisfies the following [36, Chapter 1]:

(VR1) either a ∈ R or a−1 ∈ R for a ∈ F ×,

(VR2) aR = Ra for a ∈ F ×.

In addition, R is a local ring, i.e., it has a unique maximal right (and indeed a unique maximal
left) ideal J(R), which coincides with R \R× with R× = {a ∈ F | v(a) = 0}. Namely, it holds

J(R) = {a ∈ F | v(a) > 0}. (6)

The quotient ring R / J(R) forms a skew field, called the residue skew field of F (or a residue
field if it is a field).

A representative set of F is a subset Q of R such that 0 ∈ Q and the restriction to Q of
the canonical homomorphism from R to the residue skew field K := R / J(R) is a bijection
from Q to K. Then for a ∈ R, there uniquely exists a0 ∈ Q such that a ∈ a0 + J(R). Hence
a− a0 ∈ J(R), which means:

Proposition 2.1. Let F be a valuation skew field with valuation v, valuation ring R, and
representative set Q. Then any a ∈ R is uniquely expressed as a = a0 + ã, where a0 ∈ Q and
ã ∈ J(R).

The value group of v is the additive subgroup v(F ×) of R. A discrete valuation is a valuation
F whose value group is Z. A valuation skew field equipped with a discrete valuation is called a
discrete valuation skew field (DVSF), which is of the main interest of this thesis. If F is a field,
we call F a discrete valuation field (DVF).

Let F be a DVSF with discrete valuation v and the valuation ring R. Then (6) is

J(R) = {a ∈ F | v(a) ≥ 1}. (7)

Any element π ∈ R with v(π) = 1 is called a uniformizer or a prime element of F . In addition
to (VR1) and (VR2), R enjoys the following properties [36, Chapter 1]:

(DVR1) J(R) = πR = Rπ,

(DVR2)
∞
⋂

d=1

J(R)d = {0}.

Note that it holds

J(R)d = πdR = Rπd = {a ∈ F | v(a) ≥ d} (8)

by (7) and (DVR1) for d ∈ N. In addition, any right ideal and left ideal of R are two-sided and
are in the form of (8). This mean that R is a (right and left) principal ideal domain (PID),
which is a domain whose every (right and left) ideal is generated by one element. More strongly,
any DVR is a (right and left) Euclidean domain [6] as is well-known for commutative DVRs.
Here, a domain R is said to be Euclidean if there exists a map f : R → N ∪ {−∞}, called an
Euclidean map, such that for every a, b ∈ R with b 6= 0, there exist q, r, q′, r′ ∈ R such that
a = bq + r = q′b + r′ and f(r), f(r′) < f(b). In case of a valuation ring of a DVSF, −v serves
as an Euclidean map. We remark that Euclidean domains are proper subclass of PIDs even for
noncommutative rings [6].

Remark 2.2. In general, a local ring R satisfying (DVR1) and (DVR2) for some non-nilpotent
element π ∈ R is called a discrete (invariant) valuation ring (DVR). Here, an element a ∈ R
is said to be nilpotent if ak = 0 for some k ∈ N and non-nilpotent if not. The valuation ring
of any DVSF is a DVR as described above. Indeed, any DVR R is the valuation ring of some
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DVSF [36]; here we give a construction of the DVSF briefly. First, it follows from (DVR1)
and (DVR2) that R is a PID. Then R is also a (right and left) Ore domain, which is a domain
such that for each s, t ∈ R\{0}, there exist x, y, z, w ∈ R\{0} satisfying sx = ty and zs = wt [23,
Corollarly 6.7]. This property enables for R to have the Ore quotient skew field F , which is a
skew field of fractions each of whose elements a ∈ F is expressed as a = sx−1 = y−1t for some
s, t ∈ R and x, y ∈ R \ {0}. In particular, a ∈ F × can be uniquely expressed as a = πkp = qπk

for some p, q ∈ R× and k ∈ Z. Denote this k by v(a) for a ∈ F × and let v(0) := +∞. Then
v : F → Z ∪ {+∞} is a discrete valuation on F , whose valuation ring coincides with R. We
refer to the restriction of v onto R as the valuation of R and a representative set of R means
that of F . See [36, Chapter 1] for details of DVRs and [23, Chapter 6] for Ore domains and
quotient skew fields.

Let F be a DVSF with valuation v and uniformizer π. For an arbitrary real number c > 1,
we define d : F × F → R as

d(a, b) := c−v(a−b)

for a, b ∈ F (where c−∞ := 0). Then d forms a metric on F . The π-adic topology is the ring
topology on F induced by d, which does not depend on the choice of c. On this topology,
{

a + J(R)k ∣
∣ k ∈ N

}

is an open neighborhood system of a ∈ F by (8). A DVSF is said to be
complete if it is complete as a metric space. Then any DVSF can be extended to a complete
DVSF as follows.

Theorem 2.3 ([62, Theorem 17.2]). Let F be a DVSF with discrete valuation v. Then there
uniquely exists a complete DVSF F̂ with discrete valuation v̂ such that F̂ contains F as a dense
subring and v̂ extends v. In addition, the residue skew field of F̂ is isomorphic to that of F .

The complete DVSF F̂ in Theorem 2.3 is called the completion of F . By Theorem 2.3, it is
convenient to consider complete DVSFs from the beginning. See [62] for details of topological
rings and the π-adic topology.

Let F be a DVSF with uniformizer π, valuation ring R, and representative set Q. By
Proposition 2.1 and (DVR1), we can express a ∈ R as a = a0 + a′π by some a0 ∈ Q and a′ ∈ R.
By the same argument, there are unique a1 ∈ Q and a′′ ∈ R such that a′ = a1 +a′′π. Therefore,
we have a = a0 + a1π + a′′π2. Repeating this argument, we can represent a as a power series in
π with coefficient Q, which is formally stated as follows.

Proposition 2.4 ([62, Theorem 18.5]). Let F be a DVSF with discrete valuation v and let π
and Q be a uniformizer and a representative set of F , respectively.

(1) For every a ∈ F , there uniquely exists a sequence (ad)d∈Z of elements in Q such that
ad = 0 for all but finitely many d < 0 and a power series

∑

d∈Z

adπd (9)

converges to a in the π-adic topology. If ℓ := v(a) ∈ Z, then ad = 0 for d < ℓ and aℓ 6= 0.

(2) If F is complete and (ad)d∈Z is a sequence of elements in Q such that ad = 0 for all but
finitely many d < 0, the power series (9) converges to an element a of F . Its valuation
v(a) is equal to the minimum ℓ ∈ Z such that ad = 0 for d < ℓ and aℓ 6= 0.

We call (9) the π-adic expansion of a ∈ F .

2.2 Examples of Valuation Skew Fields

We present several examples of valuation skew fields. All examples are DVSFs except for
Example 2.6.
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Example 2.5 (formal Laurent series). Let K be a skew field. Denote by K[s] the polynomial
ring over K in indeterminate s that commutes with any element of K. Since K[s] is an Ore
domain, it has the quotient skew field K(s), called the rational function (skew) field. The
order ord p of p ∈ K[s] \ {0} is the minimum d ∈ N such that the coefficient of sd in p is
nonzero. We also define ord f for f ∈ K(s) \ {0} as ord f := ord p− ord q, where f = p/q with
p, q ∈ K[s] \ {0}. Set ord 0 := +∞. Then it is well-known that the order is a discrete valuation
on K(s) and the residue skew field is K. A canonical (but not unique) choice of a uniformizer is
s. The completion of K(s) is the formal Laurent series (skew) field K((s)) over K in s, whose
each element is expressed as

f =
∞
∑

d=ℓ

adsd (10)

with ℓ ∈ Z and aℓ, aℓ+1, . . . ∈ K. If aℓ 6= 0, then ℓ = ord f . The valuation ring of K((s)) is
called the formal power series (skew) field K[[s]] over K in s, which is the subring of K((s))
consisting of formal power series

f =
∞
∑

d=0

adsd (11)

with a0, a1, . . . ∈ K.
Similarly, the degree deg p of p ∈ K[s] \ {0} is defined by replacing “minimum” with “max-

imum” in the definition of ord p. Define deg f for f = p/q ∈ K(s)× with p, q ∈ K[s] \ {0} as
deg f := deg p − deg q and deg 0 := −∞ as well. Since deg f(s) = − ord f

(

s−1
)

, the minus of
the degree is a discrete valuation on K(s) with uniformizer s−1 and residue skew field K. The
completion of K(s) with respect to the minus degree is K

((

s−1
))

, which is a field isomorphic
to K((s)).

Example 2.6 (formal Laurent series with real exponents). Let K be a skew field. A subset
X of R is said to be well-ordered if any nonempty subset of X has the minimum element. We
consider formal Laurent series with real exponents, each of which is in the following form

f =
∑

x∈X

axsx, (12)

where X ( R is well-ordered, ax ∈ K× for x ∈ X, and s is a formal “indeterminate” that
satisfies sx+y = sxsy and asx = sxa for x, y ∈ R and a ∈ K. Addition on these series is
naturally defined, and the multiplication of f =

∑

x∈X axsx and g =
∑

y∈Y bysy is given by

fg :=
∑

z∈R









∑

x∈X,y∈Y
x+y=z

axby









sz.

For every z ∈ R, the number of (x, y) ∈ X×Y satisfying x+y = z is finite from the assumption
that X and Y are well-ordered, and the set

{z ∈ R | the coefficient of sz in fg is nonzero}

is well-ordered as well. Hence fg is a formal Laurent series again in the sense defined above. By
these operations, the set Σ of formal Laurent series with real exponents forms a skew field [46,
Theorem 5.7].

Define the order ord f of (12) as the minimum x ∈ X. We also define ord 0 := +∞. Then
as Neumann [46] indicated, ord is a valuation on Σ that is not discrete. The residue skew field
of Σ is K. The skew field Σ contains K((s)) as a subfield, and the restrictions of the order
onto K((s)) coincides that on K((s)). Reversing the ordering of R, we can also define deg f
consistent with K

((

s−1
))

in the completely analogous way.
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Example 2.7 (p-adic numbers). Let p be a prime number. The p-adic valuation vp(n) of
n ∈ Z \ {0} is the maximum k ∈ N such that pk divides n, and is extended to Q× as vp(x) :=
vp(n) − vp(m) for x = n/m ∈ Q× with n, m ∈ Z \ {0}. Also we define vp(0) := +∞. Then vp

is a discrete valuation on Q with uniformizer p. The residue field is Fp. The completion of Q
with respect to vp is the field Qp of p-adic numbers.

Example 2.8 (skew (inverse) Laurent series). Let K be a skew field, σ : K → K a ring auto-
morphism, and δ : K → K a left σ-derivation; that is, it is additive, i.e., δ(a + b) = δ(a) + δ(b),
and it satisfies δ(ab) = σ(a)δ(b) + δ(a)b for all a, b ∈ K. The (left) skew polynomial ring, or
the Ore polynomial ring due to Ore [47] over (K, σ, δ) in indeterminate s, which is denoted by
K[s; σ, δ], is a polynomial ring over K with the usual addition and a twisted multiplication de-
fined by the commutation rule (3) for a ∈ K. Elements in K[s; σ, δ] are called skew polynomials.
If δ = 0, then K[s; σ, 0] is denoted by K[s; σ]. When σ is the identity map id and δ = 0, the
skew polynomial ring is nothing but the polynomial ring K[s], which means K[s] = K[s; id]. A
typical nontrivial example of skew polynomial rings is the ring C(t)[∂; id,′ ] of differential oper-
ators, where ′ : C(t) → C(t) is the usual differentiation. Another example of skew polynomial
rings the ring C(t)[S; τ ] of shift operators, where τ : C(t)→ C(t) is defined by f(t) 7→ f(t + 1)
for f ∈ C(t).

Applying the commutation rule (3) iteratively, we can uniquely represent any skew polyno-
mial p ∈ K[s; σ, δ]\{0} as p = a0 +a1s+ · · ·+aℓs

ℓ, where ℓ ∈ N and a0, . . . , aℓ ∈ K with aℓ 6= 0.
This ℓ is called the degree of p and is denoted by deg p. We set deg 0 := −∞. Since a skew
polynomial ring K[s; σ, δ] is an Ore domain (see, e.g., [23, Exercise 6F]), it has the quotient
skew field K(s; σ, δ), called the skew rational function field. Its element f ∈ K(s; σ, δ), called
a skew rational function, has the degree defined by deg f := deg p − deg q with f = pq−1 and
p, q ∈ K[s; σ, δ]. Then − deg is a discrete valuation on K(s; σ, δ) with residue skew field K.
Its completion is the skew inverse Laurent series field K

((

s−1; σ, δ
))

, which is the skew field of
formal power series over K in the form of

f =
∞
∑

d=ℓ

ads−d

for some ℓ ∈ Z and aℓ, aℓ+1, . . . ∈ K [12, Section 2.3]. This skew field has the natural addition
and a multiplication defined by (3) and

s−1a =
∞
∑

d=0

δd(a)s−(d+1)

for a ∈ K, where

δd := σ−1(−δσ−1)d (13)

for d ∈ N (the multiplication of maps means the composition) [49]. This is determined so that
ss−1a = a.

One can define the order ord p of a skew polynomial p ∈ K[s; σ, δ] similarly to the usual
polynomials, i.e., ord p is the minimum ℓ ∈ N such that p is represented as p = aℓs

ℓ + · · ·+ aLsL

for some L ∈ N and aℓ, . . . , aL ∈ K with aℓ 6= 0. Set ord 0 := +∞ in the same way. However, if
a ∈ K× satisfies δ(a) 6= 0, then ord s = 1, ord a = 0 and ord sa = ord(σ(a)s + δ(a)) = 0, which
violate (V1). Thus ord cannot be extended to a discrete valuation on K(s; σ, δ). Nevertheless,
in case of δ = 0, the order satisfies (V1)–(V3) and thus K(s; σ) := K(s; σ, 0) becomes a DVSF
equipped with a discrete valuation ord f := ord p − ord q for f = pq−1 ∈ K(s; σ) with p, q ∈
K[s; σ]. This is because the change of variable ϕ : f(s) 7→ f

(

s−1
)

provides an isomorphism
between K(s; σ) and K(s; σ−1) and ord f = − deg ϕ(f) for f ∈ K(s; σ). The completion
of K(s; σ) with respect to ord is the skew Laurent series field K((s; σ)), whose elements are
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represented as formal Laurent series (10) [12, Section 2.3]. The residue skew field of K((s; σ))
is clearly K.

See [12, Chapter 2], [13, Section 7.3], and [23, Chapter 2] for details of skew polynomials, [49]
for skew inverse Laurent series fields.

2.3 Split DVSFs

A DVSF F is said to be spilt if it has a representative set Q such that it is a subring of the
valuation ring R of F . Similarly, a DVR R is called split if its quotient skew field F (see
Remark 2.2) is split. Such Q is called a coefficient skew subfield or a Cohen skew subfield of F
and of R.

Let F be a split DVSF with coefficient skew subfield Q and residue skew field K. Since
elements in Q and K correspond bijectively, Q and K must be isomorphic skew fields. We thus
call Q “the” coefficient skew subfield of F . This observation also implies that F could be split
only if F is equicharacteristic, i.e., F and K have the same characteristic. For example, the
field of p-adic numbers is not split as the characteristics of Q and Fp are different. Indeed, if
F is a field, then F is split if and only if F is equicharacteristic [9, Theorem 9]. Therefore, by
Proposition 2.4, a complete split DVF F is isomorphic to the Laurent series field K((s)) over
the residue field K of F . This is a special case of the Cohen structure theorem for complete
commutative Noetherian local rings [9].

The situation is much more complicated in the general noncommutative case. No character-
ization of a DVSF to be split is yet known; Vidal [61] gave an equicharacteristic but non-split
example of a DVSF. Nevertheless, as we have seen in Section 2.2, a skew inverse Laurent series
field K

((

s−1; σ, δ
))

and a skew Laurent series field K((s; σ)) over a skew field K are split, where
their coefficient skew subfields are both K.

Let F be a complete split DVSF, K the coefficient skew subfield and π a uniformizer. Then
Proposition 2.4 implies that the commutation rule between π and each a ∈ K completely
determines the ring structure of F . The element πa can be uniquely expressed as (5), where
δd : K → K is some map for all d ∈ N. The family of maps (δd)d∈N satisfies the following [50]:

(HD1) δd is additive for d ∈ N.

(HD2) δd(ab) =
d
∑

i=0

δi(a)∆d
i (b) for d ∈ N and a, b ∈ K, where ∆d

i : K → K is defined by

∆d
i :=

∑

j0,...,ji∈N
j0+···+ji=d−i

δj0
· · · δji

for d ∈ N and 0 ∈ [0, d].

(HD3) δ0 is an automorphism on K.

In fact, (HD1) and (HD2) are derived from the distributive law π(a + b) = πa + πb and
the associative law π(ab) = (πa)b, respectively [19, 54]. From (HD1), (HD2) for d = 0, and
δ0(1) = 1 by π1 = 1π, the leading map δ0 must be a homomorphism on K. It further must be
surjective by (DVR1), which implies (HD3).

Generally, a sequence (δd)d∈N of maps on a skew field K is called a higher σ-derivation [19,
54] of K (with σ := δ0) if it satisfies (HD1)–(HD3). For a higher σ-derivation (δd)d∈N, we
denote by K[[s; (δd)]] the ring of formal power series over K in indeterminate s, whose every
element f is uniquely expressed as (11). The addition on K[[s; (δd)]] is naturally defined and
the multiplication is induced from

sa =
∞
∑

d=0

δd(a)sd+1
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for a ∈ K. This ring is an Ore domain and thus has a quotient skew field K((s; (δd))). As the
usual formal power series ring, each f ∈ K((s; (δd))) is represented as a formal Laurent series

f =
∞
∑

d=ℓ

adsd

with ad ∈ K for every d ∈ Z. Defining the order of f ∈ K((s; (δd))) as the minimum ℓ ∈ N with
aℓ 6= 0, the skew field K((s; (δd))) becomes a complete split DVSF with respect to the order [50];
its valuation ring is K[[s; (δd)]], its (one choice of a) uniformizer is s, and its coefficient skew
subfield is K. Conversely, as seen above, we have:

Proposition 2.9 ([50, Proposition 1.6 in p. 292]). Let F be a complete split DVSF with co-
efficient skew subfield K. Then F is isomorphic to K((s; (δd))), where (δd)d∈N is the higher
δ0-derivation of K determined by (5).

Corollary 2.10. Let R be a complete split DVR with coefficient skew subfield K. Then R is
isomorphic to , where (δd)d∈N is the higher δ0-derivation of K determined by (5).

Note that since any split DVSF F and DVR R are a skew subfield and a subring of a
complete split DVSF and DVR (see Theorem 2.3, F and R are isomorphic to a skew subfield
of K((s; (δd))) and a subring of K((s; (δd))), respectively.

Example 2.11. We give some examples of higher σ-derivations and corresponding complete
split DVSFs. Let K be a skew field and σ an automorphism on K. Then (σ, 0, 0, . . . ) is a higher
σ-derivation and K((s; (σ, 0, 0, . . . ))) = K((s; σ)). In particular, the case when K is a field and
σ = id corresponds to the representation of complete equicharacteristic described above. More
generally, let δ be a right σ-derivation, i.e., an additive map satisfying δ(ab) = δ(a)σ(b)+aδ(b) for
a, b ∈ K. Then

(

σ, σδ, σδ2, . . .
)

is a higher σ-derivation [10, Section 2.1]. If δ is a left σ-derivation
instead of the right one, −σ−1δ is a right σ−1-derivation, and hence (δd)d∈N defined by (13)
is a higher σ−1-derivation; this is consistent with the fact that K

((

s−1; σ, δ
))

is isomorphic to
K((t; (δd))). Another type of a higher σ-derivation is given in [7]. Dumas [17] provides a survey
for higher σ-derivations.

The following lemma provides a relation between coefficients in the π-adic expansions of
a ∈ R and πa.

Lemma 2.12. Let R be a split DVR with coefficient skew subfield K and uniformizer π, and
(δd) the higher δ0-derivation such that R is isomorphic to K[[s; (δd)]] For a =

∑∞
d=0 adπd ∈ R

with a0, a1, . . . ∈ K, the coefficient bd of πd in the π-adic expansion of πa satisfies

bd =















d−1
∑

k=0

δk(ad−k−1) (d ≥ 1),

0 (d = 0).

(14)

Proof. Using (5), we can rewrite πa as

πa =
∞
∑

d=0

πadπd =
∞
∑

d=0

(

∞
∑

k=0

δk(ad)πk+1

)

πd =
∞
∑

d=1

(

d−1
∑

k=0

δk(ad−k−1)

)

πd

as required.

Let F be a split DVSF with coefficient skew subfield K and associated higher δ0-derivative
(δd)d∈N. As a computational model, we adopt the arithmetic model on K and assume that one
can compute δd(a) for every d ∈ N and a ∈ K in constant time. In this model, if we know the
leading M + 1 coefficients a0, . . . , aM in the π-adic expansion of a ∈ K, we can compute those
of πa in O

(

M2
)

-time by (14).
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3 Preliminaries on Matrices

For a ring R and n, n′ ∈ N, we denote the ring of n × n′ matrices over R by Rn×n′

. We also
denote by Qn×n′

the set of all n×n′ matrices over a subset Q of R. A square matrix A ∈ Rn×n

is said to be invertible if there (uniquely) exists an n × n matrix over R, denoted by A−1,
such that AA−1 = A−1A = In, where In is the identity matrix of order n. When R can be
extended to a skew field F , we call A nonsingular if A is invertible over F and singular if not;
the nonsingularity does not depend on the choice of F . We denote by GLn(R) the group of
n× n invertible matrices over R, i.e., GLn(R) := (Rn×n)

×
.

For a ∈ R× and α = (αi)i∈[n] ∈ Zn, we define D(aα) := diag
(

aαi
)

i∈[n]
, where diag denotes

the diagonal matrix. For an additive map ϕ : R→ R and A ∈ Rn×n′

, let ϕ(A) denote the n×n′

matrix over R obtained by applying ϕ to each entry in A.
Let A ∈ Rn×n′

be a matrix. For I ⊆ [n] and J ⊆ [n′], we denote by A[I, J ] the submatrix
of A consisting of rows I and columns J . When I = [n], we simply write A[J ] := A[[n], J ].

3.1 Matrices over Skew Fields

Let F be a skew field. A right (left) F -module is especially called a right (left) F -vector space.
The dimension of a right (left) F -vector space V is defined as the rank of V as a module, that
is, the cardinality of any basis of V . The usual facts from linear algebra on independent sets
and generating sets in vector spaces are valid even on skew fields [38].

The rank rank A of a matrix A ∈ F n×n′

is the dimension of the right F -vector space spanned
by the column vectors of A, and is equal to the dimension of the left F -vector space spanned by
the row vectors of A. The rank is invariant under (right and left) multiplication of nonsingular
matrices. It is observed that a square matrix A ∈ F n×n is nonsingular if and only if rank A = n.
The rank of A ∈ F n×n′

is equal to the minimum r ∈ N such that there exists a decomposition
A = BC by some B ∈ F n×r and C ∈ F r×n′

[11]. Here we give another characterization of the
rank, which is well-known on the commutative case.

Proposition 3.1. The rank of a matrix A ∈ F n×n′

over a skew field F is equal to the maximum
r ∈ N such that A has a nonsingular r × r submatrix. In addition, A has a nonsingular k × k
submatrix for all k ∈ [0, r].

Proof. We first show the latter part. For k ∈ [0, rank A], we can take a column subset J ⊆ [n′] of
cardinality k such that the column vectors of A[J ] are linearly independent. Since rank A[J ] = k,
there must be I ⊆ [n] of cardinality k such that the row vectors of A[I, J ] is linearly independent.
Then A[I, J ] is a k × k nonsingular submatrix of A due to rank A[I, J ] = k.

The former part is shown as follows. Let r ∈ N be the maximum size of a nonsingular
submatrix of A. It holds rank A ≤ r by the latter part of the claim. To show rank A ≥ r, take
an r × r nonsingular submatrix A[I, J ] of A. Since rank A[I, J ] = r, the set of column vectors
of A indexed by J is linearly independent. Thus we have rank A ≥ r.

We next define the Dieudonné determinant for nonsingular matrices over a skew field. To
describe this, we introduce the Bruhat decomposition as follows. A lower (upper) unitriangular
matrix is a lower (resp. upper) triangular matrix whose diagonal entries are 1.

Proposition 3.2 (Bruhat decomposition [13, Theorem 9.2.2]). A square matrix A ∈ F n×n

over a skew field F can be decomposed as A = LDPU , where L is lower unitriangular, D is
diagonal, P is a permutation matrix, and U is upper unitriangular. If A is nonsingular, this
decomposition is unique.

Let F ×
ab := F × / [F ×, F ×] denote the abelianization of F ×, where [F ×, F ×] :=

〈{

aba−1b−1
∣

∣

a, b ∈ F ×
}〉

is the commutator subgroup of F ×. The Dieudonné determinant Det A of A ∈
GLn(F ), which is decomposed as A = LDPU by Proposition 3.2, is an element of F ×

ab defined
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by

Det A := sgn(P )e1e2 · · · en mod
[

F ×, F ×
]

,

where sgn(P ) ∈ {+1,−1} is the sign of the permutation P and e1, . . . , en ∈ F × are the diagonal
entries of D [14]. In case where F is commutative, the Dieudonné determinant coincides with
the usual determinant.

An elementary matrix over F is a unitriangular matrix En(i, j; e) ∈ GLn(F ) whose the
(i, j)th entry (i 6= j) is e ∈ F and other off-diagonal entries are 0. An elementary operation on
A ∈ F n×m is the (left or right) multiplication of A by an elementary matrix, which corresponds
to adding a left (right) multiple of a row (resp. column) to another row (resp. column) of
A. Denote by En(F ) the subgroup of GLn(F ) generated by elementary matrices. If F is a
field, En(F ) is nothing but the special linear group SLn(F ) := {A ∈ GLn(F ) | det A = 1} [13,
Theorem 3.5.1]. This can be extended to the Dieudonné determinant as follows:

Theorem 3.3 ([13, Theorem 9.2.6]). For a skew field F and n ∈ N, the Dieudonné determinant
gives rise to an exact sequence of groups

1 −→ En(F ) −→ GLn(F )
Det
−→ F ×

ab −→ 1.

Namely, Det : GLn(F )→ F ×
ab is a surjective map satisfying

(D1) Det AB = Det A Det B for A, B ∈ GLn(F ),

(D2) Det A = 1 for A ∈ En(F ),

where the inverse of (D2) also holds, i.e., En(F ) = {A ∈ GLn(F ) | Det A = 1}. It further follows
immediately from the definition of Det that

(D3) Det diag(e1, . . . , en) =
n
∏

i=1

ei mod
[

F ×, F ×
]

for e1, . . . , en ∈ F ×,

where diag(e1, . . . , en) is the diagonal matrix with diagonal entries e1, . . . , en. Indeed, Det is the
unique map satisfying (D1)–(D3) since unitriangular matrices are in En(F ) and any permutation
matrix P can be brought into diag(sgn(P ), 1, . . . , 1) by elementary operations.

3.2 Matrices over Valuation Skew Fields

Let F be a valuation skew field with valuation v. For any A ∈ GLn(F ), we denote by ζ(A) the
valuation of any representative of Det A; this is well-defined because all commutators of F × have
valuation 0. We also define ζ(A) := +∞ for singular A ∈ F n×n. By (V1), (V3) and (D1)–(D3),
it holds

(VD1) ζ(AB) = ζ(A) + ζ(B) for A, B ∈ F n×n,

(VD2) ζ(A) = 0 for A ∈ En(F ),

(VD3) ζ(diag(d1, . . . , dn)) =
n
∑

i=1

v(di) for d1, . . . , dn ∈ F .

By the Bruhat decomposition, ζ : F n×n → R ∪ {+∞} is the unique map satisfying (VD1)–
(VD3), as Taelman [55] observed for deg Det of skew polynomials.

Let M(F ) denote the set of all square matrices of finite order over F . If we see ζ as a function
on M(F ), it satisfies the (real) matrix valuation axioms. To describe this, we shall define the
determinantal sum for two matrices A, B ∈ F n×n′

such that their columns are identical except
for the first columns. The determinantal sum of A and B with respect to the first column is
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an n× n′ matrix over F whose first column is the sum of those of A and B, and other columns
are the same as A. The determinantal sums with respect to other columns and rows are also
defined. We denote the determinantal sum of A and B (with respect to an appropriate column
or row) by A∇B.

A (real) matrix valuation [26] on a skew field F is a map V : M(F ) → R ∪ {+∞} that
satisfies

(MV1) V

(

A O
O B

)

= V (A) + V (B) for A, B ∈ M(F ), where O denotes the zero matrix of

appropriate size,

(MV2) V (A∇B) ≥ min{V (A), V (B)} for A, B ∈ M(F ) such that A∇B is defined,

(MV3) V (1) = 0,

(MV4) V (A) = +∞ for singular A ∈ M(F ),

(MV5) V (A) is unchanged if a column or a row of A is multiplied by −1.

These axioms derive extra useful formulas as follows.

Proposition 3.4 ([26]). For a matrix valuation V on a skew field F , the following hold:

(1) V (AB) = V (A) + V (B) for A, B ∈ F n×n.

(2) V

(

A ∗
O B

)

= V

(

A O
∗ B

)

= V (A)+V (B) for A, B ∈M(F ), where ∗ denotes any matrix

of appropriate size.

(3) The equality in (MV2) holds whenever V (A) 6= V (B).

By Proposition 3.4 (1) and (MV2)–(MV4), a matrix valuation V restricted to F (1 × 1
matrices) is exactly a valuation v on F . This can be extended to M(F ) as ζ, i.e., V = ζ holds.
In general, for any valuation v of F , ζ is a matrix valuation on F [26]; the correspondence
between v and V is clearly bijective. Therefore, a matrix valuation is nothing but a valuation
of the Dieudonné determinant. See also [12, Section 9.3].

For a matrix A ∈ F n×n′

over a valuation skew field F with valuation v, we define

ζk(A) := min
{

ζ(A[I, J ])
∣

∣ I ⊆ [n], J ⊆
[

n′
]

, |I| = |J | = k
}

(15)

for k ∈ [0, min{n, n′}]. Note that ζ0(A) = 0, ζ1(A) is equal to the minimum of the valuation
of an entry in A, and ζn(A) = ζ(A) for A ∈ F n×n. In addition, ζk(A) 6= +∞ if and only if
k ≤ rank A by Proposition 3.1.

Propositions 2.1 and 2.4 are naturally extended to matrices over valuation skew fields and
DVSFs as follows.

Proposition 3.5. Let F be a valuation skew field with valuation v, valuation ring R, and
representative set Q. Then any A ∈ Rn×n′

is uniquely expressed as A = A0 + Ã, where A0 ∈
Qn×n′

and Ã ∈ J(R)n×n′

.

Proposition 3.6. Let F be a DVSF with discrete valuation v and let π and Q be a uniformizer
and a representative set of F , respectively.

(1) For every A ∈ F n×n′

, there uniquely exists a sequence (Ad)d∈Z of n × n′ matrices over
Q such that Ad = O for all but finitely many d < 0 and

A =
∑

d∈Z

Adπd

in the π-adic topology. If ℓ := ζ1(A) ∈ Z, then Ad = O for d < ℓ and Aℓ 6= 0.
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(2) If F is complete and (Ad)d∈Z is a sequence of elements in Q such that Ad = O for all
but finitely many d < 0, the power series (9) converges to an n× n′ matrix A over F .

For a matrix A over a DVR, the matrices A0 in Propositions 3.5 and 3.6 are the same.

3.3 Canonical Forms

Let F be a valuation skew field with valuation ring R. A matrix over F is called proper if its
entries are in R. A proper matrix A ∈ F n×n is particularly called biproper if it is nonsingular
and its inverse is also proper, i.e., A ∈ GLn(R). The (right or left) multiplication by biproper
matrices are called biproper transformations. We establish the Smith–McMillan form of matrices
over F , which is a canonical form under biproper transformations. This is well-known for
matrices over C(s) as the Smith–McMillan form at infinity [45, 60] in the context of control
theory.

Proposition 3.7 (Smith–McMillan form). Let F be a valuation skew field with valuation v
and valuation ring R. For A ∈ F n×n′

of rank r, there exist S ∈ GLn(R), T ∈ GLn′(R) and
d1, . . . , dr ∈ F × such that v(d1) ≤ · · · ≤ v(dr) and

SAT =

(

diag(d1, . . . , dr) O
O O

)

. (16)

In addition, the element di for i ∈ [r] is unique up to multiplication by a unit of R and its
valuation satisfies

v(di) = ζi(A)− ζi−1(A). (17)

Proof. We first construct the desired diagonalization. Suppose that A 6= O and d1 ∈ F × is an
entry in A such that v(d1) = ζ1(A). Multiplying permutation matrices to A from left and right,
we move d1 to the top-left entry. Note that permutation matrices are clearly biproper. Then
we eliminate the first column of A other than the top entry using d1. This can be achieved by
multiplying an elementary matrix En

(

1, i; ad1
−1) to A from left for i = 2, . . . , n, where a is the

(i, 1)st entry of A. Since ad1
−1 ∈ R by v(d1) ≤ v(a), this elementary matrix is biproper. We

similarly eliminate the first row of A other than the left entry. Now A is in the form
(

d1 0
0 B

)

with B ∈ F (n−1)×(n′−1). Iteratively applying the same operation for B as long as B 6= O,
we obtain the decomposition (16). Note that ζ1(A) ≤ ζ1(B) by (V1) and (V2) and hence
v(d1) ≤ · · · ≤ v(dr).

We next show the uniqueness part. Since units of R has valuation 0, the formula (17) implies
the uniqueness of v(d1), . . . , v(dr). Let D be the diagonal matrix constructed above. By the
ordering of d1, . . . , dr, it holds v(di) = ζi(D)−ζi−1(D). Therefore, it suffices to show that ζk(A)
is invariant throughout the above procedure for k ∈ [0, r]. It is clear that ζk(A) does not change
by row and column permutations. Consider multiplying an elementary matrix En(i, j; a) to A
from left, where i, j ∈ [n] with i 6= j and a ∈ R. This corresponds to the operation of adding
the ith row multiplied by a to the jth row. Put A′ := En(i, j; e)A and consider a submatrix
with rows I ⊆ [n] and columns J ⊆ intsetn′ of cardinality k. If j /∈ I, then A′[I, J ] = A[I, J ].
If i, j ∈ I, then A[I, J ] = EA[I, J ] for some elementary matrix E of order k, which means
ζ(A′[I, J ]) = ζ(A[I, J ]) by (VD1) and (VD2). In the remaining case, i.e., i /∈ I ∋ j, we have

A′[I, J ] = A[I, J ]∇ (FA[I ′, J ]),

where I ′ := (I ∪ {i}) \ {j} and C ∈ F n×n is the diagonal matrix having a for the ith diagonal
entry and 1 for other diagonals. By (MV2), it holds

ζ
(

A′[I, J ]
)

≥ min
{

ζ(A[I, J ]), ζ
(

CA[I ′, J ]
)}

(18)

= min
{

ζ(A[I, J ]), ζ
(

A[I ′, J ]
)

+ v(a)
}

.
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Since a ∈ R, we have ζ(A′[I, J ]) ≥ ζk(A). Suppose ζk(A) = ζ(A[I, J ]). If ζk(A) > ζ(A[I ′, J ]) +
v(a), the equality of (18) is attained. If ζk(A) = ζ(A[I ′, J ]) + v(a), then ζk(A) = ζ(A[I ′, J ]) by
v(a) ≥ 0 and ζ(A[I ′, J ]) ≥ ζk(A). In addition, we have ζ(A′[I ′, J ]) = ζ(A[I ′, J ]) from j /∈ I ′,
which means ζ(A′[I ′, J ]) = ζk(A). Hence we have ζk(A′) = ζk(A) in all cases. The proof of the
right multiplication of elementary matrices is the same.

Solving (17) for ζk(A), we have

ζk(A) =
k
∑

i=1

v(di) (19)

for k ∈ [0, rank A]. It is worth mentioning that v(di) ≥ 0 for any A ∈ Rn×n′

and i ∈ [rank A]
since v(d1) = ζ1(A) ≥ 0.

If A is a matrix over a DVSF F , diagonal entries of the Smith–McMillan form of A can be
taken as powers of a uniformizer of F as follows.

Proposition 3.8 (Smith–McMillan form for DVSFs). Let F be a DVSF with valuation ring
R and uniformizer π. For A ∈ F n×n′

of rank r, there exist S ∈ GLn(R), T ∈ GLn′(R), and
unique α = (αi)i∈[r] ∈ Zr such that α1 ≤ · · · ≤ αr and

SAT =

(

D(πα) O
O O

)

. (20)

For i ∈ [r], the integer αi is determined by

αi = ζi(A)− ζi−1(A). (21)

Proof. Let D = S′AT be the Smith–McMillan form of A given in Proposition 3.7. For i ∈ [r],
we define αi as the valuation of the ith diagonal entry di of D. Then (21) follows from (17).
Define a biproper matrix

W :=

(

diag
(

πα1d1
−1, . . . , παr dr

−1) O
O In−r

)

∈ GLn(R).

Then W D = W S′AT = UAV with S := W S′ is equal to the right hand side of (20), as
required.

The equation (19) is rewritten as

ζk(A) =
k
∑

i=1

αi (22)

for k ∈ [0, rank A]. This equation plays an important role in Section 6.1.
We present two propositions for matrices over R which are obtained as corollaries of the

Smith–McMillan form. The first one claims that ζk(A) is nonnegative for any proper matrix
A ∈ Rn×n′

.

Proposition 3.9. Let R be the valuation ring of a valuation skew field. For A ∈ Rn×n′

and
k ∈ [0, min{n, n′}], it holds ζk(A) ≥ 0.

Proof. If k > r with r := rank A, we have ζk(A) = +∞ > 0. If k ≤ r, the claim holds from (19)
and v(d1), . . . , v(dr) ≥ 0.

The second proposition is a characterization of biproper matrices.

Proposition 3.10. Let F be a valuation skew field with valuation ring R, residue skew field K,
and representative set Q, and let ϕ : R→ K be the natural homomorphism. Also, let A ∈ Rn×n

be a square proper matrix and A0 ∈ Qn×n the matrix in Proposition 3.5 with respect to A. Then
the following are equivalent:
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(1) A is biproper.

(2) ζ(A) = 0.

(3) ϕ(A0) is nonsingular.

Proof. Let SAT = D := diag(d1, . . . , dn) be the Smith–McMillan form of A. Since S and T are
biproper, A is biproper if and only if so is D. This is equivalent to v(di) = 0 for all i ∈ [n],
where v is the valuation of F . Since v(di) is nonnegative for i ∈ [n], this condition is further
equivalent to ζ(A) =

∑n
i=1 v(di) = 0, where the first equality is from (19). Thus (1) and (2) are

equivalent.
We next consider (3). Let D0 ∈ Qn×n be the matrix obtained from D by Proposition 3.5. By

the above argument, A is biproper if and only if v(di) = 0 for every i ∈ [n]. This is equivalent to
the nonsingularity of ϕ(D) because for i ∈ [n], the ith diagonal of ϕ(D) is nonzero if and only
if v(di) = 0. Applying ϕ to D = SAT and A = S−1DT −1, we obtain ϕ(D) = ϕ(S)ϕ(A)ϕ(T )
and ϕ(A) = ϕ

(

S−1
)

ϕ(D)ϕ
(

T −1
)

. These imply rank ϕ(D) = rank ϕ(A). In addition, it holds
ϕ(A) = ϕ(A0) and ϕ(D) = ϕ(D0) from A−A0, D−D0 ∈ J(R)n×n. Thus all the statements in
Proposition 3.10 are equivalent.

Finally, we introduce the Jacobson normal form for matrices over PIDs. As stated in Sec-
tion 2.1, any DVR is a PID. For a commutative PID R, the Smith normal form is a celebrated
canonical form of matrices over R under transformations by GLn(R). The Jacobson normal
form [32] is its generalization to general noncommutative PIDs. It can also be seen as a gener-
alization of the Smith–McMillan form over DVRs. Recall from [13, 32] that a nonzero element
c of a domain R is said to be invariant if cR = Rc and a ∈ R \ {0} is called a total divisor of
b ∈ R \ {0} if there exists invariant c ∈ R such that bR ⊆ cR ⊆ aR.

Proposition 3.11 (Jacobson normal form [32, Theorem 16 in Chapter 3]; see [13, Theo-
rem 7.2.1]). Let A ∈ Rn×m be a matrix of rank r over a PID R1. There exist U ∈ GLn(R),
V ∈ GLm(R) and e1, . . . , er ∈ R \ {0} such that ei is a total divisor of ei+1 for i ∈ [r − 1] and

UAV =

(

diag(e1, . . . , er) O
O O

)

.

We can also prove Proposition 3.8 by using Proposition 3.11. Namely, the Smith–McMillan
form over a DVR R can also be seen as a variant of the Jacobson normal form over R regarded
as a PID.

4 Combinatorial Aspects of Valuations and Matrices

4.1 Bipartite Matchings and Matrix Ranks

Let G = (V, E) be an undirected graph. A matching of G is an edge subset M ⊆ E such that no
two distinct edges in M share the same end. A matching M is said to be perfect if every vertex
of G is covered by some edge in G. The matching problem on G is to find a maximum-cardinality
matching of M . An undirected graph is called bipartite if there exists a bipartition of vertices
such that every edge is between different parts in the bipartition. The Kőnig–Egerváry theorem
is a min-max theorem for the bipartite matching problem. To describe it, we shall define a
vertex cover of a graph G as a vertex subset that includes at least one end of every edge of G.

Theorem 4.1 (Kőnig–Egerváry theorem [35]; see [51, Theorem 16.2]). The maximum size of a
matching in a bipartite graph G is equal to the minimum size of a vertex cover of G.

1As explained in Section 2.1, any PID is an Ore domain, i.e., R can be extended to a skew field F . Thus the
rank of A can be defined as that of a matrix over F .
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Bipartite matching and ranks of matrices are closely related. Let A = (Ai,j) ∈ F n×n′

be a
matrix over a skew field F . We associate to A a bipartite graph G(A) with vertex set [n]⊔ [n′]
and edge set

E(A) :=
{

(i, j)
∣

∣ i ∈ [n], j ∈
[

n′
]

, Ai,j 6= 0
}

.

The term-rank of A, introduced by Ore [48], is the maximum size of a matching in G(A). We
denote the term-rank of A by t-rank A. By Theorem 4.1, t-rank A is equal to the optimal value
of the following problem:

minimize n + n′ − s− t
subject to A has a zero block of size s× t,

s ∈ [0, n], t ∈
[

0, n′
]

.

Indeed, t-rank A serves as a combinatorial upper bound on rank A as we well see below.
When F is a field, it immediately follows from the definition of the determinant.

Proposition 4.2. Let A ∈ F n×n′

be a matrix over a skew field F . Then it holds rank A ≤
t-rank A.

Proof. Permuting rows and columns of A, we assume that A is in form of A =
(

X Y
Z O

)

, where O
is the zero matrix of size s× t and t-rank A = n + n′ − s− t. Then we can decompose A as

A =

(

X Y
Z O

)

=

(

X In′−t

Z O

)(

In−s O
O Y

)

. (23)

The size of matrices in the right hand side of (23) is n× p and p×n′ with p := t-rank A. Hence
rank A ≤ t-rank A by the characterization of rank A (see Section 3.1).

4.2 Weighted Bipartite Matchings and Valuations of Determinants

We next consider the weighted bipartite matching problem, which is also called the assignment
problem. Let G = (U ∪ V, E) be a bipartite graph with n := |U | = |V | and w : E → R an
edge weight. The minimum-weight perfect matching problem, or simply the weighted matching
problem, on G with respect to w is defined as the problem of finding a perfect matching M of
G having the minimum weight w(M) among all perfect matchings of G. The dual problem of
the linear programming (LP) relaxation of the weighted bipartite matching problem on G is the
following (see [51, Theorem 17.5]):

maximize
∑

i∈U

pi +
∑

j∈V

qj

subject to pi + qj ≤ w(e) (i ∈ U, j ∈ V, e = {i, j} ∈ E),
pi, qj ∈ R (i ∈ U, j ∈ V ).

By the strong duality of linear programming, the optimal value of the dual problem is equal to
the minimum-weight of a perfect matching in G. In addition, if w is integer-valued, then we
can take optimal (p, q) as integer vectors.

The following complementarity theorem plays an important role in the combinatorial re-
laxation algorithm. Let G = (U ∪ V, E) be a bipartite graph equipped with an edge weight
w : E → R. For a dual feasible solution (p, q), we define a bipartite graph G# = (U ∪V, E#) by

E# := {e ∈ E | pi + qj = w(e) with e = {i, j}, i ∈ U, j ∈ V }. (24)

Namely, G# is the subgraph of G obtained by collecting only the “tight” edges. Then the
following holds from the complementarity theorem of linear programming.
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Proposition 4.3 (complementarity theorem; see [42, Lemma 2.6]). Under the above setting,
(p, q) is optimal if and only if G# has a perfect matching.

Analogously to the relation between the bipartite matching problem and the rank computa-
tion, solving the weighted bipartite matching problem corresponds to computing the valuation
of the Dieudonné determinant. Let A = (Ai,j) ∈ F n×n be a square matrix over a valuation
skew field F with valuation v. Recall from Section 3.2 that ζ(A) denotes the valuation of the
Dieudonné determinant of A. For the bipartite graph G(A) associated with A, we set an edge
weight w : E(A) → R as w(e) := v(Ai,j) for e = {i, j} ∈ E(A). We denote by ζ̂(A) the
minimum-weight of a perfect matching in G(A) with respect to the edge weight w. If G(A) has
no perfect matching, put ζ̂(A) := +∞. If F is a field, then ζ̂(A) ≤ ζ(A) by the definition of the
determinant and the axioms (V1), (V2) of valuations. This inequality is indeed valid even for
noncommutative matrices:

Proposition 4.4. Let A ∈ F n×n be a square matrix over a valuation skew field F . Then it
holds ζ̂(A) ≤ ζ(A).

Proof. By Proposition 4.2, ζ̂(A) = +∞ implies ζ(A) = +∞. Suppose ζ̂(A) < +∞, i.e., G(A)
has a perfect matching. Let (p, q) be a dual optimal solution of the maximum-weight perfect
matching problem on A. We take diagonal matrices P, Q ∈ GLn(F ) such that the valuation of
the ith and the jth diagonal entries of P and Q are pi and qj, respectively, for every i, j ∈ [n]2.
Put B := P −1AQ−1. Then the valuation of the (i, j)th entry of B is w({i, j}) − pi + qj ≥ 0
for all {i, j} ∈ E(A). Thus B is a matrix over the valuation ring of F , and hence ζ(B) ≥ 0 by
Proposition 3.9. By ζ(B) = ζ(A)− ζ̂(A), the desired inequality is proved.

4.3 Valuated Matroids

A valuated matroid, introduced by Dress–Wenzel [15, 16], on a finite set E is a function ω :

2E → R ∪ {−∞} satisfying the following condition:

(VM) For any j ∈ X \ Y , there exists j′ ∈ Y \X such that ω(X) + ω(Y ) ≤ ω(X ∪ {j′} \
{j}) + ω(Y ∪ {j} \ {j′}).

It is easily confirmed that the family {X ⊆ E | ω(X) > −∞} forms a base family of a
matroid over E (assuming the family is nonempty), which means that valuated matroids are
a generalization of matroids. In addition, valuated matroids can be maximized by a greedy
algorithm. Conversely, ω : 2E → R ∪ {−∞} is a valuated matroid if and only if ω + p is
maximized by the greedy algorithm for any linear function p : 2E → R ∪ {−∞} [15]. In this
way, valuated matroids are recognized as a kind of “concave function” on 2E ≃ {0, 1}n.

A typical example of valuated matroids arises from the valuation of determinants of matrices
over a valuation field [15, 16]. Since the proof essentially relies on the Grassmann–Plücker iden-
tity, which is an expansion formula of determinants, it cannot be directly applied to valuation
skew fields. Nevertheless, Hirai [27, Proposition 2.12] presented another proof which is valid
for the degree of rational functions over skew fields. This can be straightforwardly extended to
general valuation skew fields as follows.

Proposition 4.5. Let A ∈ F n×n′

be a matrix over a valuation skew field F . The function
ω : 2[n′] → R ∪ {−∞} given by

ω(J) :=

{

−ζ(A[X]) (|J | = n),

−∞ (otherwise)

for X ⊆ [n′] is a valuated matroid on [n′].
2By the existence of augmenting path algorithms for the weighted matching problem, we can assume that

every component of p and q are integer combination of edge weights. Therefore, for every i, j ∈ [n], there must
exist a, b ∈ F such that v(a) = pi and v(b) = qj , where v is the valuation on F . The matrices P and Q are
obtained by arranging these elements in diagonals.
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Proof. A local characterization [45, Theorem 5.2.25] of valuated matroids claims that ω is a
valuated matroid if and only if (i) {X ⊆ [n′] | ω(X) 6= −∞} forms a base family of a matroid
and (ii) ω satisfies (VM) for X, Y ⊆ [n′] with |X \ Y | = |Y \X| = 2. The condition (i) holds
since the linear independence of column vectors of A defines a matroid.

We show the condition (ii). Let X, Y ⊆ E with ω(X), ω(Y ) 6= −∞ and |X\Y | = |Y \X| = 2.
Put A′ := A[X ∪ Y ]. By a column permutation, we arrange columns of X ∩ Y in the left n− 2
columns of A′ without changing ω. In addition, by elementary row operations, we can assume
without changing ω that A′ is in the form of

(

S T
O U

)

, where S is a nonsingular (n− 2)× (n− 2)
matrix, T is an (n − 2) × 4 matrix, and U is a 2 × 4 matrix. Assume that X \ Y = {1, 2} and
Y \ X = {3, 4}. For distinct j, j′ ∈ {1, 2, 3, 4}, define uj,j′ as the valuation of the Dieudonné
determinant of the 2 × 2 submatrix of U with column set {j, j′}. Then ω((X ∩ Y ) ∪ {j, j′}) =
−ζ(S)− uj,j′ for any distinct j, j′ ∈ {1, 2, 3, 4}. Hence (VM) is equivalent to the following:

(4PT) The minimum value of u1,2 + u3,4, u1,3 + u2,4, u1,4 + u2,3 is attained at least twice.

Now u1,2 6= −∞ by ω(X) 6= −∞. By a column permutation, we assume that the (1, 1)st
entry of U is nonzero. In addition, we make the (2, 1)st entry of U zero using an elementary
row operation. If the (2, 3)rd entry is nonzero, make the (1, 3)rd entry zero in the same way.
Then U is in form of either

U =

(

a c d e
0 b 0 f

)

or

(

a c 0 e
0 b d f

)

.

In the left case, u1,2+u3,4 = u1,4+u2,3 = v(a)+v(b)+v(d)+v(f) and u1,3+u2,4 = +∞, where
v is the valuation of F . In the right case, u1,2+u3,4 = v(a)+v(b)+v(d)+v(e), u1,4+u2,3 = v(a)+
v(f)+v(c)+v(d) and u1,3+u2,4 = v(a)+v(d)+ζ( c e

b f ) ≥ v(a)+v(d)+max{v(c)+v(f), v(b)+v(e)}
by Proposition 3.4 (3). The equality is attained if v(c) + v(f) 6= v(b) + v(e). Hence (4PT) is
satisfied for all cases.

Let R and C be finite sets. Murota [43] introduced a valuated bimatroid over (R, C) as a
function w : 2R × 2C → R ∪ {−∞} satisfying the following conditions:

(VBM1) For any i′ ∈ I ′ \ I, at least one of the following holds:

(a1) ∃j′ ∈ J ′ \ J : w(I, J) + w(I ′, J ′) ≤ w(I ∪ {i′}, J ∪ {j′}) + w(I ′ \ {i′}, J ′ \ {j′}),

(b1) ∃i ∈ I \ I ′: w(I, J) + w(I ′, J ′) ≤ w(I ∪ {i′} \ {i}, J) + w(I ∪ {i} \ {i′}, J ′).

(VBM2) For any j′ ∈ J ′ \ J , at least one of the following holds:

(a2) ∃i ∈ I \ I ′: w(I, J) + w(I ′, J ′) ≤ w(I \ {i}, J \ {j}) + w(I ′ ∪ {i}, J ′ ∪ {j}),

(b2) ∃j′ ∈ J ′ \ J : w(I, J) + w(I ′, J ′) ≤ w(I, J ∪ {j′} \ {j}) + w(I ′, J ∪ {j} \ {j′}).

The following is a noncommutative generalization of [43, Remark 2].

Proposition 4.6. Let A ∈ F n×n′

be a matrix over a valuation skew field F . Define w :

2[n] × 2[n′] → R ∪ {−∞} as

w(I, J) :=

{

−ζ(A[I, J ]) (|I| = |J |),

−∞ (otherwise)

for I ⊆ [n] and J ⊆ [n′]. Then w is a valuated bimatroid.

Proof. To distinguish rows and columns of A, we identify the rows and columns of A with distinct

sets R and C, respectively. Consider an n× (n + n′) skew function matrix B :=
(

In A
)

with

row set R and column set E := R ∪ C. Then there is a one-to-one correspondence between a
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submatrix of A and a submatrix of B with row set R given by 2R×2C ∋ (I, J) 7→ (R, (R\I)∪J) ∈
2R × 2E . In particular, if |I| = |J | =: k, then |R| = |(R \ I) ∪ J | and

ζ(B[(R \ I) ∪ J ]) = ζ

(

Ik A[R \ I, J ]
O A[I, J ]

)

= ζ(A[I, J ]) = −w(I, J).

Define a map ω : E → R ∪ {−∞} by

ω(X) :=

{

−ζ(B[X]) (= w(R \X, X ∩ C)) (|X| = n),

−∞ (otherwise)

for X ⊆ E. Then w satisfies (VBM1) and (VBM2) if and only if ω is a valuated matroid, which
was already shown in Proposition 4.5.

Let w be a valuated bimatroid over (R, C). By a kind of greedy algorithm, one can obtain
sequences ∅ = I0 ⊆ I1 ⊆ · · · In∗ ⊆ R and ∅ = J0 ⊆ J1 ⊆ · · · Jn∗ ⊆ C with n∗ := min{|R|, |C|}
such that (Ik, Jk) is a maximizer of the right-hand side in

dk := {w(I, J) | |I| = |J | = k}

for every k ∈ [0, n∗] [43]. Therefore, from Proposition 4.6, any algorithm to compute valuations
of the Dieudonné determinants can be applied to compute ζk(A) defined by (15).

5 Combinatorial Relaxation Algorithm

Let F be a split DVSF with valuation v, uniformizer π, valuation ring R, coefficient skew
subfield K, and associated higher δ0-derivations (δd)d∈N. Let A = (Ai,j) ∈ F n×n be a square
matrix given as the π-adic expansion

A =
ℓ
∑

d=0

Adπd, (25)

where ℓ ∈ N and A0, . . . , Aℓ ∈ Kn×n. Note that A is a matrix over R. This section describes
the combinatorial relaxation algorithm for computing ζ(A).

5.1 Truncating Higher-Valuation Terms

By technical reasons, our algorithm requires an upper bound M on ζ(A) (or ζ(A) = +∞).
Indeed, we can assume ℓ = O(M) by the following proposition:

Proposition 5.1. Let F be a DVSF with uniformizer π and let A =
∑ℓ

d=0 Adπd ∈ F n×n be a
matrix in form of (25). For any M ∈ N and Ã :=

∑M
d=0 Adπd, the following hold:

(1) If ζ(A) ≤M , then ζ(A) = ζ(Ã).

(2) If ζ(A) > M , then ζ(Ã) > M .

Proof. Let v and R be the valuation and the valuation ring of F , respectively. Recall J(R) =
πR = Rπ from (DVR1) and let ϕ : R→ R/J(R)M+1 be the natural homomorphism. It is easily
checked that ϕ(a) 6= 0 if and only if v(a) ≤ M and ϕ(a) = ϕ(b) 6= 0 implies v(a) = v(b) ≤ M
for a, b ∈ R.

Let P = (Pi,j), Q = (Qi,j) ∈ Rn×n be any square matrices over R with ϕ(P ) = ϕ(Q). Let D
and E be the Smith–McMillan forms of P and Q, respectively. We show ϕ(D) = ϕ(E) by tracing
the procedure to obtain the Smith–McMillan forms D, E given in the proof of Proposition 3.7.
First, we find a matrix entry having the minimum valuation of each P and Q, and move it
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to the top-left. If the minimum valuation ζ1(P ) of an entry in P is larger than M , then
ϕ(P ) = O and thus ϕ(Q) = O by ϕ(P ) = ϕ(Q). Thus ϕ(D) = ϕ(E) = O in this case. Suppose
v(Pi,j) = ζ1(P ) ≤ M . By ϕ(Pi,j) = ϕ(Qi,j) 6= 0, it holds v(Pi,j) = v(Qi,j) and ζ1(P ) = ζ1(Q).
Hence the top-left entries of ϕ(D) and ϕ(E) are the same. After moving the (i, j)th entries in
P and Q to the top-left, we eliminate the first row and columns except for the top-left entries.
Since ϕ is a homomorphism, ϕ(P ) remains to be the same as ϕ(Q) after this elimination.
Applying the above arguments to the bottom-right (n− 1)× (n− 1) submatrix recursively, we
have ϕ(D) = ϕ(E).

Let diag(d1, . . . , dn) and diag
(

d̃1, . . . , d̃n

)

be the Smith–McMillan forms of A and Ã, respec-
tively. By ϕ(A) = ϕ(Ã) and the above arguments, the images of their Smith–McMillan forms
by ϕ are the same, i.e., ϕ(di) = ϕ

(

d̃i
)

for i ∈ [n].
Suppose that ζ(A) ≤ M . From

∑n
i=1 v(di) = ζ(A) ≤ M and v(di) ≥ 0 for i ∈ [n], it

holds v(di) ≤ M and thus ϕ
(

d̃i
)

= ϕ(di) 6= 0. This means v(di) = v
(

d̃i
)

for i ∈ [n]. Hence

ζ(A) =
∑n

i=1 v(di) =
∑n

i=1 v
(

d̃i

)

= ζ(Ã)

Next, suppose that ζ(A) > M . If v(di) ≤ M for all i ∈ [n], then v(di) = v(d̃i) and
ζ(Ã) = ζ(A) > M in the same way as above. If v(dn) > M , then ϕ

(

d̃n
)

= ϕ(dn) = 0, which

implies ζ(Ã) ≥ v
(

d̃n
)

> M .

From Proposition 5.1, we can compute ζ(A) by computing it for Ã :=
∑M

d=0 Adπd instead of
A. Hence we can assume ℓ = O(M) by truncating higher-valuation terms in A.

5.2 Faithful Algorithm

This section describes the combinatorial relaxation algorithm which is faithful to the original
algorithm of Murota [42]. Recall from Section 4.2 that A is associated with the bipartite graph
G(A) equipped with an integral edge weight and ζ̂(A) denotes the minimum weight of a perfect
matching in G(A). By Proposition 4.4, ζ̂(A) serves as a lower bound on ζ(A). We say that A
is upper-tight if ζ̂(A) = ζ(A). The combinatorial relaxation algorithm to compute ζ(A) is the
following:

Faithful Combinatorial Relaxation Algorithm

Phase 0a. Set A1 ← A and k ← 1.

Phase 1a. Compute ζ̂
(

Ak
)

by solving the minimum-weight perfect matching problem. If

ζ̂
(

Ak
)

> M , output +∞ and halt.

Phase 2a. If A is upper-tight, output ζ̂
(

Ak
)

and halt.

Phase 3a. Find Ak+1 ∈ F n×n such that ζ
(

Ak
)

= ζ
(

Ak+1
)

and ζ̂
(

Ak
)

< ζ̂
(

Ak+1
)

. Set
k ← k + 1 and go back to Phase 1a.

Since the input matrix A is over R, each edge in G(A) has a nonnegative weight, from
which ζ̂(A) ≥ 0 holds. Therefore, the number of iterations is at most ζ(A) ≤ M . In the
remaining of this section, we explain details of the upper-testing testing in Phase 2a and the
matrix modification in Phase 3a.

First, we consider Phase 2a. Denote by D
(

Ak
)

the dual problem of the minimum-weight
perfect matching problem on G

(

Ak
)

given in Section 4.2. For p, q ∈ Zn, put

B =
(

Bi,j
)

:= D
(

π−p)AkD
(

π−q). (26)

Then for every i, j ∈ [n], we have

v
(

Bi,j
)

= v
(

π−piAk
i,jπ

−qj
)

= v
(

Ak
i,j

)

− pi − qj,
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which is nonnegative if (p, q) is feasible to D
(

Ak
)

. In particular, if (p, q) is feasible, then
B ∈ Rn×n.

The tight coefficient matrix A# =
(

A#
i,j

)

of Ak with respect to a feasible solution (p, q) of

D(A) is the coefficient matrix of π0 in the π-adic expansion of B. In particular, when F is a
field, A#

i,j is equal to the coefficient of πpi+qj in the π-adic expansion of Ai,j for i, j ∈ [n]. Note

that A# depends on (p, q). Then A# can be used for characterizing the optimality of (p, q) and
the upper-tightness of Ak as follows:

Proposition 5.2. Let A# be the tight coefficient matrix of Ak with respect to an integral feasible
solution (p, q) of D

(

Ak
)

. Then (p, q) is optimal if and only if t-rank A# = n.

Proof. For i, j ∈ [n], the element A#
i,j is nonzero if and only if v

(

A#
i,j

)

= 0, which is equivalent

to v
(

Ak
i,j

)

= pi + qj . Thus G
(

A#
)

coincides with the subgraph G# of G
(

Ak
)

defined by (24)

with respect to (p, q). By Proposition 4.3, having a perfect matching for G
(

A#
)

is equivalent
to the optimality of (p, q).

Proposition 5.3. Let A# be the tight coefficient matrix of Ak with respect to an integral optimal
solution (p, q) of D

(

Ak
)

. Then Ak is upper-tight if and only if A# is nonsingular.

Proof. Since ζ(B) = ζ
(

Ak
)

− ζ̂
(

Ak
)

, the matrix A is upper-tight if and only if ζ(C) = 0. This
is equivalent to the nonsingularity of A# by Proposition 3.10.

By Proposition 5.3, we can check the upper-tightness of Ak just by checking the nonsingu-
larity of A#.

Modification in Phase 3a is as follows. Suppose that Ak is not upper-tight. Since the tight
coefficient matrix A# with respect to an integral dual optimal solution (p, q) is singular by
Proposition 5.3, there exists U ∈ GLn(K) such that

t-rank UA# = rank UA# = rank A# < n. (27)

This U can be obtained by the Gaussian elimination applied to A#. We put Ak+1 := U ′Ak,
where U ′ := D(πp)UD(π−p).

Lemma 5.4. It holds ζ
(

Ak
)

= ζ
(

Ak+1
)

and ζ̂
(

Ak
)

< ζ̂
(

Ak+1
)

.

Proof. We have

ζ(U ′) = ζ(D(πp)) + ζ(U) + ζ
(

D
(

π−p)) = ζ(U) = 0

and hence ζ
(

Ak
)

= ζ
(

Ak+1
)

.

To prove ζ̂
(

Ak
)

< ζ̂
(

Ak+1
)

, it suffices to show that (p, q) is feasible but not optimal to
D
(

Ak+1
)

. We first show the feasibility. Using B defined by (26), we can rewrite Ak+1 as

Ak+1 = U ′Ak = D(πp)UD
(

π−p)D(πp)BD(πq) = D(πp)CD(πq), (28)

where

C := UB. (29)

Since U, B ∈ Rn×n, the matrix C is also over R. Thus we have v
(

Ak+1
i,j

)

≥ pi + qj. Hence (p, q)

is feasible to D
(

Ak+1
)

.
By (28), the tight coefficient matrix of Ak+1 with respect to (p, q) is UA#. Therefore, by

Proposition 5.2, (p, q) is not optimal to D
(

Ak+1
)

.

5.3 Improved Algorithm

To compute Ak+1 in Phase 3a, we need to multiply D(π−p), U , and D(πp) in this order from
left to Ak. This operation includes the computation of the coefficients in the π-adic expansion
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of π−1a for a ∈ R. This, however, is impossible for the computational model assumed in
Section 1.3 because the oracle of computing the inverse of δ0 is needed.

To avoid left-multiplying π−1, we slightly improve the above faithful procedure of combi-
natorial relaxation. The improved algorithm does not modify the input matrix A. Instead,
the algorithm keeps track of ζ̂

(

Ak
)

and the matrix C ∈ Rn×n defined by (29). The improved
algorithm is outlined as follows.

Improved Combinatorial Relaxation Algorithm over DVSFs

Phase 0b. Set γ0 := 0, C0 := A, and k ← 0.

Phase 1b. Compute an integral optimal solution (∆p, ∆q) of D
(

Ck
)

such that ∆p is non-

positive. Set γk+1 := γk + ζ̂
(

Ck
)

. If γk+1 > M , report ζ(A) = +∞ and halt.
Set

Bk+1 := D
(

π−∆p)CkD
(

π−∆q). (30)

Phase 2b. If the coefficient matrix A# := Bk+1
0 of π0 in the π-adic expansion of Bk+1 is

nonsingular, report ζ(A) = γk+1 and halt.

Phase 3b. Take U ∈ GLn(K) satisfying (27) and set Ck+1 := UBk+1. Put k ← k + 1 and
go back to Phase 1b.

The validity of the improved algorithm is guaranteed by the following lemma. We denote
by Π(p, q) the objective function of the dual of the bipartite matching problem, i.e.,

Π(p, q) :=
n
∑

i=1

pi +
n
∑

j=1

qj.

Lemma 5.5. For k ≥ 1, we have γk = Π(p, q) and Bk = D(π−p)AkD(π−q) for some integral
optimal solution (p, q) of D

(

Ak
)

.

Proof. We show the claim by induction on k. The claim is clear when k = 1. Suppose that the
claim holds for some k ≥ 1. By the inductive assumption, A# := Bk

0 is the tight coefficient
matrix of Ak with respect to an optimal solution (p, q) of D

(

Ak
)

. Let U ∈ GLn(K) be a matrix
satisfying (27). We have Ak+1 = D(πp)UD(π−p)Ak and Ck = UBk. Let (∆p, ∆q) be an
optimal solution of D

(

Ck
)

and put p̄ := p + ∆p and q̄ := q + ∆q. Then we have

Ck = UBk = UD
(

π−p)AkD
(

π−q) = D
(

π−p)Ak+1D
(

π−q).

This means that G
(

Ck
)

= G
(

Ak+1
)

and edge weights wCk (e) and wAk+1(e) for e = {i, j} ∈
E
(

Ck
)

= E
(

Ak+1
)

satisfy

wCk (e) = wAk+1(e)− pi − qj

for i, j ∈ [n]. Therefore, (p̄, q̄) is optimal to D
(

Ak+1
)

if and only if (∆p, ∆q) is optimal to D
(

Ck
)

.
Thus we have

γk+1 = γk + ζ̂
(

Ck) = γk + Π(∆p, ∆q) = Π(p̄, q̄)

and

Bk+1 = D
(

π−∆p)CkD
(

π−∆q)

= D
(

π−∆p)D
(

π−p)Ak+1D
(

π−q)D
(

π−∆q)

= D
(

π−p̄)Ak+1D
(

π−q̄),

as required.
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Corollary 5.6. The improved combinatorial relaxation algorithm correctly outputs ζ(A).

Proof. Follows from Propositions 5.3 and 4.4 and Lemmas 5.4 and 5.5, and the assumption on
M .

We require ∆p in Phase 1b to be nonpositive so that we can avoid left-multiplying π−1

in the computation of (30). Here we describe how we can obtain such an optimal solution
(∆p, ∆q) of D

(

Ck
)

. First, we initialize ∆p and ∆q as zero vectors, which is feasible to D
(

Ck
)

as the edge weight is nonnegative. We then iterate the following procedure. Construct the
subgraph G# =

(

[n]⊔ [n], E#
)

of G
(

Ck
)

defined by (24) with respect to (∆p, ∆q). If G# has a
perfect matching, then (∆p, ∆q) is optimal from Proposition 4.3 and we are done. Otherwise,
by Theorem 4.1, there exists I, J ⊆ [n] with |I|+ |J | < n such that (i, j) ∈ E# implies i ∈ I or
j ∈ J . We change (∆p, ∆q) into (∆p′, ∆q′) by

∆p′
i :=

{

∆pi − 1 (i ∈ I),

∆pi (i ∈ [n] \ I),
∆q′

j :=

{

∆qj (j ∈ J),

∆qj + 1 (j ∈ [n] \ J).
(31)

Note that ∆p′
i ≤ 0 by ∆pi ≤ 0 for i ∈ [n]. The following lemma is well-known:

Lemma 5.7 ([37]). Let (∆p, ∆q) be a feasible but not optimal dual solution. Then (∆p′, ∆q′)
given by (31) is also feasible and Π(∆p, ∆q) < Π(∆p′, ∆q′).

By Lemma 5.7, the updated (∆p, ∆q) is an improved feasible solution of D
(

Ck
)

. If γk +
Π(∆p, ∆q) > M , then report ζ(A) = +∞ and halt immediately. Otherwise, go back to the
construction of G# with respect to the updated (∆p, ∆q).

One more implementation issue on computing (30) is left: since the π-adic expansions of
entries in Bk+1 might have infinitely many terms, we cannot store all of them. We thus truncate
higher-valuation terms relying on Proposition 5.1. Let

B̃k+1 :=
M−γk+1
∑

d=0

Bk+1
d πd,

where Bk+1
d ∈ Kn×n is the coefficient matrix of πd in the π-adic expansion of Bk+1 for d ∈ N.

We replace Bk+1 with B̃k+1 in Phase 1b. This operation is called the truncation.

Lemma 5.8. The improved algorithm returns ζ(A) even if the above truncation procedure is
executed.

Proof. We assume that the truncation is executed only at the kth iteration; the general statement
follows from this by induction. From Corollary 5.6, this algorithm outputs ζ

(

B̃k+1
)

+ γk+1 if
ζ
(

B̃k+1
)

+ γk+1 ≤M and +∞ otherwise.
Suppose ζ(A) < M . Since ζ(A) = ζ

(

Ck+1
)

+ γk+1 = ζ
(

Bk+1
)

+ γk+1 by Lemma 5.5, it
holds ζ

(

Bk+1
)

≤ M − γk+1. This means ζ
(

Bk+1
)

= ζ
(

B̃k+1
)

by Proposition 5.1. Thus, the
output of the improved algorithm with truncation coincides with ζ(A). Conversely, suppose
ζ(A) = +∞. Then we have ζ

(

Bk+1
)

= +∞ > M − γk+1, which implies ζ
(

B̃k+1
)

> M − γk+1

by Proposition 5.1 again. Thus, the improved algorithm with truncation outputs +∞.

Now the first half of Theorem 1.1 is proved as follows. Recall that ω denotes the exponent
in the time complexity to multiply two matrices over K.

Proof (of the first half of Theorem 1.1). The validity of the algorithm follows from Lemma 5.8.
We analyze the running time.

Suppose that the algorithm is implemented in a way that C ∈ Rn×n and γ ∈ N is updated
repeatedly. Let m be the number of times the algorithm applied (31) in total. We have
m ≤M because one application of (31) increases γ at least by 1. In each application, we solve
the bipartite matching problem, which can be solved in O

(

n2.5
)

-time by the Hopcroft–Karp
algorithm [29]. Thus the total time complexity of this part is O

(

mn2.5
)

= O
(

Mn2.5
)

.
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For every i, j ∈ [n], the (i, j)th entry in C is multiplied by π from left at most m times
because one application of (31) increases ∆pi by at most 1. We compute the leading O(M)
coefficients in the π-adic expansion of each entry in πC. This can be done in O(M2)-time by (14).
Since C has n2 entries, the total running time of this process is O

(

mM2n2
)

= O
(

M3n2
)

.
Matrix computations in Phase 2b and Phase 3b can be done in O(Mnω)-time per each

iteration as Bk+1 contains O(M) terms due to the truncation. Summing it over O(M) iterations,
we obtain O

(

M2nω
)

-time in total. Thus the desired time complexity is attained.

6 Matrix Expansion Algorithm

Let F be a split DVSF with valuation v, uniformizer π, valuation ring R, coefficient skew
subfield K, and associated higher δ0-derivations (δd)d∈N. Let A = (Ai,j) ∈ F n×n be a square
matrix given as the π-adic expansion (25) and suppose that ζ(A) ≤ M or ζ(A) = +∞. This
section describes the matrix expansion algorithm for computing ζ(A).

6.1 Expanded Matrices

For i, d ∈ N, let A
(i)
d ∈ Kn×n denote the coefficient matrix of πd in the π-adic expansion of πiA.

Namely, for i ∈ N, the matrix πiA is written as

πiA =
∞
∑

d=0

A
(i)
d πd.

Note that A
(i)
d = O for d < i as the valuations of entries in πiA are at least i. For µ ∈ N, we

define the µth-order expanded matrix Ωµ(A) of A as the following µn× µn block matrix

Ωµ(A) :=





























A
(0)
0 A

(0)
1 A

(0)
µ−1

O A
(1)
1 A

(1)
2 A

(1)
µ−1

A
(µ−2)
µ−2 A

(µ−2)
µ−1

O O A
(µ−1)
µ−1





























∈ Kµn×µn. (32)

Expanded matrices satisfy the multiplicativity as follows (see also [17, Section 1.2]). This is an
extension of the result in [59] for rational function matrices over C.

Lemma 6.1. Let A ∈ Rn×n and B ∈ Rn×n be matrices over a split DVR R. Then it holds

Ωµ(AB) = Ωµ(A)Ωµ(B)

for µ ∈ N.

Proof. Fix i ∈ [0, µ− 1] and let πiA =
∑∞

d=0 A
(i)
d πd be the π-adic expansion of πiA, where π is

a uniformizer of R. Similarly, for d ∈ [0, µ− 1], let πdB =
∑∞

j=0 B
(d)
j πj be the π-adic expansion

of πdB. Then it holds

πiAB =

(

∞
∑

d=0

A
(i)
d πd

)

B =
∞
∑

d=0

A
(i)
d





∞
∑

j=0

B
(d)
j πj



 =
∞
∑

j=0





j
∑

d=0

A
(i)
d B

(d)
j



πj, (33)

where the inner sum of the last term stops at d = j by B
(d)
j = O for j < d. The equality (33)

implies that the coefficient matrix of πj in the π-adic expansion of πiAB is

j
∑

d=0

A
(i)
d B

(d)
j =

µ−1
∑

d=0

A
(i)
d B

(d)
j
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for j < µ, which is equal to the (i + 1, j + 1)st entry of Ωµ(A)Ωµ(B).

Let ωµ(A) denote the rank of Ωµ(A). The following lemma claims that ωµ(A) coincides with
that of the Smith–McMillan form (see Proposition 3.8) of A.

Lemma 6.2. Let A ∈ Rn×n be a matrix over a split DVR R. Then it holds ωµ(A) = ωµ(D) for
µ ∈ N, where D is the Smith–McMillan form of A.

Proof. Let S ∈ Rn×n and T ∈ Rn×n be biproper matrices such that SAT = D. From Lemma 6.1,
we have

ωµ(D) = rank Ωµ(SAT ) = rank Ωµ(S)Ωµ(A)Ωµ(T ).

For i ∈ N, let S
(i)
i be the coefficient matrix of πi in the π-adic expansion of πiS, where π is

a uniformizer of R. Then S
(i)
i is equal to the coefficient matrix of π0 in the π-adic expansion

of π−iSπi. Now π−iSπi is biproper by
(

π−iSπi
)−1

= π−iS−1πi. Thus, S
(i)
i is nonsingular

from Proposition 3.10. Since Ωµ(S) is a block triangular matrix having S
(i)
i for the (i + 1)st

diagonal block, it is nonsingular. Similarly, Ωµ(T ) is nonsingular. Therefore, we have ωµ(D) =
ωµ(A).

Let 0 ≤ α1 ≤ · · · ≤ αr be the exponents of the Smith–McMillan form of A ∈ Rn×n with
r := rank A. Put

Nd := |{i ∈ [r] | αi ≤ d}| (34)

for d ∈ N. Lemma 6.2 leads us to the following lemma; a similar result based on the Kronecker
canonical form is also known for matrix pencils over a field [31, Theorem 2.3].

Lemma 6.3. Let A ∈ Rn×n be a matrix over a split DVR R. For µ ∈ N, it holds

ωµ(A) =
µ−1
∑

d=0

Nd, (35)

where Nd is defined by (34).

Proof. Let D be the Smith–McMillan form of A and D
(i)
d ∈ Rn×n the coefficient matrix of πd

in the π-adic expansion of πiD for i, d ∈ N. Since entries of D are powers of π, the matrix D

commutes with π. This implies D
(i)
d = D

(0)
d−i =: Dd−i for d ≥ i. Now Ωµ(D) is in the form

Ωµ(D) =





















D0 D1 Dµ−2 Dµ−1

O Dµ−2

D1

O O D0





















. (36)

Let α1, . . . , αr be the exponents of the Smith–McMillan form D, where r := rank A. The ith
diagonal entry of Dd is 1 if i ≤ r and αi = d, and 0 otherwise. Thus from (36), each row and
column in Ωµ(D) has at most one nonzero entry. Hence ωµ(D), which is equal to ωµ(A) by
Lemma 6.2, is equal to the number of nonzero entries in Ωµ(D). It is easily checked that the
(µ− d)th block row of Ωµ(D) contains Nd nonzero entries for d ∈ [0, µ− 1].

The equality (35) is a key identity that connects ωµ(A) and the Smith–McMillan form of A.
We remark that (35) can be rewritten as

Nd = ωd+1(A)− ωd(A) (37)

for d ∈ N.
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6.2 Legendre Conjugacy

Let A ∈ Rn×n be a matrix of rank r and α1 ≤ . . . ≤ αr the exponents of the Smith–McMillan
form of A. Put ζk := ζk(A) for k = [0, r], where ζk(A) is defined by (15). From αk ≤ αk+1

and (21), an inequality ζk−1 + ζk+1 ≥ 2ζk holds for all k ∈ [r − 1]. In addition, for µ ∈ N put
ωµ := ωµ(A) and define Nµ by (34). From Nµ−1 ≤ Nµ and (37), we have ωµ−1 + ωµ+1 ≥ 2ωµ

for all µ ≥ 1. These two inequalities for dk and ωµ indicate the convexity of ζk and ωµ in the
following sense. A (discrete) function f : Z→ Z ∪ {+∞} is said to be convex if

f(x− 1) + f(x + 1) ≥ 2f(x)

for all x ∈ Z. We call a function g : Z→ Z ∪ {−∞} concave if −g is convex. An integer sequence
(ak)k∈K indexed by K ⊆ Z can be identified with a function ǎ : Z→ Z ∪ {+∞} by letting ǎ(k)
be ak if k ∈ K and +∞ otherwise. We can also identify a with â : Z → Z ∪ {−∞} defined
by â(k) := ak if k ∈ K and â(k) := −∞ otherwise. In this way, we identify (ζ0, ζ1, . . . , ζr) and
(ω0, ω1, ω2, . . . ) with discrete functions ζ̌ : Z→ Z ∪ {−∞} and ω̂ : Z→ Z ∪ {+∞}, respectively.
From the argument in the previous paragraph, both (ζ0, ζ1, . . . , ζr) and (ω0, ω1, ω2, . . . ) are
convex. Let f : Z→ Z ∪ {+∞} be a function such that f(x) ∈ Z for some x ∈ Z. The concave
conjugate of f is a function f◦ : Z→ Z ∪ {−∞} defined by

f◦(y) := inf
x∈Z

(f(x)− xy)

for y ∈ Z. Similarly for a function g : Z→ Z ∪ {−∞} with g(y) ∈ Z for some y ∈ Z, the convex
conjugate of g is a function g• : Z→ Z ∪ {+∞} given by

g•(x) := sup
y∈Z

(g(y) + xy)

for x ∈ Z. The maps f 7→ f◦ and g 7→ g• are referred to as the concave and convex discrete
Legendre transform, respectively. In general f◦ is concave and g• is convex. If f is convex and
g is concave,

(f◦)• = f, (g•)◦ = g (38)

hold. Hence the Legendre transformation establishes a one-to-one correspondence between
discrete convex and concave functions. See [44] for details of discrete convex/concave functions
and their Legendre transform.

Indeed, the sequences of ζk and −ωµ are in the relation of Legendre conjugate. This can
be shown from the key identities (22) and (35) that connect ζk(A) and ωµ(A) through the
Smith–McMillan form of A.

Theorem 6.4. Let A ∈ Rn×n be a matrix of rank r over a split DVR R. Then it holds

ζk(A) = max
µ≥0

(kµ− ωµ(A)) (0 ≤ k ≤ r), (39)

ωµ(A) = max
0≤k≤r

(kµ− ζk(A)) (µ ≥ 0). (40)

Proof. Put ζk := ζk(A) for k ∈ [0, r] and ωµ := ωµ(A) for µ ∈ N. Since (ζ0, ζ1, . . . , ζr) is convex
and (−ω0,−ω1,−ω2, . . . ) is concave, (39) and (40) are equivalent by (38). We show (40) as
follows.

First we give an equality

ωµ = rµ−
r
∑

i=1

min{αi, µ} (41)
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x

y

µ

α1

α2

αr−1

αr

O 1 2 r − 1 r· · ·

ωµ

∑r
i=1 min{αi, µ}

Figure 1: Graphic explanation of (41).

for µ ∈ N, where α1 ≤ · · · ≤ αr are the exponents of the Smith–McMillan form of A. Figure 1
graphically shows this equality. Let x and y be the coordinates along the horizontal and vertical
axes in Figure 1, respectively. For i ∈ [r], the height of the dotted rectangle with i− 1 ≤ x < i
is min{αi, µ}. Hence the area of the dotted region is equal to

∑r
i=1 min{αi, µ}. In addition, the

width of the white rectangle with d ≤ y < d + 1 is equal to Nd for d = 0, . . . , µ− 1, where Nd is
defined by (34). Hence the area of the white stepped region is equal to N0 + · · · + Nµ−1 = ωµ

by (35). Now we have (41) since the sum of the areas of these two regions is rµ.
Substituting (22) into the right hand side of (40), we have

max
0≤k≤r

(kµ− ζk) = max
0≤k≤r

k
∑

i=1

(µ− αi) = k∗µ−
k∗

∑

i=1

αi, (42)

where k∗ is the maximum 0 ≤ k ≤ r such that αk ≤ µ. Since min{αi, µ} is αi if i ≤ k∗ and µ if
i > k∗, it holds

r
∑

i=1

min{αi, µ} = (r − k∗)µ +
k∗

∑

i=1

αi. (43)

From (42) and (43), we have

max
0≤k≤r

(kµ− ζk) = rµ−
r
∑

i=1

min{αi, µ},

in which the right hand side is equal to ωµ by (41).

6.3 Reduction and Algorithm

We finally apply Theorem 6.4 to the computation of ζ(A) via the following lemma.

Lemma 6.5. Let A ∈ F n×n be a matrix (25) of rank r over a split DVSF F such that ζ(A) ≤M
or ζ(A) = +∞. Then A is nonsingular if and only if ωM+1(A)− ωM(A) = n. Furthermore, if
A is nonsingular, then it holds

ζ(A) = Mn− ωM(A). (44)

Proof. It holds ωM+1(A) − ωM (A) = NM ≤ n by (37). If A is singular, then NM must be less
than n. If A is nonsingular, then αi is at most M for all i ∈ [r], which means NM = n.
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Suppose that A is nonsingular. From (35) and (39), it holds

ζ(A) = max
µ≥0

µ−1
∑

d=0

(n−Nd). (45)

Since N0 ≤ N1 ≤ · · · ≤ NM = NM+1 = · · · = n, the maximum value of the right hand side
of (45) is attained by µ = M . Thus we have (44).

From Lemma 6.5, we can compute ζ(A) just by calculating ωM(A) and ωM+1(A); we call
this the matrix expansion algorithm. These matrices can be constructed in O

(

M3n2
)

-time
by repeatedly applying (14) and the rank computation can be done in O(Mωnω) arithmetic
operations on K. Thus we have the last half of Theorem 1.2.

7 Estimating Upper Bounds

7.1 Bounds for Skew Polynomial Rings

Let R be a split DVR with coefficient skew subfield K. In the algorithms presented in Sections 5
and 6, we assume that an upper bound M of ζ(A) is known beforehand (or ζ(A) = +∞) for
A ∈ Rn×n. How can we know such M? Recall that entries in the input matrix A ∈ Rn×n in (25)
contain terms having valuations at most ℓ. One optimistic estimation of the upper bound is ℓn.
From the definition of the determinant, this is valid when R is commutative, or equivalently, R
is isomorphic to a subring of K[[s]]. This can be extended to the case of skew polynomial rings
as follows.

Let K be a skew field equipped with an automorphism σ and a left σ-derivation δ. As
stated in Example 2.8, the skew inverse Laurent series field K

((

s−1; σ, δ
))

forms a complete
split DVR with valuation − deg and uniformizer s−1. We denote by K

[[

s−1; σ, δ
]]

the valuation
ring of K

((

s−1; σ, δ
))

. From Example 2.11, K
[[

s−1; σ, δ
]]

is isomorphic to K
[[

t; (δd)
]]

by an
isomorphism s−1 7→ t, where δd is given by (13) for d ∈ N.

Proposition 7.1. Let F := K
((

s−1; σ, δ
))

be a skew inverse Laurent field over a skew field

K. For a nonsingular matrix A =
∑ℓ

d=0 Ads−d ∈ F n×n with A0, . . . , Aℓ ∈ Kn×n, we have
ζ(A) = − deg Det A ≤ ℓn.

Proof. Consider

B := Asℓ =
ℓ
∑

d=0

Aℓ−dsd ∈ K[s; σ, δ]n×n.

Since ζ(B) = ζ(A)+ ζ(Insℓ) = ζ(A)+ nℓ, it suffices to show −ζ(B) = deg Det B is nonnegative.
The skew polynomial ring K[s; σ, δ] is known to be a (left and right) PID [23, Theorem 2.8]

as the usual polynomial ring K[s]. Let D = UBV be the Jacobson normal form of B (see
Proposition 3.11). Here, U, V ∈ GLn(K[s; σ, δ]) ⊆ GLn(K

[[

s−1; σ, δ
]]

) are biproper matrices.
By Proposition 3.10, we have ζ(D) = ζ(U)+ζ(B)+ζ(V ) = ζ(B). Since diagonal entries in D are
nonzero skew polynomials, they have nonnegative degrees. Thus we have ζ(B) = ζ(D) ≥ 0.

A skew polynomial matrix over K refers to a matrix over a skew polynomial ring over K. As
we have shown in the proof of Proposition 7.1, for a skew polynomial matrix A =

∑ℓ
d=0 Aℓ−dsℓ ∈

K[s; σ, δ]n×n, we can reduce the computation of deg Det A into that of − det Det As−ℓ, where

As−ℓ =
ℓ
∑

d=0

Ads−d ∈ K
((

s−1; σ, δ
))n×n

.

From Proposition 7.1, we can set M := ℓn for As−ℓ. The coefficients of s−1a satisfy the following
recursion formula.
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Lemma 7.2. Let a =
∑∞

d=0 ads−d ∈ K
[[

s−1; σ, δ
]]

with ad ∈ K for d ∈ N. The coefficient bd of
s−d in s−1a satisfies

bd =

{

σ−1(ad−1 − δ(bd−1)) (d ≥ 1),

0 (d = 0).
(46)

Proof. By (3), we have

a = s
(

s−1a
)

(47)

= s
∞
∑

d=0

bds−d

=
∞
∑

d=0

(σ(bd)s + δ(bd))s−d

= σ(b0)s +
∞
∑

d=0

(σ(bd+1) + δ(bd))s−d.

The equation (47) means σ(b0) = 0 and σ(bd+1) + δ(bd) = ad for d ∈ N, which imply (46).

From (46), we can compute the leading M coefficients of s−1a by O(M) applications of σ−1

and δ. This is improved from O
(

M2
)

based on (14). Applying this improvement and plugging
ℓn into M in the time complexities in Theorem 1.1, we obtain Theorem 1.2. We can compute
ord Det of matrices over K[s; σ] in the same way. See Section 9 for an application of these
computations to differential equations.

7.2 Characterizing Split DVSFs with Bounds

In Section 7.1, we described that the valuation of the Dieudonné determinant of nonsingular
A =

∑ℓ
d=0 Adπd ∈ F n×n is bounded by ℓn when F is a skew inverse Laurent series field. Indeed,

the converse also holds in the following sense.

Theorem 7.3. Let F be a complete split DVSF with coefficient skew subfield K and uniformizer
π. Then every A =

∑ℓ
d=0 Adπℓ ∈ GLn(F ) with A0, . . . , Ad ∈ Kn×n satisfies ζ(A) ≤ ℓn if and

only if F is isomorphic to K
((

s−1; σ, δ
))

with some automorphism σ and left σ-derivation δ on
K.

Proof. The “if” part was shown in Proposition 7.1. We show the “only if” part. Let (δd)d∈N

be the higher δ0-derivatives corresponding to a complete split DVSF F . We put σ := δ0
−1 and

δ := −δ0
−1δ1δ0

−1. The motivation of these notations is the following: if F is isomorphic to
K
((

s−1; σ′, δ′
))

, then σ′ = σ and δ′ = δ by (13). We can check that σ is an automorphism and
δ is a left σ-derivation.

For a ∈ K, we put π−1aπ =: a′ =
∑∞

d=0 a′
dπd with a′

0, a′
1, . . . ∈ K. We first show that if

a′
d = 0 for any a ∈ K and d ≥ 2, then F is isomorphic to K

((

s−1; σ, δ
))

. Suppose that F
satisfies this assumption and put s := π−1. Then it holds

sa = π−1a = a′π−1 = a′
0π−1 + a′

1 = a′
0s + a′

1 (48)

for a ∈ K. From a = πa′π−1 and (14) for d = 0, 1, we have a = δ0

(

a′
0

)

and 0 = δ0

(

a′
1

)

+ δ1

(

a′
0

)

.
Solving these qualities for a′

0 and a′
1, we obtain

a′
0 = δ0

−1(a) = σ(a), (49)

a′
1 = δ0

−1(−δ1
(

a′
0

))

= −
(

δ0
−1δ1δ0

−1)(a) = δ(a). (50)

Substituting (49) and (50) into (48), we have

sa = σ(a)s + δ(a),
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which is nothing but the commutation rule (3) of the skew polynomial ring K[s; σ, δ]. Hence the
ring generated by π−1 over K, its Ore quotient skew field, and its completion F with respect
to the π-adic topology are isomorphic to K[s; σ, δ], K(s; σ, δ), and K

((

s−1; σ, δ
))

, respectively.
Next, suppose that F is not isomorphic to K

((

s−1; σ, δ
))

. From the contraposition of the
above proof, there exists a ∈ K such that a′

d 6= 0 for some d ≥ 2; take such a and let k ≥ 2 be
the minimum number with a′

k 6= 0. Consider

A :=

(

0 0
1 a′

0

)

+

(

1 a
0 a′

1

)

π =

(

π aπ
1 a′

0 + a′
1π

)

∈ F 2×2.

The values of ℓ and n for A are ℓ = 1 and n = 2. Multiplying an elementary matrix, we can
transform A into

B :=

(

1 0
−π−1 1

)

A =

(

π aπ
0 a′

0 + a′
1π − π−1aπ

)

=

(

π aπ
0 −

∑∞
d=k a′

dπd

)

.

Thus, A is nonsingular and it holds

ζ(A) = ζ(B) = v(π) + v

(

∞
∑

d=k

a′
dπd

)

= 1 + k > 2 = ℓn,

where v is the valuation on F .

Theorem 7.3 means that the condition “ζ(A) ≤ ℓn for any A =
∑ℓ

d=0 Adπd ∈ GLn(F )” serves
as a characterization of skew inverse Laurent series fields. In this way, skew polynomials arise
not only from an algebraic abstraction of linear differential/difference equations but also from
the most natural condition for which the combinatorial relaxation and the matrix expansion
algorithms are applicable.

8 Application 1: Weighted Edmonds’ Problem

This section describes applications of our algorithm to (commutative/noncommutative) weighted
Edmonds’ problem (WEP). Throughout this section, we assume the arithmetic model on a field
K.

Let A =
∑ℓ

d=0 Ad−ℓs
d be a square commutative or noncommutative linear polynomial ma-

trix (2) over K. That is, A is in L(s)n×n, where L := K(x1, . . . , xm) in the commutative case
and L := K<( x1, . . . , xm>) in the noncommutative case. Note that L(s) is a split DVSF with
valuation − deg. Instead of A, we deal with the following matrix

As−ℓ =
ℓ
∑

d=0

Ads−d.

Then we can compute ζ(A) = − deg Det A from ζ(As−ℓ) by ζ(A) = ζ(As−ℓ)−ℓn. Since L(s) is a
special case of skew rational function fields over L, i.e., L(s) = L(s; id, 0), we have ζ(As−ℓ) ≤ ℓn
when A is nonsingular by Proposition 7.1.

First, consider the combinatorial relaxation algorithm presented in Section 5. Since one
cannot perform arithmetic operations on L efficiently, it is not immediate to apply the com-
binatorial relaxation algorithm to As−ℓ. In particular, the procedure of finding the matrix
U ∈ GLn(L) in Phase 3b based on the Gaussian elimination on L requires exponential number
of arithmetic operations on K. Nevertheless, in the noncommutative case, we can make use of
the following property on nc-linear matrices given by Fortin–Reutenauer [20].

Theorem 8.1 ([20, Theorem 1]). For an nc-linear matrix B ∈ K<( x1, . . . , xm>) n×n′

over a field
K, there exist U ∈ GLn(K) and V ∈ GLn′(K) such that t-rank UBV = rank B.
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The problem of finding U and V satisfying t-rank UBV = rank B, which is a variant of nc-
Edmonds’ problem by Theorem 8.1, is called the maximum vanishing subspace problem (MVSP)
due to Hamada–Hirai [25]. The MVSP can be solved in deterministic polynomial-time [25, 30].
Therefore, by using the algorithms in [25, 30] as oracles, we obtain a deterministic polynomial-
time algorithm for the nc-WEP. This algorithm indeed coincides with the steepest gradient
descent algorithm given by Hirai [27].

Theorem 8.2 ([27, Theorem 4.4]). The nc-WEP for over a field K can be solved in determin-
istic O

(

ℓ2mnω+2 + TMVSP(n, m)ℓn
)

-time, where TMVSP(n, m) denotes the time needed to solve
the MVSP for an n× n nc-linear matrix with m symbols over K.

Proof. In Phase 3b of each iteration, we solve the MVSP to obtain U, V ∈ GLn(K) and put
Ck+1 := UBk+1V . This matrix multiplication can be done in O

(

ℓmnω+1
)

arithmetic operations
on K. Since the number of iterations is O(ℓn), we obtain the desired time complexity.

We remark that the time complexity in Theorem 8.2 is in terms of the arithmetic model
on K. In case of K = Q, the bit-lengths of intermediate numbers are not bounded, even if an
algorithm for MVSP guarantees the bounded bit-length. In addition, since Theorem 8.2 relies
on Theorem 8.1, we cannot apply the combinatorial relaxation for the commutative problem.

We next apply the matrix expansion algorithm in Section 6 to the WEP. This application
is rather immediate than that of the combinatorial relaxation algorithm. Namely, if A is a com-
mutative (noncommutative) linear polynomial matrix over a field K, then the expanded matrix
Ωµ(As−ℓ) given by (32) is a commutative (resp. noncommutative) linear matrix. Hence the
rank computation of Ωµ(As−ℓ) is nothing but solving the commutative (resp. noncommutative)
Edmonds’ problem. By Lemma 6.5 and Proposition 7.1, we obtain the following:

Theorem 8.3. The commutative (noncommutative) WEP over a field K can be solved in deter-
ministic O

(

TEP(ℓn2, m)
)

-time, where TEP(n, m) denotes the time needed to solve commutative
(resp. noncommutative) Edmonds’ problem for an n × n commutative (resp. noncommutative)
linear matrix with m symbols over K.

The algorithms of Gurvits [24] and Ivanyos et al. [30] deterministically solve nc-Edmonds’
problem with polynomially bounded bit complexity when K = Q. Using these algorithm as
oracles, we obtain Theorem 1.3.

Remark 8.4. In view of combinatorial optimization, the algorithm given in Theorem 1.3 is
regarded as pseudo-polynomial time algorithms since the running time depends on a polynomial
of the maximum exponent ℓ of s instead of poly(log ℓ). Recently, Hirai–Ikeda [28] presented
algorithms to solve the nc-WEP over K for an nc-linear polynomial matrix in form of

A =
m
∑

k=0

Akxkswk , (51)

where A1, . . . , Am ∈ Kn×n and w1, . . . , wm ∈ Z. The nc-WEP for (51) includes the weighted
linear matroid intersection problem. An algorithm of Hirai–Ikeda runs in strongly polynomial
time, i.e., it runs in time polynomial of n and m.

As an extension of a different direction, it is natural to try to solve the (commutative) WEP
for

A =
m
∑

k=0

Akswk , (52)

where A1, . . . , Am ∈ Kn×n and w1, . . . , wm ∈ Z. However, setting wk := (n + 1)k for k ∈ [m]
would make the rank of (52) the same as that of a linear matrix

∑m
k=0 Akxk ∈ K[x1, . . . , xm]n×n

(the Kronecker substitution). Since giving a deterministic polynomial-time algorithm for Ed-
monds’ problem has been open for more than half a century, computing deg det of (52) is also
quite challenging.
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9 Application 2: Linear Differential/Difference Equations

In this section, we explain that dimensions of solution spaces of linear differential and difference
equations can be characterized as valuations of the Dieudonné determinants. These formulas
provide applications of our algorithms to analyses of linear time-varying systems.

9.1 σ-Differential Equations

Let R be a commutative ring endowed with a ring automorphism σ : R → R and a left σ-
derivation δ : R → R. A σ-differential ring is the triple (R, σ, δ), or R itself when σ and δ are
clear. A σ-differential field is a σ-differential ring which is a field. If σ = id, then σ-differential
rings and fields are simply called differential rings and fields. Similarly, σ-differential rings and
fields with δ = 0 are called difference rings and fields.

A constant of a σ-differential ring (R, σ, δ) is an element a ∈ R such that σ(a) = a and
δ(a) = 0. The set of all constants of (R, σ, δ) is denoted by Constσ,δ(R) or by Const(R). It is
easily checked that Const(R) is a subring of R, and if R is a field, so is Const(R).

An additive map θ : R→ R is said to be pseudo-linear if it satisfies

θ(ab) = σ(a)θ(b) + δ(a)b (53)

for all a, b ∈ R. Recall from Example 2.8 that R[s; σ, δ] denotes the skew polynomial ring
over (R, σ, δ). Then θ induces a left R[s; σ, δ]-module structure on R, where the action • :

R[s; σ, δ] ×R→ R is defined by

(

ℓ
∑

d=0

adsd

)

• b :=
ℓ
∑

d=0

adθd(b) (54)

for a0, . . . , aℓ, b ∈ R. It can be checked that • satisfies the axioms of actions; for example, by (3)
and (53), it holds

(sa) • b = (σ(a)s + δ(a)) • b = σ(a)θ(b) + δ(a)b = θ(ab) = s • (ab)

for a, b ∈ R. Abusing notations, we represent by θ in place of s the indeterminate of the skew
polynomial ring that acts on R by (54). We also write p • b as p(b) for p ∈ R[θ; σ, δ].

An ℓth-order (scalar) linear σ-differential equation over R is an equation for y ∈ R in the
form of

a0y + a1θ(y) + · · ·+ aℓ−1θℓ−1(y) + aℓθ
ℓ(y) = f, (55)

where a0, . . . , aℓ, f ∈ R. The equation (55) can be written as p(y) = f by using a skew
polynomial p := a0 +a1θ + · · ·+aℓθ

ℓ ∈ R[θ; σ, δ]. We call θ in (55) the σ-differential operator. If
σ = id and θ = δ, then σ-differential equations are called linear differential equations. Similarly,
if δ = 0 and θ = σ, then σ-differential equations are said to be linear difference equations. The
equation (55) is said to be homogeneous when f = 0 and inhomogeneous when f 6= 0.

Let θ(y) denotes (θ(yi))i∈[n] for y = (yi)i∈[n] ∈ Rn. An ℓth-order n-dimensional (matrix)
linear σ-differential equation over R is an equation for y ∈ Rn in form of

A0y + A1θ(y) + · · ·+ Aℓ−1θℓ−1(y) + Aℓθ
ℓ(y) = f, (56)

where A0, . . . , Aℓ ∈ Rn×n and f ∈ Rn. Using a skew polynomial matrix A := A0 + A1θ + · · ·+
Aℓθ

ℓ ∈ R[θ; σ, δ]n×n, the equation (56) is simply expressed as

A(y) = f. (57)
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The solution space of (57) is defined as V := {y ∈ Rn | A(y) = f}. It is easily checked that V
forms an affine module3 over Const(R) unless V = ∅.

Suppose that R is a field K. Indeed, any σ-differential equation over a σ-differential field
is essentially either a (usual) differential or difference equation. This follows from the following
facts.

Proposition 9.1 ([4, Lemma 5], [5, Lemma 1]). Let (K, σ, δ) be a σ-differential field. Then the
following hold:

(1) An additive map θ : K → K is pseudo-linear if and only if it is in the form of γσ + δ
for some γ ∈ K.

(2) If σ 6= id, then there exists α ∈ K such that δ = α(σ − id).

By Proposition 9.1, a pseudo-linear map θ can be written as θ = δ + γ if α = id and as
θ = (α+γ)σ+α if σ 6= id. Expanding θd for d = 1, . . . , ℓ using these equations, any σ-differential
equation p(y) = 0 with p ∈ K[θ; σ, δ] is represented as q(y) = 0 for some q ∈ K[δ; id, δ] if σ = id
and as q′(y) = 0 for some q′ ∈ K[σ; σ, 0] if σ 6= id. A typical example of this reduction is the
replacement of the difference operator in a difference equation by the shift operator. Therefore,
it essentially suffices to consider only differential equations (θ = δ) over a differential field and
difference equations (θ = σ) over a difference field. Nonetheless, we make use of the notion of σ-
differential equations whenever possible since it provides a useful framework unifying differential
and difference equations.

9.2 Dimensions of Solution Spaces

Let (K, σ, δ) be a differential (σ = id) or difference (δ = 0) field. We put θ := δ in the differential
case and θ := σ in the difference case. Consider a differential or difference equation (57) over
K and suppose that (57) has at least one solution. The solution space V of (57) forms an
affine space over C := Const(K) as stated above. Now our question is how large the dimension
dimC V of V over C is. This quantity is rephrased as the number of values we must designate to
determine a solution of (57) uniquely. An upper bound on dimC V is given in terms of deg Det
and ord Det of A as follows. This is partially given in [58, Lemma 1.10], [53, Corollary 4.9], [1,
Theorem 6], and [55, Corollary 2.2], whereas they assume ch(K) = 0 which is not needed to
show the following. Here, we describe complete a proof based on their proofs.

Proposition 9.2. Let (K, σ, δ) be a differential or difference field with C := Const(K). Let V
be the solution space of A(y) = f with A ∈ K[θ; σ, δ]n×n and f ∈ Kn and suppose V 6= ∅. Then
the following hold:

(1) If the field extension K / C is infinite, then dimC V is finite if and only if A is nonsin-
gular.

(2) If A is nonsingular, it holds dimC V ≤ deg Det A in the differential case and dimC V ≤
deg Det A− ord Det A in the difference case.

Proof. For any v ∈ V , the C-vector space V − v := {y − v | y ∈ V } is the solution space of
A(y) = 0. Hence it suffices to consider only homogeneous equations. Our proof consists of
three steps: we show the claims for first-order homogeneous equations in Step 1, for scalar
homogeneous equations in Step 2, and for general homogeneous equations in Step 3.

(Step 1) Consider the case when A = A0 + Inθ and f = 0, i.e., the corresponding linear
σ-differential equation is

θ(y) = −A0y. (58)

3Affine modules are a generalization of affine spaces obtained by replacing tangent vector spaces with modules.
They are nothing but affine spaces if Const(R) is a field.
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We further require A0 to be nonsingular only in the difference case. Since A is nonsingular, it
suffices to show only (2). Then Aθ−1 = A0θ−1 + In is proper as a matrix over K(θ; σ, δ) with
valuation − deg. Since In is nonsingular, it holds deg Det Aθ−1 = 0 by Proposition 3.10 and thus
deg Det A = n. Similarly, in the difference case, it holds ord Det A = 0 by the nonsingularity
of A0. Therefore, our goal is to show dimC V ≤ n in both cases. Since dimK V ≤ n is clear, it
suffices to prove dimK V = dimC V .

Let v1, . . . , vm ∈ V be solutions of (58) that are linearly dependent over K. We show that
they are also dependent over C, which implies dimK V = dimC V . Without loss of generality, we
assume that v2, . . . , vm are linearly independent over K. Then there uniquely exists c2, . . . , cm ∈
K such that v1 =

∑m
i=2 civi. Then it holds

0 = θ

(

v1 −
m
∑

i=2

civi

)

= θ(v1)−
m
∑

i=2

θ(civi)

= −A0v1 −
m
∑

i=2

(σ(ci)θ(vi) + δ(ci)vi)

= −A0

m
∑

i=2

civi −
m
∑

i=2

(−σ(ci)A0vi + δ(ci)vi)

= A0

m
∑

i=2

(σ(ci)− ci)vi −
m
∑

i=2

δ(ci)vi.

In the differential case, we have 0 = −
∑m

i=2 δ(ci)vi by σ = id. From the independence of
v2, . . . , vm, it must holds δ(ci) = 0, which means ci ∈ C for i = 2, . . . , m. In the difference
case, we have 0 =

∑m
i=2(σ(ci) − ci)vi from δ = 0 and the assumption that A0 is nonsingular.

Hence we obtain σ(ci) = ci and thus ci ∈ C for i = 2, . . . , m. Thus v1, . . . , vm are also linearly
dependent over C in both cases.

(Step 2) Consider a scalar homogeneous linear differential or difference equation p(y) = 0
with p =

∑ℓ
d=0 adθd ∈ K[θ; σ, δ]. When p = 0, the solution space V coincides with K. Thus

dimC V = dimC K is infinite when K / C is infinite. Suppose that p 6= 0 and deg p = ℓ, i.e.,
aℓ 6= 0. In the difference case, as θ = σ is bijective, p(y) = 0 and p′(y) = 0 with p′ := θ− ord pp
have the same solution spaces. Moreover, by deg p′ = deg p − ord p and ord p′ = 0, it holds
deg p′ − ord p′ = deg p − ord p. Therefore, in the difference case, we can assume ord p = 0 (i.e.,
a0 6= 0) without loss of generality.

We construct the following ℓ-dimensional matrix linear differential or difference equation:

θ

















y0

y1
...

yℓ−2

yℓ−1

















=



















0 1 0 0

0
0 0 1
−a0

aℓ
−a1

aℓ
−

aℓ−2

aℓ
−

aℓ−1

aℓ



































y0

y1

yℓ−2

yℓ−1

















. (59)

If y ∈ K is a solution of p(y) = 0, then
(

y, θ(y), . . . , θℓ−1(y)
)⊤
∈ Kn is a solution of (59).

Conversely, any solution of (59) is obtained in this way. Therefore, the solution space W
of (59) is isomorphic to V as C-vector spaces. In the differential case, dimC W = ℓ = deg p by
the above proof of Step 1. In the difference case, the matrix in the right-hand side of (59) is
nonsingular by a0 6= 0. Hence dimC W = ℓ = deg p− ord p again from Step 1.

(Step 3) Consider a matrix homogeneous differential or difference equation A(y) = 0 with
A ∈ K[θ; σ, δ]n×n. Let D = UAW = diag(d1, . . . , dn) be the Jacobson normal form of A over
K[θ; σ, δ]. Putting z = (z1, . . . , zn) := W (y), the solution space sof A(y) = 0 and D(z) = 0 are
isomorphic as C-vector spaces. Since D is diagonal, the solution space of D(z) = 0 is the direct
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sum of the solution space Vi of di(zi) = 0 for i ∈ [n]. Namely, it holds

dimC V =
n
∑

i=1

dimC Vi. (60)

If A (and thus D) is singular, there exists i ∈ [n] such that di = 0. Thus dimC V is infinite
when K / C is infinite by the above Step 2 and (60). Suppose that A is nonsingular. Since
U and W are invertible over K[θ; σ, δ], they are biproper over K(θ; σ, δ) with valuation deg
and over K(θ; σ, 0) with valuation ord in the difference case. Thus deg Det of U and W are
0, which means deg Det A = deg Det D =

∑n
i=1 deg di. Therefore, by Step 2 and (60), we have

dimC V ≤ deg Det A in the differential case, as desired. The completely analog holds in the
difference case by replacing deg Det with deg Det− ord Det.

The upper bound on dimC V given in Proposition 9.2 may not be attained on some equations.
For example, consider a first-order linear differential equation y′ +y = 0 over C(t) with the usual
differentiation ′. The solution of this equation over C(t) is only y = 0 and thus the dimension of
the solution space is 0. However, if the differential field C(t) is extended to C(t, et), the solution
space becomes V :=

{

ce−t
∣

∣ c ∈ C
}

, which has dimension 1 over C. This is analogous to the
situation of extending a field to its algebraic closure in order for nth-order algebraic equations
to have n solutions. We explain such an extension briefly.

Let (K, σ, δ) be a differential or difference field. A differential or difference ring (R, σ̄, δ̄) is
called a differential or difference extension of K if K is a subring of R and σ̄ and δ̄ coincides with
σ and δ on K, respectively. A differential or difference equation A(y) = f over K is naturally
extended to that over R. Following [1], we call an extension R of K adequate if it satisfies the
following:

(AE1) C := Const(R) is a field.

(AE2) Any scalar homogeneous differential or difference equation p(y) = 0 with p ∈ K[θ; σ, δ]\
{0} has the solution space V over R such that dimC V = deg p in the differential
case and dimC V = deg p− ord p in the difference case.

Let K be a differential field. If Const(K) is algebraically closed, then there exists an adequate
extension R of K such that Const(R) = Const(K), called the universal (differential) Picard–
Vessiot ring of K [58, Section 3.2]. In addition, any differential field K of characteristic 0
has a difference extension whose constant field is the algebraic closure of Const(K) [1]; see
also [58, Exercise 1.5, 2:(c),(d), 3:(c)]. Therefore, there always exists an adequate extension of
any differential field of characteristic 0.

Next, suppose that K is a difference field. If Const(K) is algebraically closed, there exists an
adequate extension R of K such that Const(R) = Const(K), called the universal (difference)
Picard–Vessiot ring of K [57, Section 1.4]. Indeed, for any difference field K of characteris-
tic 0, an adequate difference extension R can be easily constructed [1, Proposition 4], while
Const(R) = Const(K) is no longer guaranteed.

We then turn to matrix, inhomogeneous equations. As we will see below, (AE2) is indeed
equivalent to the following:

(AE2’) Any matrix differential or difference equation A(y) = f with A ∈ GLn(K[θ; σ, δ])
and f ∈ Kn has the solution space V over R such that dimC V = deg Det A in the
differential case and dimC V = deg Det A− ord Det A in the difference case.

Lemma 9.3. (AE2) and (AE2’) are equivalent.

Proof. It is clear that (AE2’) implies (AE2); we show the converse holds. Let (K, σ, δ) be a
differential or difference field and R its extension satisfying (AE1) and (AE2). As stated in
the proof of Proposition 9.2, a matrix differential and difference equation is essentially reduced
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to n scalar equations by considering the Jacobson normal form. This means that it suffices to
consider only a scalar inhomogeneous equation p(y) = f with p ∈ K[θ; σ, δ]\{0} and f ∈ K\{0}.
In addition, the solution space of p(y) = f over R is the translation of the solution space of
p(y) = 0 over R by any solution of p(y) = f . Therefore, our goal is to show that p(y) = f has
at least one solution over R.

We first deal with the differential case. Let q := θf−1p. Then any solution y ∈ R of q(y) = 0
is also a solution of p(y) = cf for some c ∈ C := Const(R) (see [58, Exercise 1.14, 1]). By (AE2),
the dimension of the solution space W of q(y) = 0 is deg q = deg p + 1, whereas that of p(y) = 0
is deg p < deg q. Therefore, there exists v ∈W that is not a solution of p(v) = 0, i.e., p(v) = cf
for some nonzero c ∈ C×. Then c−1v is a solution of p(y) = f , as required. The difference case
can be in the same way by considering q := (θ − 1)

(

f−1p
)

= θf−1p− f−1p.

Proposition 9.2 and Lemma 9.3 lead us to the following consequence.

Theorem 9.4. Let (K, σ, δ) be a differential or difference field, R its adequate extension, and
C := Const(R). Let V be the solution space of A(y) = f over R with A ∈ GLn(K[θ; σ, δ]) and
f ∈ Kn. Then it holds dimC V = deg Det A in the differential case and dimC V = deg Det A−
ord Det A in the difference case.

Since deg and ord are discrete valuations, we can apply our algorithms to compute the
dimension of solution spaces of linear differential or difference equations over an adequate ex-
tension.
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