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In the present study, a novel concave bump for impinging-shock control in two-dimensional supersonic flows is

investigated. An analytical method for preliminary bump design based on a generalized shape of a shock-canceling

bump has been developed and verified numerically. An extensive proof-of-concept study was performed at a

freestream Mach number ranging from 2.5 to 5.0 for shock-generator angles varying from 6 to 12 degrees. It

could be demonstrated that a concave bump designed for a given flow-deflection angle is capable of significantly

reducing the size of the separation bubble as well as the total pressure losses throughout the Mach number range

investigated. The achievable gains depend on the Mach number, the flow-deflection angle, and the relative

impingement position of the incident shock front on the bump. The highest values of separation-length reduction

(up to 100%), momentum thickness reduction (up to 31%), and pressure recovery factor increase (up to 33%) were

obtainedat the optimumshock impingement position for the largest deflection angle studied.The concavebump is less

effective, and in some cases even disadvantageous, when the incident shock wave does not optimally strike the bump

crest.

Nomenclature

cf = skin-friction coefficient
cp = pressure coefficient
L = half-length of the concave bump
Lsep = separation bubble length
L1 = length of the rounded part of the concave bump
M = Mach number
p = pressure
pA,
pB

= pressure detected at taps upstream/downstream of the
crest

p0;y = wall-normal total pressure profile
�p0;y = total pressure averaged within a near-wall layer of

8 mm
R = reattachment point
R1 = radius of the rounded part of the concave bump
Reunit = unit Reynolds number per 1 m length
S = separation point
T = temperature
ϵ = impinging-shock angle
u, v = longitudinal and vertical velocity components
x, y = longitudinal and vertical coordinates
β = shock-generator deflection angle
ΔpBA = pressure difference, pB − pA

δ = boundary-layer thickness, Uδ � 0.99Ue

δ�� = boundary-layer momentum thickness
γ = heat capacity ratio
θ = local flow/bump-contour deflection angle
ρ = density

Subscripts

cr = bump crest value

e = conditions outside the boundary layer
imp = impingement point value
in = local incoming flow conditions
max = maximum value
min = minimum value
nom = nominal (design) flow conditions
opt = optimum value
R = reattachment point value
ref = reference flow conditions (without bump)
S = separation point value
w = wall conditions
δ = conditions at the boundary-layer edge
0 = total flow conditions
1 = undisturbed flow conditions upstream of the interac-

tion
2 = flow conditions behind the impinging shock (nonvis-

cous)
3 = flow conditions behind the reflected shock (nonvis-

cous)
∞ = freestream flow conditions

I. Introduction

S HOCK-WAVE/BOUNDARY-LAYER interaction (SWBLI) is
known to be one of the key physical phenomena with regard to

performance and starting limits of supersonic/hypersonic inlets [1–
3]. In the inlets with internal supersonic compression, a series of
successive SWBLI events typically develops. The strongest interac-
tion in this series, which occurs in the entrance area due to the
influence of the cowl shock on the boundary layer, dominates the
flow. The influence of flow distortions and total-pressure losses
caused by this initial interaction is far-reaching for all subsequent
interaction events and, finally, for the inlet performance itself. There-
fore, the control of the cowl-shock-induced SWBLI is a principal
topic of each inlet design.
Figure 1 schematically shows an inlet with mixed compression (1

—compression ramp; 2—inlet cowl), in which the supersonic flow is
compressed in several oblique shocks, external (3) and internal (4, 5),
before it is slowed down to subsonic speed by the terminal shock (6).
The pictures illustrate some existing solutions for controlling the
cowl-shock interaction and preventing flow separation. The most
popular and effective of these is to bleed the boundary layer from the
interaction zone to the outside (Fig. 1a; 7—bleed air plenum cham-
ber). This significantly increases the robustness of the flow with
regard to adverse pressure gradients (see, e.g., [4,5]). However,
bleeding off some of the duct flow inevitably increases nacelle drag
and decreases mass flow through the combustion chamber, each of
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which affects the overall performance of the propulsion system [4].
When flying in the range of higher supersonic Mach numbers, a
further problem arises, which completely questions the use of a bleed
system for the air-breathing hypersonic vehicle. This is the enormous
additional heat load on the structure, which requires special thermal
protection measures along the entire exhaust duct/plenum chamber
(7, Fig. 1a).
A rather simple but elegant way to prevent losses induced by shock

waves is the use of the so-called beneficial interference in the design of
inlet channels (Fig. 1b). It is inspired by the well-known Busemann
biplane concept (see, e.g., [6], p. 116). The reflected shock can be
completely eliminated by aligning the wall, downstream of the
impingement point, parallel to the nominal flow direction behind the
impinging shock wave. Of course, the resulting compression effect of
such an adjusted flowpath is throttled and roughly only half as strong.
However, if a kink in the channel path is required anyway for configu-
ration reasons, local contour adaptation can be very advantageous. It is
important to note that the effectiveness of such a solution depends on
the hitting accuracy of the incident shock front and thus has a relatively
high sensitivity to the variations of the inflow Mach number.
The application of a contoured shock-control bump at the cowl-

shock-impingement location directly behind the expansion kink
(Fig. 1c) seems to be able not only to improve the robustness of the
inlet but also to extend the Mach number range permissible for a given
channel geometry (see, e.g., [7,8]). Shock-control bumps of this kind are
well-known from earlier transonic-wing-related shock-control investi-
gations (see, e.g., [9–13]). The task of the bump is here to split a strong
single shockwave into amultiple-shock system,which is favorablewith
regard towavedrag and flowseparation.Of course, except for contoured
bumps, all other shock-control methods acting in a similar way (passive
ventilation through porous walls, slots or grooves [12,14]) could be
alternatively applied for the cowl-shock control in accordance with the
concept sketched in Fig. 1c.

Regardless of the shock-control method, it must be adapted and
optimized to given parameters to achieve a considerable shock-con-
trol effect, both as a single device and as a part of the entire inlet as
well. Given the amount of parameters involved, this is a challenging
task. The improvement potential of a single-device optimization was
clearly demonstrated recently by Shinde et al. [15], studying numeri-
cally the control of transitional SWBLI on a flat plate by surface
morphing in the interaction area. Two different strategies of adaptive
surface morphing were studied using direct numerical simulations to
find the optimal local surface deformation at a constantMach number
of 2. In the first approach, the controlled zone of the surface was
deformed to find the optimal height of a conventional bell-shaped
shock-control bump. The second strategy was to find an arbitrary
contour, which enables an attached flow throughout the entire inter-
action zone and prevents the occurrence of laminar-turbulent tran-
sition. The latter optimization strategy was clearly more demanding
but led to success with regard to the assigned separation-control
objectives. Furthermore, it reveals, by the way, a new noteworthy
shape of the contoured bump, which differs from the conventional
bell-shaped one. This new contour has a characteristic concave shape
marked by an expansion kink directly at the peak. Hereinafter, this
contour is referred to as concave bump.
In the latest study by the same authors [16], new high-fidelity large

eddy simulations were used to investigate surface morphing as a
possibility to reduce the size of separation bubbles in turbulent flows
at a Mach number of 2.7. Unlike in the previous study, the control
surface was only allowed to deform within feasibility constraints
based on material properties. The leading and trailing edges of the
control surface were clamped so that only a wavelike contour could
be realized. Unfortunately, the contour optimized within the bounds
fell far short of the success described for the concave bump, since the
separation bubble could not be completely eliminated but only
reduced in size by about 50%.

Fig. 1 Simplified sketches of a supersonic (ramjet) inlet at the nominal (design) freestreamMach numberM∞ � Mnom: a) equipped with a boundary-

layer bleed system; b) configured with a reflected-shock-cancellation kink at the duct wall; c) designed with a 2-D bump integrated at the cowl-shock-
impingement location. Yellow regions indicate flow-separation bubbles.

2 Article in Advance / SCHÜLEIN, SCHNEPF, ANDWEISS

D
ow

nl
oa

de
d 

by
 D

L
R

 D
E

U
T

SC
H

E
S 

Z
E

N
T

R
U

M
 F

U
E

R
 L

U
FT

 U
N

D
 R

A
U

M
FA

H
R

T
 o

n 
Ja

nu
ar

y 
17

, 2
02

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
07

99
 



One of the most important findings of the former work [15] is the
remarkable wall-pressure distribution observed with the optimized
bump contour. This specific pressure distribution, which can best be
described by the shape of a rounded ramp, seems to prevent the
separation of the flow. Our interpretation of the concave-bump effect
on the surface pressure distribution and on the SWBLI observed in
[15] is sketched in Fig. 2. The resulting wall-pressure distribution
appears to be determined almost entirely by the shape of the concave
bump, with no appreciable effects from viscous–inviscid inter-
actions. The softly curved bump surface upstream and downstream
of the expansion kink, complemented by the reflected-shock cancel-
lation at the expansion kink, induces a gradual (isentropic) flow
compression along the wall. Thus, in consequence, it offers itself to
use in the preliminary design phase some simplified gas-dynamic
relations instead of the time-consuming high-fidelity optimization
methods mentioned previously.
The aimof the presentworkwas todevelop and toverify a simplified

method for preliminary concave-bump design, which is based on a
generalized representation of the shock-canceling bump shape. The
idea was that the particularly favorable pressure distribution at the
model surface can be produced simply by shaping the wall contour in
the SWBLI zone. For this reason, an analytical study was first per-
formed to obtain the appropriate bump contour for a supersonic
inviscid flow with an incident oblique shock wave. It was found that
the normalized deflection angle of the bump surface canbe represented
uniformly as a function of the normalized longitudinal coordinate. The
respective normalization parameters here are the flow-deflection angle
of the incident shock wave and half the length of the concave bump.
Following the analytical study, the potential of the novel bump

design was investigated numerically and experimentally for a wide
range ofMach numbers and shock-wave intensities. For this purpose,
a canonical two-dimensional (2-D) impinging/reflected shock inter-
action case, well-known from different fundamental studies on
SWBLI [13,17], was used as a test configuration. For each of the
four discrete flow-deflection angles nominally selected for this study,

a specific bump contourwas analytically determined using the design
procedure presented in Sec. III.A. In the main part of the study, for
each combination of Mach number and shock-generator angle, the
shock-impingement point at the respective bumpwas varied stepwise
and systematically over the entire length of the bump. In this way, the
most effective shock-impingement point could be selected as the so-
called design position from a large number of predominantly off-
design shock-impingement points. The shock-generator angle β
nominally corresponded to the maximum deflection angle θmax in
each case. The influence of the local deflection angle of the flow,
which would also be very relevant for practical applications, was not
explicitly studied here and therefore kept for the future.

II. Test Conditions, Test Model, and Numerical Setup

A. Wind Tunnel

The experimental part of investigations was conducted in the Lud-
wieg tube facility RWGatDLRGöttingen (Fig. 3). This facility covers
a Mach number range of 2 ≤ M∞ ≤ 7 and an unit Reynolds number
range of 2 × 106 m−1 ≤ Re1;∞ ≤ 11 × 107 m−1 (see Table 1). The
specific feature of a Ludwieg tube is the usage of a long expansion
tube as pressure reservoir, which is closed at one end and has a gate
valve attached to the other end, followed by a supersonic nozzle, test
section, and dump tank. After opening the gate valve, the airflow is
started by expansion waves that travel to the closed tube end, are
reflected there, and travel back. As long as thesewaves do not reach
the nozzle throat, test gas flows out at nearly constant stagnation
conditions through the nozzle and the test section into the dump
tank. The Ludwieg tube RWG has two interchangeable storage
tubes, the unheated tube A and the heated tube B, each with a length
of 80 m, resulting in a run time of about 300–350 ms. The low
operating costs, a relatively large test section, and sufficiently good
optical accessibility make this facility ideally suited for systematic
basic parameter studies and the predominant use of optical exper-
imental techniques.

Fig. 2 Flow topology andwall-pressure distribution: left) uncontrolled baseline case and right) concave-bump case. 1—impinging shock; 2—separation
(reflected) shock; 3—expansion waves; 4—recompression shock; 5—compression waves; R—reattachment point; S—separation point; and dashed red
line—baseline shape.

Fig. 3 Sketch of the Ludwieg tube facility RWG at DLR Göttingen.
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B. Test Model and Test Conditions

Asketch of the investigatedwind-tunnelmodel is shown in Fig. 4a.
The base configuration consists of a shock-generator wedge posi-
tioned above the main flat plate. Both the flat plate and the shock
generator can be moved and replaced independently of each other. In
addition to the usual baseline flat plate, four further platemodels each
equipped with a 2-D concave bump were used. All these plates have

sharp leading edges (leading-edge radius in the order of 10 μm) and
are trapezoidal in top view. Each of themhas a length of 353mmand a
width of 300mm at the leading edge and 180mm at the trailing edge.
The bump length in flow direction and the distance between the flat-
plate leading edge and the bump crest were nominally kept constant
and equal to correspondingly 60 and 280 mm. Each bump contour
investigated was specifically designed for a given shock-generator

Table 1 Ludwieg tube flow-parameter range

Tube A A A B B B

Mach 2 3 4 5 6 6.85
p0, MPa 0.05–0.7 0.06–0.6 0.08–1.0 0.4–2.9 0.4–3.4 0.4–3.6

T0, K 236–262 241–267 258–287 340–610 410–640 440–655

Reunit;1, 10
6 m−1 10–110 6–70 4–60 5–55 3–28 2–17

Test section 0.34 × 0.35 m2 0.5 × 0.5 m2 0.5 × 0.5 m2 ∅0.5 m ∅0.5 m ∅0.5 m

Fig. 4 Sketches of the: a) testmodelwith a concavebumpand shockgenerator, b) specificmodel setup realized to achieveM1 � 2.5, c) bumpcontourwith
pressure taps studied experimentally, and d) configuration to study the influence of bump-contour rounding instead of a sharp-edged kink.

4 Article in Advance / SCHÜLEIN, SCHNEPF, ANDWEISS
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angle β, and each flat-plate model with a bump was only tested with
the appropriate shock-generator wedge. Four different shock gener-
ators with flow-deflection angles β of 6, 8, 10, and 12 deg were
investigated. All shock generators were 80mm in length and 200mm
in width. The vertical distance between the flat-plate surface and the
leading edge of the shock generator was variable, enabling an inde-
pendent fine adjustment and variation of the shock impingement
location. In this work, the shock-impingement point ximp is defined
as the virtual intersection of the undisturbed shock front with the x
axis of the flat plate. To determine this cross point in the experiment,
the detected path of the undisturbed shock front in the shadowgrams
was linearly extrapolated to the virtual x axis.
Each wind-tunnel model equipped with a bump was also pro-

vided with two separate pressure taps, one on the windward side
(pA, see Fig. 4c) and one on the leeward side of the bump (pB),
which were connected to fast-response pressure transducers of the
type Kulite® XT-190M-1BAR-A. The longitudinal distance
between these taps and the crest was 2 mm each. Transducer signals
were acquired at a sampling rate of 5 kHz using an Endevco®model
136 DC amplifier. The rated accuracy of pressure transducers is
quoted by the manufacturer as �0.1% of full scale value
(�0.001 × 105 Pa � �100 Pa). Its in situ calibration was made
by varying the static pressure in the wind-tunnel test section before
each run. For this purpose, the calibration pressure was detected
additionally by a high-precision manometer.
The flow conditions investigated experimentally are presented in

Table 2. As can be seen, the unit Reynolds number Reunit;1 was kept
constant throughout the study, and three different Mach numbers M1

were examined experimentally:M1 � 2.5, 3.0, and 5.0. The interest in
investigating more exactly the effectiveness of shock-control measures
at lower Mach numbers is based on the known increase in interaction
size and strength when reducing the upstream Mach number at fixed
flow-deflection angles (see, e.g., [18,19]). The given values for Mach
number M1 and unit Reynolds number Reunit;1 correspond to the
incident flow parameters above the main plate and ensure that a
turbulent boundary layer is present upstream of the incident shock
wave in each case. The pivoting suspension of the experimental model
in the wind-tunnel test section allowed a variation of the Mach number
M1 upstream of the shock-generator plate by changing the inclination
angle of the entiremodel as shown in Fig. 4b.With this trick, conditions
M1 � 2.5 were achieved with a freestream Mach number M∞ of 3.0
and the test model inclination angle of 10 degrees. The sketch in Fig. 4b
shows schematically the realizedmodel setup including the nonviscous
reflection of the induced shockwave at the upperwind-tunnelwall. The
region of interest above the flat plate is indicated by a red frame.

C. Numerical Setup and Test Conditions

TheDLR in-house flow solver TAU [20]was used for the numerical
simulations in this study. TAU is a cell vertex hybrid structured/
unstructured finite-volume flow solver based on the compressible
Reynolds-averaged Navier–Stokes-equations (RANS). TAU can be
used both for steady-state (RANS) and time-accurate (unsteady
RANS) simulations. The Advection Upwind SplittingMethod uniting
flux-Difference and flux-Vector schemes (AUSMDV) was applied to
achieve second order of spatial discretization in this study. The boun-
dary layer on the flat plate was assumed to be fully turbulent.
In order to select the appropriate turbulence model and grid size,

corresponding studies were carried out at the beginning of the work.
First, 2-D simulations were performed on three different grids (coarse,
medium, and fine) without varying the turbulence model (explicit
algebraic Reynolds stress model) in the form of a usual grid study. In

this study, the coarse grid had about 310,000 nodes, the medium grid
≈480;000 nodes, and the fine grid ≈1;100;000 nodes. In the next step,
the Reynolds stresses were modeled using the fine grid alternatively by
the Spalart–Allmaras one-equation eddy viscosity model (SA), the
Reynolds stress model (RSM), the Menter shear stress transport k − ω
turbulence model (SST), and the aforementioned explicit algebraic
Reynolds stressmodel (EARSM) fromHellsten.Results of these studies
are shown for a single test casewithM1 � 3 at β � 12 deg in Tables 3
and4as thepredictedpositions of the separation and reattachment points
xS and xR and as the length of the separation bubble Lsep � xR − xS.
Additionally, the data are also presented as length ratios (in percent) to
see the relations at a glance.All these results are shown separately for the
reference situation (without bump) and with a flow control by means of
the concave bump under investigation. For this comparison, a shock
impingement location of ximp � 285.6 mm was chosen, which devi-
ated somewhat from the optimal location ximp;opt in the case with the
bump (cf. Table 5) in order to deliberately obtain a reduced separation
bubble as a second test case. Based on the results obtained, the EARSM
data seem to be in between the results of both other higher-order
turbulence models RSM and SST. For this reason, it was decided to
use the fine mesh in combination with the EARSM model as the
standard setup for the main numerical study.
The numerically studied test geometries correspond to extracted 2-

D models of the experimentally studied configurations (see Fig. 4a),
with a small difference in the length of the main plate, which was
400 mm. Another difference was how the position of the shock
generator was varied. In contrast to the experiment, it was moved
horizontally and not vertically with respect to the flat plate. The
vertical distance between the surface of the main plate and the
leading-edge tip of the shock generator was nominally kept constant
at 80mm throughout the present numerical investigations. An excep-
tion was the special numerical study that examined the influence of
contour rounding instead of a sharp-edged kink at the impingement
location (Fig. 4d). In this particular case, the vertical distance was
50 mm instead of 80 mm. Another special feature of this particular
study was also the variation of bump length, because this was in the
nature of the study. The total length of the bumpwas increased by the
thickness of the intermediate layer L1, which was used as a junction
between the two analytically designed device halves. Details of this
study and the geometries investigated will be discussed later.
The flow conditions investigated numerically are presented in

Table 6. They are based on the conditions of wind-tunnel tests
extended to additional simulations at a Mach number of 4.

III. Results and Discussion

A. Simplified Method for Concave-Bump Design

In this chapter, the analyticalmethod [21] for preliminary design of
a shock-canceling wall contour will be presented. According to the
basic idea of this work touched on in the previous section, the
concave bump initially causes a gentle increase of the pressure
gradient at the beginning of the interaction zone. Near the maximum
thickness, the pressure gradient is then nearly constant before it
decreases gently to zero again further downstream. Two main effects
contribute to this. On the one hand, the kink in the area of the shock
impingement, which divides the concave bump into two halves, plays
a very important role. The angle of surface inclination downstream of
the impingement point should correspond as closely as possible to the
nominal flow direction behind the impinging shock so that shock
reflection does not occur. The second, but no less important, thing is
the softly curved bump surface upstream and downstream of the
expansion kink, inducing a continuous and isentropic flow compres-
sion along the wall as a basis for an advantageous pressure distribu-
tion. With these boundary conditions, there is nothing to say that a
bump contour matched to the flow-deflection angle could not be
universal for differentMach numbers.Of course, this is true as long as
the flow-deflection angle remains truly constant.
First, let us take a closer look at the shape of a universal bump. The

pressure increase due to an isentropic supersonic compression at
infinitely small deflection dθ can be expressed using the well-known
relation [6]

Table 2 Summarized flow conditions at
RWG experiments

M1 Reunit;1, 10
6 m−1 p0, MPa T0, K p1, Pa

2.5 25.62 0.2312 269.8 13,533
3.0 25.58 0.2917 266.3 7,941
5.0 25.24 1.5679 425.6 2,964
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dp

pin

� γM2
in����������������

M2
in − 1

p dθ � K�γ;Min�dθ (1)

Or, the increase of locally normalized pressure in this case is directly
proportional to the growth of the deflection angle. So, the first insight
is trivial, but very important. To obtain a desired distribution of the
pressure gradient, it should simply be imposed on the deflection angle
gradient. It is also remarkable that the proportionality factorK is only
dependent on the local Mach numberMin if the heat-capacity ratio γ
remains constant. In other words, the local pressure gradient on a
given concave surface, which is normalized by locally determined
wall-pressure level pin and factor K, should be independent of the
Mach number. Of course, this does not mean that the pressure
distribution normalized by the freestream value p1 is completely
independent of the Mach number. Since the variations of the wall
pressures andMach numbers along a given curved streamline are still
dependent on the initial Mach number, the normalized pressure
distributions will in any case also show aMach number dependence.
A first idea of how great this influence in a standardized representa-
tion is can be derived directly from the results of the analytical study
presented in the following section.
To obtain a generalized shock-canceling wall contour, an analyti-

cal 2-D studywas conducted applying inviscid gas-dynamic relations
to find the streamline pathway leading to a desired pressure distribu-

tion. Based on Eq. (1), the normalized local deflection angle of the
surface θ∕θmaxwas used to describe the bump contour as a function of
the normalized longitudinal coordinate x∕L. Here, θmax is the maxi-
mum deflection angle at the expansion kink, which corresponds to
the given flow-deflection angle behind the impinging shock, andL is
the half-length of the bump. For simplicity, a contour was sought that
is symmetric with respect to the kink, since an asymmetric bump had
not shown any particular advantages for nonviscous flows in a
preliminary investigation. The bump contour before and after the
kink was constructed analytically, alternatively using polynomial or
power functions, to bring the resulting pressure distribution into
agreement with the conditions discussed previously. Entire families
of contour shapes were thus analyzed by varying the function param-
eters and evaluated individually based on resulting distributions of
pressure, pressure gradient, and its derivative. The bump contour
finally found, which best meets the requirements, can be described
analytically by means of the following pair of third-degree polyno-
mial functions [21]:

θ∕θmax � 1.69�x∕L�2 − 0.69�x∕L�3; 0 ≤ x∕L < 1 (2)

θ∕θmax �−1.69�2− x∕L�2� 0.69�2− x∕L�3; 1 < x∕L≤ 2 (3)

Equation (2) describes here the normalized surface-deflection angle
as a function of the normalized longitudinal coordinate for the first
half of the bump, upstream of the kink. Considering that the contour
is symmetric, Eq. (3) describes the bump contour downstream of
the kink.
Figure 5a shows the variation of the normalized deflection angle

along a concave-bump contour in accordance with the Eqs. (2) and
(3). The resulting contour of the bump derived for the case with
θmax � 12 deg and the expected shock and wave structure at an
inflow Mach number of 3 are shown in Fig. 5b. The wave topology
was calculated using themethod of characteristics and corresponds to
the case of an optimally positioned bump. This optimal position was
determined iteratively by varying the shock impingement location
with respect to the position of the bump. In the calculations per-
formed, the isentropic compression was simulated by a limited
number of very weak shock waves as resulting from a sequence of
very small deflection angle steps (Δθ ≤ 0.06 deg). This works well
as long as the compressed flow remains supersonic. The waves
presented here show only a small selection of the compression waves
considered. Figure 5c shows additionally the distributions of the
pressure coefficient cp predicted for the set of investigated Mach
numbers. It can be seen that the cp distributions obtained for different
Mach numbers are quantitatively different but qualitatively very

Table 3 Grid study forM1 � 3 at β � 12 deg

Test case Grid Model xS, mm xR, mm Lsep, mm Lsep∕Lsep;fine, % Lsep∕Lsep;ref , %

ref coarse EARSM 250.47 285.36 34.90 93.6 100.0
ref medium EARSM 249.05 285.41 36.36 97.5 100.0
ref fine EARSM 248.26 285.56 37.29 100.0 100.0

bump coarse EARSM 280.84 281.98 1.14 67.5 3.3
bump medium EARSM 280.23 281.94 1.71 100.7 4.7
bump fine EARSM 280.16 281.86 1.69 100.0 4.5

Table 4 Turbulence model study forM1 � 3 at β � 12 deg

Test case Grid Turb. mod. xS, mm xR, mm Lsep, mm Lsep∕Lsep;EARSM, % Lsep∕Lsep;ref , %

ref fine SA 266.74 290.76 23.99 64.3 100.0
ref fine RSM 250.08 283.51 33.43 89.7 100.0
ref fine EARSM 248.26 285.54 37.29 100.0 100.0
ref fine SST 251.95 290.46 38.50 103.2 100.0

bump fine SA 280.21 281.89 1.69 99.6 7.0
bump fine RSM 280.25 280.95 0.71 41.7 2.1
bump fine EARSM 280.16 281.86 1.69 100.0 4.5
bump fine SST 280.16 282.04 1.88 111.3 4.9

Table 5 Summarized bump effect at optimal impingement
position

M1 β, deg ximp;opt, mm δ��∕δ��ref �p0;y∕ �p0;y;ref Lsep∕Lsep;ref

2.5 6 283.8 0.975 1.029 0.000
3.0 6 282.9 0.974 1.027 0.000
4.0 6 284.4 0.967 1.046 0.000
5.0 6 284.6 0.993 1.023 0.000

2.5 8 284.5 0.895 1.084 0.000
3.0 8 283.1 0.909 1.077 0.000
4.0 8 283.7 0.934 1.103 0.000
5.0 8 284.0 0.974 1.079 0.000

2.5 10 285.4 0.753 1.185 0.000
3.0 10 284.7 0.811 1.210 0.000
4.0 10 285.6 0.885 1.236 0.017
5.0 10 285.8 0.955 1.143 0.004

2.5 12 285.6 0.691 1.263 0.000
3.0 12 284.9 0.759 1.327 0.000
4.0 12 285.5 0.863 1.328 0.015
5.0 12 285.9 0.937 1.213 0.000
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similar. Accordingly, the insights gained so far allow us to remain
optimistic. The announced detailed experimental and numerical
verification of the design method, which follows in the next sections,
is intended to show whether the conditions predicted actually apply
and the proposed shock-control concept works also in viscous flow at
Mach-number variation.

B. Validation of Numerical Results

As described earlier, the current study obtained numerous shadow-
grams from the experiment but very limited wall-pressure data. To
support the validity of the numerical simulations, we would like to
refer to a comparable study [22] by the same research group, which
includes a validationwithmore detailed experimental data. This study
was performed at aMach number of 3 and describes the interaction of
an incident 2-D bow shock on the turbulent boundary layer. Similar to
the present work, the numerical simulations were performed in the
cited work with the DLR TAU code using the EARSM turbulence
model. For the validation, not only boundary-layer parameters in the
undisturbed turbulent boundary layer (velocity profiles, distributions
of integral boundary-layer thicknesses, and skin-friction coefficient)
but also detailed distributions ofwall pressure and heat flux density in
the interaction zone of the SWBLI were used.
An excerpt from [22] in Fig. 6 shows a comparison based on

the detailed wall-pressure distributions of two different shock
intensities. The selected cases H15-100 (green line) and J30-100
(blue line) correspond to shock intensities p2∕p1 of 2.54 and 3.73,

respectively (see Table 2 of the original paper). The comparison
shows that, overall, the predicted wall-pressure distributions repro-
duce the experimental distributions quitewell. Also of interest to the
present study is the interaction length Lui, which is defined as the

Fig. 5 a) Deflection-angle profile proposed, b) wave structure expected forM1 � 3.0 at θmax � 12 deg, and c) pressure distributions for differentM1 at
θmax � 12 deg.

Fig. 6 Comparison of experimentally measured (black dots) and simu-

lated (solid lines) wall-pressure distributions from [22] for the cases H15-
100 (green line, p2∕p1 � 2.54) and J30-100 (blue line, p2∕p1 � 3.73) at
M1 � 3 (see Fig. 17b and Table 2 of the original work).
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distance between the upstream-influence point and the shock-
impingement point. An analysis of the data in Fig. 6 shows that Lui

is only slightly overestimated by the numerical simulations compared
to the experiment. ForLui, the discrepancies found in the originalwork
were quantified with normalized deviations. The values were ΔLui �
4.47% for the H15-100 case and ΔLui � 4.05% for the J30-100
case. Compared to the uncertainties otherwise found in RANS
simulations (see, e.g., Ref. [23]), the deviations found appear to
be quite acceptable.
To explicitly evaluate the numerical results of the current study,

the next step was to quantitatively compare the predicted inter-
action lengths Lui of the reference flow (without bump) with some
experimental datasets known from the literature. For this purpose,
the scaling approach of [19] was chosen to allow a reliable com-
parison. This approach describes the scaled interaction length L�
as a function of the scaled interaction strength c�p, where both are
defined as

L� � Lui

δ�
sin�ϵ� sin�θ�
sin�ϵ − θ� (4)

c�p � cp

�
Reδ

2 × 105

�−0.27�cp�1.41
(5)

Here δ� is the displacement thickness, ϵ and θ are correspond-
ingly the impinging-shock and the flow-deflection angles, cp
(� ��p3∕p1� − 1�∕�0.5γM2

1�� is the pressure coefficient, and Reδ
is the Reynolds number based on the boundary-layer thickness.
All parameters except Lui correspond to the local undisturbed
conditions at the virtual shock impingement position. It was de-
monstrated in the cited work that after scaling, the existing and
obtained experimental data for oblique shock waves impinging
on a turbulent boundary layer form a common and reliable de-
pendence in a very wide range of shock intensities.
A joint representation of the numerical data from the current work,

including only the RANS simulations of the reference flow (without
the bump), is shown in Fig. 7 according to the scaling approach
described in the previous section. The symbols differ by shock-

generator angle β, and the symbol colors are sorted byMach number
M1. For the scaling of the interaction length with Eqs. (4) and (5), the
true local flow-deflection angle θimp and the reflected shock intensity
p3∕p1 were used. The latterwas determined using a simulationwith a
shock generator but without the flat plate at the vertical position
where the flat plate would actually be. These values are documented
in the legend of Fig. 7 for each combination of incoming-flow Mach
numberM1 and shock-generator angle β studied. The angle θimp is in
most cases, as expected, slightly higher than the shock-generator
angle β due to the displacement effect of the shock-generator boun-
dary layer. The exception at M1 � 5 is an effect of the expansion
waves, originating from the trailing edge of the shock generator.
The reduced scatter of the data within the individual point clouds

consisting of identical symbols and colors (constant Mach number
and shock-generator angle) obviously describes their good reproduc-
ibility regardless of the Reynolds number or ximp variation present.
Although the current numerical data show a tendency to slightly
overestimate the interaction length, they follow the empirical path
from [19] (black star symbols) quite well. The reliability of the
numerical results can thus be considered as sufficient, considering
the objectives of the present study.

C. Potential of Concave Bumps for Separation Control

The main results presented and discussed in this section were
obtained numerically in wide variation ranges of Mach number
(M1 � 2.5, 3.0, 4.0, and 5.0) and shock-generator angle (β � 6,
8, 10, and 12 deg). Such extensive variations in flow conditions were
chosen to cover the entire relevant range of real supersonic diffusors
and to extensively test the applicability of the flow control device
for those conditions. For each combination of Mach number and
shock-generator angle considered in this numerical study, the shock
impingement position ximp was systematically varied (between about
250 and 310 mm), while the bump geometry and the absolute x
coordinate of the bump crest/kink xcr � 280 mmwere kept constant.
Experimental results were obtained only at selected combinations of
Mach numbers and shock-generator angles and were mainly used for
qualitative verification of the numerically identified trends. For this
purpose, not only the experimental shadowgrams were used but also

Fig. 7 Comparisonof results obtainednumerically in the currentwork (color symbols, see legend)with a variety of experimental results available for 2-D
impinging SWTBLI (black star symbols, as shown in Fig. 14b of [19]) according to scaling approach for the interaction length presented in [19].
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themean-wall-pressure levelsmeasured at two pressure taps immedi-
ately upstream and downstream of the crest of the bump.
Figures 8 and 9 show Mach number distributions and numerical

shadowgrams predicted for different M1 at β � 12 deg both char-
acterizing the flow topology with and without the concave bump. To
clearly distinguish the predicted recirculation bubbles from the rest of
the flowfield in Fig. 9, the recirculation regions u<0 were colored
blue. This helps to get a clear picture. As expected, the initial size of
the separation bubble in the reference cases (images on the left)
decreases with increasing Mach number (see, e.g., [18,19]). Exam-
ining now the test cases with concave bump (images at the right), it
can be seen that an optimally positioned bump suppresses the sepa-
ration bubble very effectively. This goes along with a significant
change in the wave structure. For example, the compression waves
induced on the windward side of the bump combine to form a shock
wave only at a much greater distance from the wall than is the case
with the separation shock in the reference flow.
A similar effect of the concave bump can be observed in the

experimental shadowgrams (Fig. 10), which visually confirm the men-
tioned suppression of the length of the interaction zone and the trans-
formation of the reflected/induced shock waves. The results shown

were obtained for each individual case for an optimal position of the
bump with respect to the incident shock front.
However, caution must be taken when interpreting experimental

shadowgrams. If, as expected, the numerical shadowgrams directly
show the derivative of the density gradient in the flowfield, the
conventional experimental shadowgrams strictly visualize the
resulting displacement of light rays due to refractive index gradients
along the entire ray path [24]. First of all, this means that in the
experimental shadowgrams, even objects that are far away from
each other and are in the beam path can be imaged equally clearly.
Thus, the shadows of shock waves from the outer edges of the test
area are usually just as present on them as those from the core flow
under investigation. In Fig. 10b, for example, a shock was identified
and marked with the help of a red line, which most likely originates
at the lateral edge of the flat plate and thus lies outside the 2-D flow
region. Another peculiarity of the experimental shadowgrams is
secondary optical disturbances of various kinds, which can be easily
misinterpreted. In the images fromFig. 10, for example, typical spot
artifacts (so-called caustics) can be seen, which result from the
crossing of light rays near strongly curved shear-layer edges or
shock fronts.

Fig. 8 Numerical Mach-number distributions for (left) the reference cases and (right) cases controlled by a concave bump with θmax � 12 deg at

β � 12 deg.
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An important effect of a bump, visible to the naked eye in
the numerical and experimental shadowgrams, is the reduced
boundary-layer thickness at the right edge of the images compared
to the reference case. This phenomenon is clearly confirmed
quantitatively when comparing numerical data in Fig. 11. Here,
the numerically calculated total-pressure profiles, velocity pro-
files, and Mach-number profiles are shown in situations with and
without bump for a single test case at the most downstream flat
plate location of x � 400 mm. It is obvious that not only the
thickness of the decelerated near-wall layer but also the profiles
of individual parameters indicate integral reduction of losses. All
these features confirm a positive effect of the well-positioned
concave bump, which in its turn is obviously due to the carefully
executed isentropic flow compression along the wall.
Selected wall-pressure and skin-friction distributions for the test

case withM1 � 3 and β � 10 deg, which are compared in Fig. 12a
for the reference case a and in Fig. 12b for the casewith a correspond-
ing concave bump, can help to better understand the operating
principle of a concave bumpwith variation of the shock impingement
position. Of particular importance here is the optimum shock-
impingement position ximp;opt (black line), which comes closest to
a desired direct impact of the shock front on the crest of the bump.

This optimal position was automatically determined here based on
the calculated skin-friction distributions from the entire set of shock
impingement locations examined. The strategy used exploited the
well-known fact that the suppression of the separation bubble is
reflected in a weakening of the reverse flow intensity. Specifically,
the local minimum in the skin-friction distribution along the inter-
action region cf;min was compared for different shock impingement
locations to automatically identify the ximp;opt where cf;min was
highest.
From these data, it is easy to see that SWBLI leads to an extended

separation bubble in the reference case (Fig. 12a), which increases
slightly with an increasing ximp coordinate. As already shown by the
scaling of the interaction length in Fig. 7, the variation of the
interaction length (and thus also the length of the separation bubble)
corresponds to the variations of the local displacement thickness and
the local Reynolds number. The use of a bump (Fig. 12b) adds
significantly more diversity. The optimal shock impingement posi-
tion (black line) stands out in particular. Since the skin-friction
coefficient remains positive throughout in this case, no recirculation
bubble apparently arises in this case in the numerical simulation. The
correspondingwall-pressure distribution can be compared quitewell,
except for a short region in the immediate vicinity of the crest, with

Fig. 9 Numerical shadowgrams (grayscale) for (left) the reference cases and (right) cases controlled by a concave bump with θmax � 12 deg at
β � 12 deg. The areas colored in blue correspond to a reverse flow component u<0 predicted in the flowfield.
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the straightened course of a rounded ramp. The bump appears towork
well in this case. However, when deviating from the ximp;opt coor-
dinate, the positive bump effect decreases rapidly. The quantitative
effect of this “off-design” shock impingementwill be discussed in the
following section.
To verify the application of the simplified method for the design of

the bump, Fig. 13 shows the calculated wall-pressure distributions
along the bump with θmax � 12 deg for different Mach numbers at a
shock-generator angle of 12 deg. In each case, the red line presents
the surface pressure distribution of the optimal positioned bump, and
the dashed black line shows the initial distribution for the reference
case without bump, both predicted numerically by RANS computa-
tions. The purple lines correspond to special RANS–Euler calcula-
tions, whichwere additionally performed to show the influence of the
expansion waves on the incident shock front. The RANS simulations

were repeated here, changing only the boundary condition at the flat
plate with the bump from a no-slip to a Euler-wall condition. Thus,
these simulations still show a realistic incident shock front (with
θ ≠ const) that initially arises with a “full viscous” flow around the
shock generator, thereupon impinges almost optimally on a friction-
less contoured wall, and is subsequently reflected without SWBLI.
The blue line shows the pressure distribution predicted by themethod
of characteristics that occurs in a nonviscous flow when an idealized
plane shock wave with a fixed flow-deflection angle of θ � 12 deg
impinges on the optimally positioned bump. As before, θimp corre-
sponds to the actual local flow-deflection angle at the virtual shock
impingement location (see legend in Fig. 7).
It can be seen that the RANS-predicted pressure distributions deviate

more and more from the simplified idealized prediction as the Mach
number increases. There are two different mechanisms that lead to this.

Fig. 10 Experimental shadowgrams for (left) the reference cases and (right) cases controlled by a concave bump with θmax � 12 deg at β � 12 deg.

Fig. 11 Effect of the concave bump at optimum shock-impingement location on (left) the normalized stagnation pressure profile p0;y∕p0;e;1,
(middle) velocity profile u∕ue;1, and (right) Mach number profileM∕Me;1 for a test case withM1 � 3 at β � 12 deg.
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The first is the effect of the finite length of the shock generator on the
wall-pressure distribution. The expansion waves generated at the trail-
ing edge of the shock generator lead to a considerableweakening of the
impinging shock front on its way to the plate, as well as inevitably to
the influence of the entire interaction area. This effect increaseswith the
increase of the Mach number. At the highest Mach number of 5, this

effect ismost pronounced. The negative pressure jump at the expansion
kink predicted in the RANS–Euler calculation for this case is a conse-
quence of the weakened shock wave. Strictly speaking, at the highest
Mach number, the designed bump contour θmax � 12 deg no longer
matches the incident shock wave θimp � 10.78 deg, and the device is
not able to develop maximum effectiveness.

Fig. 12 Wall-pressure and skin-friction distributions for selected shock-impingement positions ximp (legend) atM1 � 3 and β � 10 deg.
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The second reasonwhy the simplified predictions overestimate the
pressure distributions determined by the full RANS simulations is the
neglect of the boundary layer on the contour bump. Due to viscosity-
induced displacement of the external flow in RANS simulations, a
systematic increase in pressure along the bump causes a complex
deformation of the effective displacement body, which deviates from
the fixed bump contour. This effect means a delayed increase of the

wall pressure in the realistic viscous flow (red line) compared to the
simplified gas dynamic consideration (blue line) and Euler-wall
simulations (purple line). The data presented show that the distance
between the aforementioned wall-pressure distributions on thewind-
ward side of the bump increases with increasing inflow Mach num-
ber, so that the need for adequate correction of the simplified design
procedure becomes most apparent there.

Fig. 13 Concave-bump effect on the pressure distribution for different Mach numbers with β � 12 deg at θmax � 12 deg.
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To allow quantitative comparison of the bump effectiveness at
various shock impingement locations, the positions of the separation
and reattachment points xS and xR, as well as the resulting length of the
separation bubble Lsep � xR − xS, were determined from the numeri-
cal data. Figure 14 shows the evolution of these parameters with
variation of the shock impingement location for a selected test case,
which is representative for the other combinations ofM1 and θ inves-
tigated. The coordinates xS and xR correspond here, as usual, to
the local condition with cf � 0 provided an uninterrupted reverse
flow between these points could be detected. It can be clearly seen
that when the optimal impingement location is reached (here
ximp;opt ≈ 284.4 mm), the existing separation bubble is suppressed
for the most part. It is plausible that in this process the separation
and reattachment points approach the bump crest accordingly, so that
the condition xS � xR � xcr holds asymptotically there. As expected,
the optimal shock locations do not automatically correspond to the
situation ximp � xcr but deviate somewhat from it. This deviation is
due to the protruding bump contour and because of the shock-front
curvature as it penetrates the boundary layer (see, e.g., [13]). These
effects were not considered in the definition of the shock impingement
location ximp. The distance Δx � ximp − xcr is only a few millimeters
and thus has the order of magnitude of the local boundary layer
thickness.
As mentioned, the sensitivity of the pressure values at two discrete

measurement points pA and pB close to the crest of the wind-tunnel
model was used to verify the findings obtained from the numerical
simulations. Figure 15 shows the evolution of these pressure values as
well as its differenceΔpBA � pB − pA with the variation of the shock
impingement location for the same test configuration as in Fig. 14. The
numerical results (blue symbols) are presented there next to the exper-
imentally determined data (red symbols). The range of fluctuations
during the test series, which in each case was greater than the reported
measurement accuracyof thepressuremeasurement sensors, is shown in
the plot bymeans of error bars for each individualmeasurement point. It
can be seen that, qualitatively, the experimentally recorded tendencies
agreeverywellwith the numerical ones.Of particular note is the specific
progression of ΔpBA near the optimal shock impingement location,

which is reproduced very similarly in both datasets. The achievement of
a positive maximum in this region was expected from the desired
nonviscous pressure distribution along the bump when the shock front
directly hit the bumpcrest.However, there are also systematic deviations
in the courses of experimental and numerical data over ximp, for which
we have no clear explanation so far. The somewhat different configura-
tions of the wind-tunnel model and the numerical model are the most
plausible explanationwe have at themoment. A thorough review of this
discrepancy is planned in the medium term using detailed pressure
measurements on the wind-tunnel model.
For a uniform consideration of the effect of a Mach number

variation with a fixed contour bump, further evaluation criteria are
derived for the cases with nominally β � 12 deg (at θmax � 12 deg)
in a normalized form in Fig. 16. Figure 16a, the separation-length
ratio Lsep∕Lsep;ref , Fig. 16b, the boundary-layer momentum-thick-
ness ratio δ��∕δ��ref , and Fig. 16c, the total-pressure-recovery ratio
�p0;y∕ �p0;y;ref , were each determined from theRANSdata as a relation-
ship to the respective reference value (without bump). The parameter
ratios δ��∕δ��ref and �p0;y∕ �p0;y;ref (see Nomenclature for more details)
were determined in each case at a fixed x coordinate of 400 mm
within a near-wall layer of 8 mm.
According to the presented data, the concave bump has an overall

positive effect on the induced separation bubble in an extended region
around the optimal shock impingement location. In the specific
example for the case M1 � 2.5 and β � 12 deg (Fig. 16), the
optimum shock impingement position is at about ximp ≈ 286 mm,
and the range with positive flow influence extends from about 273 to
about 321mm.Outside this range, the existence of a concave bump is
rather counterproductive because it significantly enhances the initial
separation bubble and thus leads to higher losses in the flow. If we
take the normalized length of the separation bubble as a measure of
the effectiveness of the device, the change in the positions of the
separation and reattachment points can contribute quite a bit to
understanding its functionality (see, e.g., Fig. 14b). The extent to
which a deviation from the optimal impingement location affects the
effectiveness of the bump depends not only on the size of the
deviation but also on the direction. In this context, a deviation of

Fig. 14 Evolution of the separation-bubble length and coordinates of the separation and the reattachmentwith variation of shock-impingement locations
ximp for the caseM1 � 3.0 and β � 10 deg.
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the same size in downstream direction is more favorable that in
upstream direction. Or, in other words, the region of positive inter-
ference downstream of the optimal impingement point is much more
extended than in the opposite direction. This seems to be plausible
from a gas-dynamic point of view, but the interaction of the separa-
tion and reattachment points with the bump crest explains this very
clearly. If the shock impingement location moves to the leeward side
of the bump, the separation seems to be damped and the separation
point is fixed at the crest/kink. The reattachment point behaves
completely inconspicuously. This effect is desirable as long as the
separation-length ratio remains below 1. However, when the shock
impingement location moves to the windward side of the bump, the
intensity of the interaction increases immediately, so that the sepa-
ration bubble grows very quickly, and, compared to the reference
case, the separation point is located much further upstream.
In summary, regardless of Mach number, the optimally positioned

bump resulted in a reduction in separation length Lsep of up to 100% in
the numerical simulations. For the other two parameters, which were

determined in each case at a fixed x coordinate of 400mmwithin a near-
wall layer of 8 mm, the gains are Mach number-dependent. Thus, the
maximum reduction inmomentum thickness of up to≈31% is achieved
atM1 � 2.5, and amaximumincrease in total pressure recoveryof up to
≈33% is achievedatmoderateMachnumbers of 3 and4.AtM1 � 5, on
the other hand, the smallest gains are captured, which is probably due to
the discussed reduction of the flow-deflection angle along the shock
front at this Mach number. The quantitative results on the effect of an
optimally positioned bump are summarized in Table 5.
In an additional study, instead of the ideal sharp-edged kink, the

effect of a rounded bump crest was investigated numerically at
constant flow conditions for the case M1 � 3 and β � 12 deg.
Figure 17a shows a sketch of the studied model configuration. In
this study, the total length of the bump was increased by the thick-
ness of the intermediate layerL1, which serves as a steady transition
between the two previously defined halves of the bump. The con-
tours of the two concave halves of the bump still correspond to
Eqs. (2) and (3). The smooth transition between the two halves of

Fig. 15 Local wall-pressure evolution with variation of shock-impingement locations ximp for the caseM1 � 3.0 and β � 10 deg.

Article in Advance / SCHÜLEIN, SCHNEPF, ANDWEISS 15

D
ow

nl
oa

de
d 

by
 D

L
R

 D
E

U
T

SC
H

E
S 

Z
E

N
T

R
U

M
 F

U
E

R
 L

U
FT

 U
N

D
 R

A
U

M
FA

H
R

T
 o

n 
Ja

nu
ar

y 
17

, 2
02

2 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

06
07

99
 



the bump is in the form of an arc, which performs a change of the
angle of inclination from θmax down to −θmax. The radius of the arc
R1 is thus uniquely defined by L1 and θmax and can be easily
determined from R1 � L1∕�2 sin�θmax��. The variation of L1 in this
study from zero to 9 mm (30% of L) implies a variation of R1 from
zero to about 43 mm at θmax � 6 deg or to about 21.6 mm at
θmax � 12 deg. Putting these radii in relation to the mean undis-
turbed boundary-layer thickness at the bump-crest coordinate xcr �
280 mm for all Mach numbers investigated δcr ≈ 3.6 mm, the

maximum normalized radii R1∕δcr reached are about 12 and 6,
respectively.
Figure 17b shows the final results of this study as the separation-

length ratio versus the shock impingement location for the case
M1 � 3 and β � 12 deg. It is pleasing that the function of the bump
is still retained even if the rounding radius is increased. However, its
effectiveness slightly decreases. Indeed, in the case shown here, a
generous increase in the normalized radius R1∕δcr results in only a
moderate decrease in the effective separation-length reduction. Thus,
rounding off the kink edge is definitely an option because it could
improve the robustness of the solution and facilitate its technical
implementation.
A final remark in conclusion: although the present study showed

complete suppression of separation in most cases at the optimal point
of impact, the lower end of the Mach number range studied also
recognized the limits of effectiveness. For example, an attempt to
extend theMach number range of the numerical study toM1 � 2 had
shown that, for the strongest interaction case with β � 12 deg, the
separation bubble could only be suppressed somewhat (results not
presented here). The reason here was obviously the initial size of the
separation bubble (without bump), which was significantly greater

Fig. 16 Concave-bump effect on the a) separation-length ratioLsep∕Lsep;ref, b)momentum-thickness ratio δ��∕δ��ref, and c) total-pressure-recovery ratio
�p0;y∕ �p0;y;ref for different ximp and Mach numbers at β � 12 deg.

Table 6 Flow conditions investigated numerically

M1
Reunit;1,
106 m−1

p0,
MPa

T0, K p1, Pa T1, K
U1,
m∕s

ρ1,
kg∕m3

2.5 26.0 0.2324 268.0 13,602 119.1 547.2 0.39747
3.0 26.0 0.3000 268.0 8167 95.7 588.6 0.29700
4.0 26.0 0.4880 268.0 3214 63.8 640.8 0.17530
5.0 26.0 1.5200 411.0 2907 68.7 829.7 0.14720
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than the total length of the applied concave bump. In a targeted
application, the bump extension should definitely exceed the length
of the initial separation bubble to be maximally effective. Thus, it is
not a fundamental problem of the considered solution but an impor-
tant hint for the adjustment of the geometry, which might be neces-
sary at low Mach numbers. The influence of the design length of the
bump on its effectiveness was not further investigated in this study.

IV. Conclusions

In the present work the potential of a novel device, a shock-
canceling concave bump, for control of flow separation and reduction
of total-pressure losses induced by a 2-D impinging shock/boundary-
layer interactionwas investigated numerically. The resulting findings
were supported by experimental results. The investigations were
performed at freestream Mach numbers M1 ranging from 2.5 to 5.0
for shock-generator angles β varying from 6 to 12 degrees. The most
important results of this study can be summarized as follows:
1) A simplified method for preliminary design of concave bumps

based on a generalized representation of the shock-canceling bump
shape has been proposed and demonstrated. The method helps to
adjust the wall contour in the region of any incident 2-D shock wave
so that the formation of the separation bubble is avoided/suppressed.
2) The analytical study has shown that a shock-canceling concave-

bump contour can be described by simple relations using the total length
and the maximum deflection angle of the bump as design parameter.
3) The numerical study has shown that the application of the

concave bump can practically suppress the separation of the flow even
for the strongest interaction case analyzed in this study (M1 � 2.5,
β � 12 deg) compared to the baseline situation without bump. At
optimal conditions, a reduction in momentum thickness of up to 31%
and an increase in mean total pressure recovery of up to 33% were
observed in the near-wall flow downstreamof the interaction zone. For
maximum effect, the bump length should be comparable to or exceed
the separation bubble length expected in the reference case.
4) The influence of the displacement thickness on the effective

flow-deflection angle along the bump leads in reality to a delayed
increase of the wall pressure compared to the simplified prediction.
As a result, the pressure distribution in a viscous flow is always flatter
on thewind side and always steeper on the lee side than assumed in a
nonviscous flow. Increasing the inflow Mach number leads to a
significant amplification of this effect due to the increase in com-
pressibility of the flow.

5) The results show that the concave bump is less effective when
the incident shockwave does not optimally strike the bump crest. It is
particularly unfavorable if the actual shock impingement location is
on the windward side of the bump. However, this effect is less
pronounced when the shock impact occurs on the leeward side
(downstream of the expansion kink). Particularly in the strongest
interaction cases, the induced positive effect ismaintained practically
in the entire leeward area of the bump.
6) The investigations into the effect of a rounded bump edge

instead of the ideally sharp-edged contour have shown that the
maximum achievable gains are almost retained even if radii are
increased, but only decrease slightly. If the normalized radius
R1∕δcr of the rounded region is increased from 0 to 6 in the docu-
mented case M1 � 3, β � 12 deg, the separation length could still
be reduced by up to 90%. Thus, the rounding of the edge could be a
viable option for a concrete realization of the device.
Most of the quantitative results presented here are based on

numerical simulations. Although these have been carried out very
carefully and the current results for the reference SWBLI flow were
validated with experimental datasets known from the literature, they
require a final experimental verification.
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