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For analyzing the relationship between two random variables an approach
is introduced which is called the Gini method. The approach is based on the Gini
mean difference, the Gini covariance, and the Gini correlation. The method is
then extended to include concentration curves. For two given random variables
a condition in terms of their concentration curves (with respect to themselves) is
derived which is necessary and sufficient for second degree stochastic dominance
between the variables.

1. Introduction. The last two decades have witnessed a revival of
interest in the Gini coefficient and the Lorenz curve. Authors in different fields
independently discovered the usefulness of the Lorenz curve, the concentration
curve and the Gini coefficient. Atkinson (1970) showed that the rules for
ordering risky prospects can be presented in a simple way by Lorenz curves (see
Hadar and Russel (1969), Hanoch and Levy (1969), Rothschild and Stiglitz
(1970)). These rules are referred to in the finance literature as stochastic
dominance rules.

Atkinson’s paper was followed by papers utilizing the Lorenz curve (and
the Gini coefficient which is a summary statistic based on it) both in the
field of finance and in the more traditional field of income distribution. In
finance, rules were developed for ordering risky prospects utilizing the Gini
index (Yitzhaki (1982)) and also for the evaluation of risky assets (Shalit
and Yitzhaki (1984)). These rules are on the one hand similar to the clas-
sical rules using the variance (mean-variance rules, and capital asset pricing
model, Markowitz (1952) and Sharpe (1964)), and on the other hand they
rank prospects in accordance with the maximization of expected utility even
when prospects are not normally distributed.
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Although the statistical properties of these indices are not fully devel-
oped, this theoretical literature is beginning to be followed by an empirical
one (Bey and Howe (1984), Buccola and Subai (1984), Okunev (1988)). In
the field of income distribution there is a literature on the decomposition of
the Gini coefficient by income sources and sub-populations (Rao (1969), Fields
(1979), Pyatt, Chen and Fei (1980), Das and Parikh (1982), Sandstrom (1982),
Shorrocks (1983a), Zagier (1983), Lerman and Yitzhaki (1985)), the extension
of the Gini coefficient into a family of indices of inequality, depending on one
parameter (Donaldson and Weymark (1980, 1983), Yitzhaki (1983)), which
enables the investigator to stress parts of the distribution and the develop-
ment of the concept of generalized Lorenz curve (Shorrocks (1983b), Atkinson
and Bourguignon (1989)) for welfare comparisons. An important branch of
this literature deals with poverty (Sen (1976)). This literature extends the
methods developed in income distributions to truncated distributions.

In a different line of research Kakwani (1977, 1980), following an un-
noticed paper of Mahalanobis (1960), showed that the Lorenz curve and the
concentration curve enable the investigator to nonparametrically estimate the
income elasticity of a consumption good. This method can be used in the
study of elasticity of consumption with respect to income and progression of
taxes (Jakobsson (1976), Suits (1977)).

One of the obstacles in the use of these tools is the lack of an exposition
of a systematic development of the theory. Actually, many of these tools pre-
viously used were developed independently in different fields [see, for example,
Simpson (1949), David (1968), Chandra and Singpurwalla (1981)].

One consequence of the independent development in different fields is the
lack of a unified terminology, whereby different words have been used for sim-
ilar concepts. Therefore it behooves us to set forth some of the terminology
used in this paper. Qur purpose is to provide a systematic development of
concentration curves and the Gini method. The main property of concentra-
tion curves is that they enable us to form necessary and sufficient conditions
for various forms of the second-degree stochastic dominance criteria. However,
any empirical application of these criteria will be cumbersome, since compar-
isons of many curves are required. Hence a screening device or an index is
needed in order to reduce the set of possible candidates for dominances. The
screening device is supplied by the Gini method, which forms necessary con-
ditions for dominance. Therefore it would be reasonable to first analyze the
data using the Gini method. If the necessary conditions for stochastic domi-
nance are fulfilled, then one should carry out a subsequent analysis based on
concentration curves.

This paper consists of two main thrusts. The first (Sections 2-3) is a
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discussion of the Gini mean difference. This development provides some insight
into how alternative extensions may be formulated. The second thrust (Section
5) extends the ideas of the Gini Method to concentration curves. This latter
section contains a number of new concepts heretofore not discussed. It would
be beyond the scope of a single paper to give a complete set of references.
Instead we have selected a number of references from which a more complete
set can be obtained.

2. Preliminaries and Terminology. There are two standard ap-
proaches for analyzing the relationship between two variables, X and Y, both
based on the properties of the covariance. In one the variates themselves are
used, whereas in the other cumulative distributions are used. If we use the
variates, then the key parameter is Cov(X,Y). This leads to a measure of
variability of one variable as Cov(X, X), and a Pearson’s correlation coeffi-
cient emerges as a standardized covariance. Hereafter, this method is referred
to as the variate method. The other approach is to consider the covariance
between the cumulative distributions, Cov(F(X),G(Y)), where F and G are
the marginal distributions of X and Y, respectively. This leads to Spearman’s
correlation coefficient as the standardized covariance.

Some statisticians (e.g., Daniels (1944), Stuart (1954), Kendall (1955),
Barnett, Green and Robinson (1976)) use a third method which is a mixture
of those mentioned above, namely, Cov(X,G(Y)), the covariance between X
and the cumulative distribution of Y. As we show later, this parameter can
be studied in several ways, and therefore the terminology used with regard to
statistics based on it is not uniform and may at times be confusing. Through-
out the paper we confine ourselves to the case of absolutely continuous distri-
butions. This narrows severely the applicability of the results, but renders the
mathematics much simpler.

Analogous to the variate method, Cov(X, F(X)) is a measure of variabil-
ity, and

VICov(X, G(Y)) Cov(Y, F(X))|
VCov(X, F(X)) Cov(Y, G(Y))

may be defined as an index of correlation that ranges between 0 and 1.

An alternative measure that ranges between —1 and +1 is

1 Cov(X,G(Y)) , Cov(Y,F(X))
2 Cov(X, F(X)) " Cov(Y,G(Y))"

Both definitions are symmetric functions of X and Y. However, an asymmetric
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version provides a more suitable interpretation for our present purposes:

Cov(Y, F(X))
PYoX = EOV(—Y,G(_Y)—)' (2.1)

Such an asymmetry is intrinsic in regression analysis but not in correlation
analysis. Because Cov(X, F(X)) is proportional to Gini’s Mean Difference
(shown later). We will refer to Cov(Y,F(X)) as the Gini covariance and
Pyox as the Gini correlation. The composite of the Gini Index, the Gini
covariance and the Gini correlation is referred to as the Gini method. The
term Gini method is intended to signify that the method is based on Gini’s
mean difference, and does not reflect an approach that Gini might have used.

The Gini method has some of features of other methods. When X and
Y have a bivariate normal distribution,

Cov(X,G(Y)) = oxy /20y /T, (2.2)
so that

_ Cov(X,G(Y)) _Cov(YV,F(X))  _ oxy _
PXY = Cov(X, F(X)) ~ Cov(Y,G(Y)) Y X = oxoy P

(2.3)

which is the usual product-moment correlation coefficient. (See Schechtman
and Yitzhaki (1987).) On the other hand, the Gini correlation coefficient,
PYoX, is not affected by a monotonic transformation of X, a property shared
with Spearman’s correlation coeflicient. Also, the regression coefficient of Y
on X is
_oxy _ Cov(Y, F(X))
Prx =" = Cou(X, F(X))

which, similar to the ordinary least squares regression coefficient, is a cardinal
measure. Estimators of the parameters of the Gini method are asymptoti-
cally distribution free, which may be considered to be between parametric and

nonparametric estimation obtained with other approaches.

In general, the Gini covariance and correlation are not symmetric in X
and Y. Moreover, Cov(X,G(Y)) and Cov(Y, F(X)) may have different signs.
This property may be viewed as a deficiency of the method. On the other
hand, there are important instances of asymmetric concepts, as for example
regression analysis and the concept of elasticity in economics. However, the
Gini correlation is symmetric for exchangeable variables, and hence can be
used for constructing tests for asymmetry (Boos (1982)).

As we show later, all parameters of the Gini method can be presented
as parameters describing certain properties of concentration curves. Alterna-
tively, one can view concentration curves as an extension of the parameters of
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the Gini method, which enables the investigator to see how the coefficients are
composed. Hence, whenever a coefficient is sufficient for the analysis, the use
of the Gini method is appropriate. On the other hand, there are some fields
such as stochastic dominance where coefficients do not provide sufficient tools
for the analysis. In these cases one has to use the concentration curves.

3. Alternative Representations of Gini’s Mean Difference. Gini’s
mean difference has been known for more than a century (see e.g., David, 1981,
p. 192), and has several representations. Therefore it is not surprising that
it was reinvented by several authors, often using different terminology (see
Simpson (1949), David (1968)).

In this section we present some definitions of the Gini index which serve
to motivate some of the applications. Although most definitions are useful in
one dimension, because one of our concerns is to define a multivariate version,
[see Taguchi (1972a, 1972b, 1973) for multivariate definitions of the Gini coeffi-
cient and Lorenz curve and Atkinson and Bourguignon (1982) for multivariate
Lorenz curves], some definitions will be more adaptable for such extensions.

First, there is the definition of Gini’s index G as the expected difference
(taken regardless of sign) of each possible pair of variate values. Formally, if
X1 and X5 are independent identically distributed random variables, then

G = £|X, - Xa|/2. (3.1)

Although this is a simple expression, it is not always easy to handle and is
used infrequently. However, this definition has an intuitive interpretation as
a concept of variability in that it is one half the expected difference between
two randomly drawn realizations of the variable.

Another definition of the Gini index G is
g =4 €{m1n(X1,X2)} = S{ma.x(Xl,Xg)} 74

= —;—8{max(X1,X2) —_ min(Xl,Xg)}, (32)

where p = £X; = £(X; + X32)/2. These versions of the Gini index are useful
in applications involving extreme value theory for which the extrema play a
special role and may be more readily computed. (See Gumbel (1958).)

A third definition of the Gini index which has considerable promise is
G =2 Cov(X, F(X)) = —2Cov(X, F(X)), (3.4)

where F(z) = P{X > z} = 1 — F(z). This shows more clearly how the Gini
index is a compromise between the variate and rank covariances.
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By using (3.4) the Gini index can be calculated from a single regression
program, which incidentally yields a geometric interpretation of the Gini index
(Lerman and Yitzhaki (1984)). The equivalence of (3.1) and (3.4) was shown
by Stuart (1954) and by Lerman and Yitzhaki (1984).

An alternative definition used in the literature is
[o o]
G= / F(z)F(z)de=, (3.7)
~00

whose extension to the multivariate case is clear, where now F(zy,...,z,) =
P{X1 > xl,...,X,, > 1!,,}.

The Gini coefficient is the most known member of the parameters of the
Gini method. It can be presented as:

T = 2Cov(X, F(X))/px-

The Lorenz curve was originally defined by Lorenz (1905) as “plot along one
axis cumulated per cent of the population from the poorest to the richest, and
along the other axis the percent of the total wealth held by these percents
of the population.” This curve enables us to obtain more information on
the variability of the variable, which may be important whenever a summary
statistic is not sufficient. The extension of the Gini coefficient to Gini’s mean
difference can be paralleled by extending the Lorenz curve to the Absolute
Concentration Curve and to the absolute concentration curve of one variable
with respect to another variable (parallel to the Gini covariance). The term
concentration curve is borrowed from the income distribution literature, where
these curves were developed. We discuss this formulation when we deal with
concentration curves.

When the underlying distribution is normal § = o/+/7, so that one can
use the Gini index to estimate the variance. The advantage of this procedure
is that the Gini index is less sensitive to outliers than is the variance; the
disadvantage is the loss of efficiency. A discussion of the efficiency of the Gini
index is provided, for example, by Nair (1936), Lomnicki (1952).

As shown by Sievers (1983a) several alternative estimates to regression
coefficients actually minimize the Gini index of the error term in the regression
(see also Jureckova (1969, 1971), Jaeckel (1972), McKean and Hettmansperger
(1978)). Sievers (1983b) who discovered the Gini index in regressions devel-
oped a concept which can be termed the Gini multiple correlation coefficient.
It is an extension of the Gini correlation, and it plays a role similar to that of
the multiple correlation coefficient.

4. Absolute Concentration Curves. We here adopt the following
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standard notation. A bivariate density function of (X,Y) is denoted by h(:,-);
its distribution function is H(-,-). The marginal densities and distribution
functions are denoted by f(-), g(+), F(:), and G(-), respectively. The expected
values are ux and py. The conditional density function of Y given X =z is
hy|; and the conditional expectation E(Y | X = z) is m(z).

Besides the regularity conditions mentioned in Section 2 from now on we
will assume the differentiability of all the functions encountered. Furthermore,
the distribution functions will be strictly increasing.

4.1. Definitions of Absolute and Relative Concentration Curves. The
absolute concentration curve (ACC) of Y with respect to X denoted Ay.x(9)
is defined by the relationship

F~1(8)
Ayox(6) = / m(t)dF(t) = E(YIxcp-1(p)) 0<0<1
where I denotes the indicator function. The relative concentration curve
(RCC) of Y with respect to X denoted by Ry.x is defined by

1
Ry.x(8) = —Ayo.x(8), py > 0.
py

The Lorenz curve is the special case of the relative concentration curve
given by Ry.y, and we call Ay,y the absolute Lorenz curve (called the Gen-
eralized Lorenz Curve (Shorrocks, 1983b)). For a general discussion of the
properties of concentration curves and the connection to inequality measures,
see Kakwani (1980) and Nygdrd and Sandstrom (1981).

4.2. Properties of the Absolute and Relative Concentration Curves. For
simplicity of exposition, we write ACC instead of Ay,x(F) for the absolute
concentration curve and RCC instead of Ry,x for the relative concentration
curve. Whenever RCC is referred to, it is assumed that uy > 0.

Fact 4.1. The ACC passes through the points (0,0) and (1,uy); the
RCC passes through the points (0,0) and (1,1).

FacT 4.2. The derivative of the ACC with respect to 8 is m(F~1(8)). As
a consequence Ay,x is increasing if and only m is positive.

Fact 4.3. The ACC and RCC are concave if and only if m is nondecreas-
ing.

Fact 4.4. If £(Y|X = z) is constant then the ACC is a straight line.
For any concentration curve, connect the points (0,0) and (uy,1) by a

straight line; we call this line the line of independence (LOI). If X and Y are
independent then Ay,x is a straight line and coincides with the LOI. For the
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RCC, the LOI is the 45° line connecting (0,0) to (1,1). In the case of the
Lorenz curve the LOI is known as the egalitarian line.

5. Majorization (Stochastic Dominance). The rules of stochastic
dominance were developed in the literature of finance by Roy (1953), Hadar
and Russel (1969), Hanoch and Levy (1969), Rothschild and Stiglitz (1970).
For a review of the stochastic dominance literature see Kroll and Levy (1980).
The connection between those rules and the Lorenz curve was discovered by
Atkinson (1970). Similar rules were developed independently in statistics by
Marshall and Olkin (1979). Our interest is focused on the second degree
stochastic dominance criterion (SSD): X dominates Y according to second
order stochastic dominance criterion, denoted X SgD Y if

E(U(X)} 2 E{U(Y)}

for all nondecreasing continuous concave functions U(-) such that the expec-
tations exist. In the terminology of Marshall and Olkin (1979) this criterion
is called “X is weakly majorized by Y”.

There is a connection between second order stochastic dominance criteria
and ACC.

THEOREM 5.1. Let E(X), E(Y) exist finite. Axox(0) > Ayoy(6)V 6 if
and only if X SZD Y.

ProoF. A necessary and sufficient condition for X SQD Y is

/z F(t)dtg/;G(t)dt VzeR

—00

(see e.g. Marshall and Olkin (1979) and Hanoch and Levy (1969). Let’s prove
the “only if” part first. If Axo,x(8) > Ayoy(8) V 8, then

F-1(9) G-1(8)
D= / 1dF(2) — / 1dG(t) > 0.
—00 —00
The finiteness of E(X) and E(Y) implies
lim tF(t) =  Jim tG(t) = 0.

Therefore

D =0(F~'(8) - G71(8)) - / o F(t)dt + / o G(t)dt > 0.

-0
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We need to consider three cases: (i) F~1(8) > G~1(9), (ii) F~1(6) =
GU(8), (iii) F~1(6) < G1(0).

If (i) holds, then

- _ F1(8) F~1(8)
(F~1(6) - G-1(6))6 — G(t)dt > / [F() - G(t)|dt.
G-1(0) -0

Since G is increasing, the left hand side is nonpositive.
The proof for case (ii) is trivial.

Finally, suppose that (iii) holds. Then

D= (F8)~G™'(6))0 - / ~ (9)[F(t) - G(t)]dt + /F 6:(1:) G(t)dt > 0.
But
(-6 o+ [ Cj_(:) G(t)dt

< (FY0)-G1(8)8+(GX(8) - F~1(8))8 = 0.

To prove the “if” part, suppose that for all 2

/_ oo F(t)dt < /_ oo G(t)dt.

Integration by parts yields

2F(z) - /_ oo 1dF(2) < 2G(z) - /- © tdG(). (5.1)

Again we consider three cases: (i) F~'(4) > G~1(9), (i) F~'(4) =
G-1(6), (iii) F-1(8) < G-1(6).

For case (iii) let 2 = G~1(f) in (5.1) to yield

G-1(6) G-1(9)
/ tdF(t) — /_ 1dG(t) > G-1(0)F(G~(6)) — G-1(8)9,

—0Q
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or equivalently, with the use of integration by parts,

F-1(6) G1(6) G-1(6)
/_ tdF(2) — /_ tdG(t) > GO F(G1(8)) - 8] /F iy 1O
= G"YO[F(G™1(8)) - 0] — G"H(O)F(G™'(8)) + F~1(8)8 + / oo F(t)dt
F-1(8)

=0[F'(8) - G~1(9)] + /F C:(:) F(t)dt

G=1(8)

= [, IF@) - FE o)l 20.
F-1(9)

Case (i) is parallel to case (iii) with z = F~1(8) in (5.1). Case (ii) is immediate. §

Necessary conditions on stochastic dominance can be derived using the
Gini method (Yitzhaki (1982, 1983)).
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