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0. Summary 

The t r a n s f o r m a t i o n o r d e r i v a t i o n p r o b l e m 
t r e a t e d b y most " p r o b l e m - s o l v i n g " p rograms i s 
e x p r e s s e d i n a f o r m a l n o t a t i o n , and v a r i o u s methods 
f o r " p r o b l e m - s o l v i n g " a r e r e v i e w e d . The c o n v e n t i o 
n a l s e a r c h t r e e i s g e n e r a l i z e d i n t o a s e a r c h 
l a t t i c e w h i c h can accomodate m u l t i p l e - i n p u t o p e r a 
t o r s , e . g . r e s o l u t i o n . The paper a rgues t h a t 
d e s c r i p t i o n s o f h e u r i s t i c methods can b e s i g n i 
f i c a n t l y compacted i f a h i g h e r degree o f f o r m a l i z a 
t i o n i s u s e d . T h i s p o i n t i s i l l u s t r a t e d w i t h two 
p r a c t i c a l e x a m p l e s . 

1 . I n t r o d u c t i o n 

T h i s pape r i s an a t t e m p t a t a s u r v e y and 
s y n t h e s i s o f p a s t wo rk o n h e u r i s t i c s e a r c h m e t h o d s . 
F o l l o w i n g Feigenbaum and Feldman ( 1 9 6 3 ) , we d e f i n e 
a h e u r i s t i c method as a d e v i c e w h i c h d r a s t i c a l l y 
l i m i t s s e a r c h f o r s o l u t i o n s i n l a r g e p r o b l e m 
s p a c e s . A s can b e seen f r o m t h e l i s t o f r e f e r e n c e s , 
much w o r k on h e u r i s t i c methods has been p e r f o r m e d 
d u r i n g t h e l a s t few y e a r s . 

Two approaches have been c o m p e t i n g i n t h i s 
w o r k . I n h i s r e p o r t on SIN , Moses c h a r a c t e r i z e s 
them a s e m p h a s i z i n g g e n e r a l i t y and e x p e r t i s e , 
r e s p e c t i v e l y . I n t h e g e n e r a l i t y a p p r o a c h , one 
t r i e s t o w r i t e a g e n e r a l p rog ram w h i c h can s o l v e 
a l l k i n d s o f p r o b l e m s , p r o v i d e d o n l y t h a t 
( a d e q u a t e l y p h r a s e d ) i n f o r m a t i o n abou t t h e 
p a r t i c u l a r " p r o b l e m e n v i r o n m e n t " o f each p r o b l e m 
i s p r o v i d e d . The " G e n e r a l P rob lem S o l v e r " ( s i c ! ) , 
DEDUCOM, and t h e Graph T r a v e r s e r a r e examples o f 
t h i s a p p r o a c h . 

I n t h e app roach t h a t s t r e s s e s e x p e r t i s e , one 
c o n c e n t r a t e s i n s t e a d o n w r i t i n g a good p rog ram f o r 
s o l v i n g p r o b l e m s i n one g i v e n p r o b l e m e n v i r o n m e n t . 
SIN i t s e l f i s a t y p i c a l example o f t h a t a p p r o a c h , 
as a r e g a m e - p l a y i n g p rograms (Samuel ' s , G r e e n b l a t f s ) , 
and some p rograms w h i c h , a c c o r d i n g t o r u m o u r , a r e 
b e i n g used f o r i n d u s t r i a l p u r p o s e s . 

T h i s r e s e a r c h was s u p p o r t e d i n p a r t b y t h e 
Swed ish N a t u r a l S c i e n c e Research C o u n c i l ( c o n t r a c t s 
Dnr 2 7 1 1 - 5 , 2 7 1 1 - 6 ) and by t h e Swedish Research 
I n s t i t u t e o f N a t i o n a l De fense ( b e s t a l l n . 714257 , 
7 1 5 4 1 1 ) . 

** . . . . 
We s h a l l r e f e r to previous work in h e u r i s t i c s 

by i t s acronym and/or the au thor 's name. For exact 
re fe rences , use tab les at the end of the paper. 

The advantages and disadvantages of each 
approach are obvious: genera l i t y has to be pa id 
f o r by a decrease in program e f f i c i e n c y . An 
advantage w i t h the gene ra l i t y approach is t ha t 
one s ing le h e u r i s t i c method can qu ick ly be put to 
use in a v a r i e t y of problem domains. 

I t would seem, however, t h a t methods which 
have been developed in one "exper t i se " program 
can be c a r r i e d over to another problem environment 
and another program. The only problem is to p u l l 
out the abst rac t h e u r i s t i c methods from the program 
d e s c r i p t i o n s , which are o f ten qu i te techn ica l and 
d e t a i l e d . 

One example of t h i s w i l l s u f f i c e . The SIN 
program contains an important h e u r i s t i c , which 
Moses describes as f o l l o w s : "The Edge h e u r i s t i c 
is based on the L i o u v i l l e theory of i n t e g r a t i o n . 
I n t h i s theory i t i s shown t h a t i f a f unc t i on i s 
i n teg rab le in closed form, then the form of the 
i n t e g r a l can be deduced up to c e r t a i n c o e f f i c i e n t s . 
A program which employs the Edge h e u r i s t i c , ca l l ed 
Edge, uses a simple analys is to guess at the form 
o f the i n t e g r a l and then i t attempts to obta in 
c o e f f i c i e n t s . " (page 8 ) . The Edge h e u r i s t i c is 
f u r t h e r described on seventeen pages in chapter 5-

Un fo r tuna te l y , the author f a i l s to formulate 
t h i s important h e u r i s t i c method in abst ract terms. 
Such an abst rac t fo rmu la t ion could e .g . run as 
f o l l o w s : The purpose of the i n t e g r a t i o n program 
is to s t a r t from a g i ven , i n i t i a l ob jec t , and to 
apply the r i g h t operators (from a given set of 
operators) i n the r i g h t order , u n t i l the given 
ob ject has been transformed i n t o a given ta rge t 
set ( i . e . the set o f a l l expressions where the 
i n t e g r a l s ign (s ) have been e l im ina ted ) . The Edge 
h e u r i s t i c r e l i e s on in fo rmat ion which is l o c a l to 
t h i s p a r t i c u l a r problem environment, and which 
makes i t poss ib le to say, dur ing the search of 
the s o l u t i o n t r e e , where in the ta rge t set we w i l l 
even tua l l y l a n d . The Edge program u t i l i z e s t h i s 
i n fo rmat ion to get a b e t t e r estimate of the 
remaining "d i s tance " to the ta rge t set from each 
node. - With such a desc r ip t i on , it becomes c lear 
t ha t the same h e u r i s t i c may w e l l be app l icab le to 
other problem environments, in other expe r t i se -
o r i en ted programs. 

Abst ract method desc r i p t i ons , as o u t l i n e d 
he re , can of course not serve as subs t i t u tes f o r 
convent ional ones. A concrete d e s c r i p t i o n , l i k e 
the one Moses has given f o r SIN, w i l l always be 
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needed by the user of the program, or the 
researche who attempts to improve on previous 
work. By con t ras t , the abst ract desc r i p t i on is 
u s e f u l f o r the man who wants to car ry over 
methods to other problem environments, and (of 
course) f o r the t h e o r e t i c i a n who, some t ime in 
the f u t u r e , w i l l attempt to b u i l d a mathematical 
theory o f h e u r i s t i c s . 

The morale i s , t h e r e f o r e , t h a t we need an 
abst rac t frame of re fe rence, a set of concepts 
f o r descr ib ing and analys ing h e u r i s t i c methods. 
Such concepts would help in the disseminat ion of 
know-how; they would also make i t poss ib le to 
compare the e f f i c i e n c y of var ious methods and 
programs, expe r t i se -o r i en ted as w e l l as g e n e r a l i t y -
o r i en ted . 

In t h i s r e p o r t , we s h a l l attempt to set up 
such a "frame of re fe rence" . In sec t ion 2, we 
formulate a general " t rans fo rmat ion problem", and 
discuss some of i t s cases. In sect ions 3-4 , 
var ious commonly used h e u r i s t i c techniques are 
formulated and discussed. Since we argued, in 
sec t ion 2, t ha t one- input and m u l t i p l e - i n p u t 
operators must be c a r e f u l l y d i s t i n g u i s h e d , we use 
sec t ion 5 to extend the convent ional search t ree 
i n t o a search l a t t i c e . Our stock of concepts is 
tes ted in sect ions 6 -7 , where abst ract descr ip t ions 
of some well-known programs and h e u r i s t i c methods 
are g iven . 

2. Heu r i s t i c search: ru les of the game 

The problem environments f o r h e u r i s t i c search 
methods always inc lude a set P of objects and a 
set Q of operators on these ob jec ts . The f o l l o w i n g 
problem has o f ten been s tud ied , (see e .g . {Newel l 
1960c} and {Doran 1967a}), and has sometimes been 
re fe r red to as the problem-solv ing problem: 

Basic t rans format ion problem. 

Given an i n i t i a l set 
determine r in R and q, , q 2 , . . . q in 

Q such t ha t 

ex i s t s and is a member of the t a rge t set M. We 
c a l l t h i s a t rans format ion problem from R to M. 

A method f o r so l v ing basic t rans format ion 
problems is ca l l ed a h e u r i s t i c search method i f 
i t searches the t r ee ( s ) o f a l l poss ib le operator 
a p p l i c a t i o n s , and the order in which the nodes of 
t h i s t ree are inspected, is governed in some ways 
by p roper t ies of the nodes which have already been 
c reated. Heu r i s t i c methods r equ i r e , t h e r e f o r , tha t 
the ob jec ts in P are known as symbolic expressions 
or otherwise have a n o n - t r i v i a l in fo rmat ion content . 
They cannot s imply be non- in format ive tokens of the 
form " p . " . The f o l l o w i n g v a r i a t i o n s to the basic 
t rans fo rmat ion problem occur f r equen t l y : 

Operators w i t h severa l ou tputs . 

The problem s p e c i f i c a t i o n is changed as 
f o l l o w s . A p p l i c a t i o n of an operator can r e tu rn a 

set of ob jec t s , ra ther than a s ing le o b j e c t . In 
the t rans fo rmat ion process, each output of the 
operator must then be transformed i n t o the t a rge t 
se t . 

Example: In ana l y t i c i n t e g r a t i o n , the t a rge t set M 
consists of the set of a l l formulae where the 
i n t e g r a t i o n s ign does not occur. The r u l e 

can be used as an operator q def ined by 

In other words, q t e l l s us to i n teg ra te A + B 
by i n t e g r a t i n g A and B separa te ly . (The f i n a l 
task o f j o i n i n g together the so lu t ions to those 
two i n t e g r a t i o n problems w i th a + s ign is a 
t r i v i a l m a t t e r ) . 

Operators w i t h severa l i n p u t . 

The problem s p e c i f i c a t i o n is changed as f o l l o w s . 
I n i t i a l l y , each member of R is considered / 
a v a i l a b l e . At each cycle o f . t h e s o l u t i o n process, 
one se lec ts one operator which requires i 
arguments, and i ava i l ab le objects 

i s de f i ned , i t i s inc luded among the ava i lab le 
ob jec ts . Problem: f i n d some ava i lab le object which 
is also a member of M . 

Exemple: This v a r i a t i o n f requen t l y occurs in 
" fo rward" l o g i c a l i n fe rence , e . g . i n the r e s u l u -
t i o n l o g i c environment. I t has been common p rac t i ce 
in h e u r i s t i c research to consider the cases of 
severa l inputs or severa l outputs as t r i v i a l 
extensions of the one- input /one-output case. For 
example, the General Problem Solver is formulated 
in terms of one input opera to rs , and then 
immediately app l ied to a problem environment where 
a two- input operator (Modus Ponens in forward proof ) 
is e s s e n t i a l . S i m i l a r l y , S lag le r s group have 
attempted to use t h e i r MULTIPLE program (which is 
designed f o r one- inpu t , mu l t i p l e -ou tpu t operators) 
to the r e s o l u t i o n l o g i c environment, where the most 
important operator has two inputs and one ou tpu t . 

The f a c t t ha t an operator requi res severa l 
inputs can be "h idden" in var ious ways. In the case 
of Modus Ponens, which takes A and as 
i n p u t s , one can say t ha t the operator " e s s e n t i a l l y " 
takes as i n p u t , so tha t the mer i t of an 

formula determines whether the operator -
s h a l l be app l ied or n o t . I f the system decides to 
apply Modus Ponens to a formula it checks 
whether the formula A i s a v a i l a b l e . I f i t i s n o t , 
the output is " f a i l u r e " , - Another, and more general 
way of h i d i n g m u l t i p l e inputs is to consider the set 
o f a l l ava i l ab le ob jects as a "h igher l e v e l " o b j e c t . 
S i m i l a r l y , the operators are redef ined to accept one 
higher l e v e l ob jec t as i n p u t , and to emit an 
incremented ob jec t as ou tpu t . The disadvantage of 
a l l such t r i c k s i s t h a t important i n fo rmat ion gets 
l o s t to the system. For example, w i t h the 
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i n t r o d u c t i o n of "h igher l e v e l " objects and 
opera tors , one w i l l have 

( except when is essen t ia l f o r the 
app l i ca t i on of q, or q(p) - p is essen t ia l f o r 
the app l i ca t i on of q ' ) . I t is hard to make 
t r a d i t i o n a l t ree-search rout ines "aware" of such 
commutat iv i ty . In our op in ion , one should instead 
face the f a c t t ha t some operators take mu l t i p l e 
i n p u t s , and study then separate ly . 

Thus the f a i l u r e to recognize m u l t i p l e - i n p u t 
operators has l ed to i n e f f i c i e n t programs. I t has 
also l e d to a reg re t tab le lack of communication: 
techniques which have been designed f o r handl ing 
m u l t i p l e - i n p u t operators ( e . g . the var ious 
" s t r a t e g i e s " f o r the reso lu t i on method) have not 
been recognized as h e u r i s t i c methods. People seem 
to t h i n k t ha t they are techn ica l de ta i l s f o r 
handl ing r e s o l u t i o n , whereas in f ac t they are 
examples of qu i te general h e u r i s t i c p r i n c i p l e s . 
One can make a p a r a l l e l l w i th the "Edge" h e u r i s t i c 
discussed in sec t ion 1 : general p r i n c i p l e s have 
gone unnoticed f o r lack of abstract concepts to 
phrase them i n . 

As a f i r s t step to remedy t h i s s i t u a t i o n , l e t 
us in t roduce separate names f o r the var ious kinds 
of operators . The fo l l ow ing terms are be l ieved to 
be i l l u s t r a t i v e : 

number of inputs number of outputs name 

one 
one 

m u l t i p l e 
m u l t i p l e 

one 
mul t i p l e 

one 
mul t i p l e 

perporator 
d ipora to r 
conporator 
f oc ipo ra to r 

Our second step is to introduce a formalism and a 
vocabulary which enables us to deal w i t h these 
d i f f e r e n t k inds of operators . The formalism is 
based on l a t t i c e theory , and requires a sec t ion 
(sec t ion 5) of i t s own. 

Our t h i r d step w i l l be to i l l u s t r a t e these 
general concepts and p r i n c i p l e s by r e - i n t e r p r e t i n g 
some current h e u r i s t i c methods ( i nc lud ing the u n i t 
preference s t ra tegy in r e s o l u t i o n ) . This is done 
in sect ions 6 and 7. 

Some other complicat ions which may occur in 
the basic t rans format ion problem,are: 

Operators w i t h or-connected outputs . 

One o f ten encounters operators which, l i k e 
d i p o r a t o r s , y i e l d a set of objects of ou tpu ts , but 
which merely requ i re tha t one of the outputs is to 
be transformed to the ta rge t se t . Such o r -
connections may occur 

(a) i n t r i n s i c a l l y , " i n order t o prove 
prove a, or prove 

(b) because the operator is ambigous, e .g . in 
r e s o l u t i o n l o g i c , where the r e s o l u t i o n operator 
takes two clauses as input and gives one clause as 
ou tpu t . Each of the two clauses is a set of 

l i t e r a l s , and the operator " a n n i h i l a t e s " ( i n a 
ce r t a i n sense) two l i t e r a l s , one from each i n p u t . 
The operator has one output f o r each combination 
o f l i t e r a l s in the two i npu ts , and is there fo re 
ambiguous. 

(c) because the operator requires a parameter, 
which may or may not be in the set of ob jec ts . 
For example, in order to prove B in convent ional 
pred ica te ca l cu lus , i t i s s u f f i c i e n t to prove A 
and , where A is a r b i t r a r y . 

We s h a l l r e f e r to a l l operators which y i e l d o r -
oonnected ou tpu ts , as ambiguous. Thus (a) 
exempl i f ies an ambigous perporator , (b) an 
ambiguous conporator, and (c) an ambiguous 
d ipo ra to r . 

S t i l l another compl icat ion i s 

Operators w i t h r e s t r i c t e d domain, i . e . a domain 
which is a proper subset of the set P. Some 
poss ib le ways of dea l ing w i t h t h i s compl icat ion 
are discussed in sec t ion 3. 

Example: In i n t e g r a t i o n , the p a r t i a l i n t eg ra t i on 
operator is not always app l i cab le . 

A f i n a l compl icat ion is 

No back-up. 

In t y p i c a l p rob lem-so lv ing , app l i ca t i on of an 
operator is never i r r evocab le : we are always 
permi t ted to back up in the s o l u t i o n t ree and t r y 
some other operator on a prev ious ly used ob jec t . 
In some s i t u a t i o n s ( e . g . the Edinburgh studies of 
h e u r i s t i c automata), one encounters s i m i l a r 
problems where back-up is not pe rm i t ted . The 
t rans format ion problem the* b o i l s down to the 
problem of s e l e c t i n g the best operator in each 
s tep . 

Sometimes, e . g . in p lann ing , a back-up problem 
can be transformed to a no-back-up problem, or v ice 
versa . We the re fo re consider both kinds as var ian ts 
of the same basic problem. 

Summing up , t rans format ion problems can be 
character ized by a couple of f ea tu res , i . e . 

(1) what kinds of operators? (pe r - , con- , d i - , 
f o c i - p o r a t o r s ) 

(2) are operators ambiguous? 
(3) are there r e s t r i c t i o n s to the domain of 

operators? 

(4) is back-up permit ted? 

3. Approaches to h e u r i s t i c search 

In t h i s s e c t i o n , we s h a l l attempt to c l a s s i f y 
and name some methods of h e u r i s t i c search. Our 
c l a s s i f i c a t i o n w i l l be put to use in the next few 
sec t i ons , where some prev ious ly publ ished methods 
f o r h e u r i s t i c search are reviewed. 

In example ( b ) , we assume forward p roo f , and 
in (a) and (c) backward proof . 
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In each cyc le of the h e u r i s t i c search process, 
the program should se lec t one operator to use, and 
one ob jec t ( v i z . set o f ob jec ts ) to use i t on. 
Object s e l e c t i o n seems to be performed in most 
cases by e i t h e r of the f o l l o w i n g two methods: 

(A l ) Laby r in th i c methods proceed doan the search 
t r e e , and have an e x p l i c i t mechanism f o r 
dec id ing d i r e c t i o n i n the t r e e . * This 
mechanism t e l l s the program " t h i s is a good 
branch, go on the same d i r e c t i o n " , or " t h i s 
is a bad branch, back up — steps and se lec t 
another b ranch" . 

(A2) Best bud methods use an eva luat ion f unc t i on 
which assigns a p r i o r i t y or mer i t to each 
growth d i r e c t i o n (bud) in the t r e e . At each 
cyc l e , the program takes a g loba l look at 
a l l the buds, se lec ts the best one, sprouts 
i t , and i t e r a t e s the cyc le . In the new cyc le , 
the best bud from l a s t cycle is no longer a 
candidate, but i t has y ie lded severa l new 
buds. A l l other buds from l a s t cycle are 
candidates anew. Back-up occurs au tomat ica l l y 
i f the new buds are unable to compete w i t h 
the stand-by buds from l a s t cyc le . 

Methods (A l ) and (A2) have been formulated 
f o r pe rpora to rs . I t i s easy to extend them to 
d i p o r a t o r s . For conporators, i t is sometimes a 
good idea to se lec t one input to the operator 
according to a l a b y r i n t h i c or best-bud method, 
and then to se lec t "best companions" to the 
se lec ted f i r s t i n p u t . We consider t h i s the 
gene ra l i za t i on of (A l ) and (A2) to m u l t i p l e - i n p u t 
opera tors . A t h i r d method cathegory f o r them would 
be 

(A3) Best bud bundle methods, which use an 
eva lua t ion func t i on which assigns a p r i o r i t y 
to each combination ("bundle") of "buds" , 
and se lec ts the best one in each s tep . 

GPS and SIN use l a b y r i n t h i c methods, whereas 
SAINT, the Graph t r a v e r s e r , MULTIPLE, and PPS use 
best-bud methods. The u n i t preference h e u r i s t i c s 
(s t ra tegy) in r e s o l u t i o n is an example of a best 
bud bundle method. 

Another (and at l eas t in p r i n c i p l e , 
independent) basis of c l a s s i f i c a t i o n is how the 
program se lec ts the operator in; each cyc le . The 
f o l l o w i n g methods have o f ten been used in p r a c t i c e : 

(B l ) Object (s) f i r s t , one operator afterwards 
method; F i r s t se lec t the most promising 
ob jec t ( s ) to work upon, according to a 
l a b y r i n t h i c or best-bud method. A f te r t h a t , 
f i n d a good operator to apply to i t ( them). 

(B2) Exhaustive method: Select ob jec t ( s ) l i k e in 
( B l ) and apply a l l operators t o i t . 

(B3) Object (s) f i r s t , a few operators afterwards 
method: A compromise between (B l ) and (B2): 

As we s h a l l see l a t e r , we sometimes have a 
l a t t i c e ra the r than a simple t r e e . 

a few (but not a l l ) operators are se lec ted 
and app l ied to the o b j e c t ( s ) . 

(Bk) Object and operator together method: Consider 
a l l poss ib le ob jec t -opera to r combinations and 
se lec t one of them, us ing a p r i o r i t y f u n c t i o n . 
(This is in other words a best-bud method, 
where each ob jec t -opera to r combination is 
considered as a "bud".) 

The MULTIPLE program is an example of (B2), 
GPS and SAINT are examples of (B3) , whereas u n i t 
preference and PPS are examples of (B4). The 
vers ion of the Graph Traverser descr ibed in { Doran 
1966a} is an example of (B2) , whereas the l a t e r 
vers ion described in {Mich ie 1967a} i s o f type ( B l ) . 

In methods (B2) and (B3) , ob ject se l ec t i on in 
one cycle is e f f e c t i v e l y a choice of operator in 
the previous cyc le . Therefore, they can be 
considered as spec ia l cases of ( B l ) , w i t h a very 
ca re fu l and timeconsuming method f o r operator 
s e l e c t i o n . 

The four cases above are c l e a r l y not 
exhaust ive, as i t i s i n p r i n c i p l e qu i te poss ib le 
to run an operator f i r s t , ob jec t a f terward method. 
A lso , l a b y r i n t h i c ins tead o f best-bud se lec t i on o f 
operators is poss ib le (one would keep us ing the 
same operator u n t i l a "back-up" or "change operator" 
c r i t e r i o n i s s a t i s f i e d ) . However, these p o s s i b i l i t i e s 
are probably useless f o r p r a c t i c a l problems. 

I f the number of operators is very l a r g e , or 
if some operators are ambiguous w i t h a la rge number 
o f a l t e r n a t i v e s , then i t i s not poss ib le to search 
through a l l poss ib le cases. This excludes (B2) and 
(B4) methods. One must f i r s t se lec t the proper 
o b j e c t ( s ) , and then use a f unc t i on which se lec ts 
one or a few operators (and ways of apply ing them, 
i f ambiguous). Usua l l y , t h i s f unc t i on recognizes 
features in the given o b j e c t , features which 
determine what operators may be s u i t a b l e . 

In many p r a c t i c a l problem environments, one 
encounters operators which are only def ined on a 
subset of the set P of ob jec t s . This r e s t r i c t i o n 
has been dea l t w i t h in at l eas t two ways, which 
provides us w i t h a c l a s s i f i c a t i o n in s t i l l another 
dimension: 

(Cl) Consider as f a i l u r e . I f we have h e u r i s t i c a l l y 
se lec ted an ob jec t and an opera tor , and it 
tu rns out t h a t the ob jec t is not in the domain 
of the opera to r , then g ive up t h i s branch and 
t r y something e l s e . 

(C2) Solve sub-problem. Let Mr be the domain of the 
opera tor . Solve the t rans fo rmat ion problem 
from the given ob jec t to M1 , and apply the 
given operator to the r e s u l t . Formal ly , we 
extend the d e f i n i t i o n of our opera to rs , so 
t ha t q(p) ■ Q.(Pi) > vhere p1 is the 
(poss ib ly ambiguous I ) s o l u t i o n to the t rans-
format ion problem from p to the domain of 
0. • 
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SAINT uses a type (Cl) method, whereas GPS and 
PPS use type (C2) methods. 

In conc lus ion, we have pointed out three 
fea tures in h e u r i s t i c methods. These features can 
be used to c l a s s i f y and character ize the methods. 
They are : 

(A) Mode of object se lec t i on 

(B) Mode of operator se lec t i on 

(C) Way of handl ing r e s t r i c t e d domains f o r 
operators . 

k. Some frequent techniques in h e u r i s t i c s . 

In t h i s s e c t i o n , we s h a l l discuss the use of 
"mer i t o rde r i ngs " , p lans , and feature vectors 
("images") in h e u r i s t i c methods. 

Use of mer i t o rder ings . 

D e f i n i t i o n w i s e , best-bud methods requ i re tha t 
there ex i s t s a way of se lec t ing the "best " one 
from a set of buds. In a l l best-bud-type methods 
known to the author , t h i s se lec t ion is based on an 
( e x p l i c i t or i m p l i c i t ) p a r t i a l order ing > on the 
set P of ob jec ts . Some maximal bud according to > 
( i . e . some bud b such tha t no other bud 
s a t i s f i e s is then selected as "best bud" , 
and is sprouted. 

In some, but not in a l l cases, the mer i t 
o rder ing > is implemented as an e x p l i c i t mer i t 
assignment func t ion e , i . e . a mapping from P 
to the set of r e a l numbers. > is then def ined in 
an obvious manner through 

The problem of f i n d i n g a su i tab le mer i t 
o rder ing f o r a given problem environment is of 
course c r u c i a l . Of ten, i t is thought about as an 
est imate of d is tance. One attempts to def ine a 
f u n c t i o n d , where is a rough estimate 
of the work (the number of operator app l i ca t ions) 
requ i red t o transform i n t o . S i m i l a r l y , 
one attempts to compute 

f o r reasonable sets B . The mer i t f unc t i on e is 
then def ined e .g . as 

The use of mer i t orderings is not r e s t r i c t e d 
to best-bud methods. In l a b y r i n t h i c methods, the 
c r i t e r i o n f o r abandoning a path and t r y i n g another 
may be t ha t by some mer i t o rder ing . 
The GPS u t i l i z e s exact ly t h i s h e u r i s t i c s . 

The name "General Problem Solver" has some
times been c r i t i c i z e d as being too un in fo rmat ive . 
I t i s n a t u r a l t o c a l l a h e u r i s t i c method g o a l -
d i r ec ted i f i t s mer i t f unc t i on i s def ined through 
D. The va r i an t of GPS described in {Newel l 196la} 
can then be character ized as a Goal -d i rec ted 
Perporator Search method. 

At f i r s t s i g h t , the idea of using a mer i t 
order ing has much appeal. On c loser s c r u t i n y , it 
turns out to be less than obvious. I t a l l depends 
on what k ind of economy we des i re . 

Suppose we are so lv ing a t rans format ion 
problem f o r perpora to rs , and t ha t we have already 
searched par t of the t r e e . Then which of the 
f o l l ow ing quan t i t i es do we want to minimize in our 
next s tep: 

(Dl) The number of steps ( i . e . operator app l i ca t i ons ) 
in the " s o l u t i o n pa th " from the i n i t i a l set R 
to the ta rge t set M ? 

(D2) The remaining number of steps in the " s o l u t i o n 
pa th " from the selected bud to a member of the 
ta rge t set M ? 

(D3) The (remaining) number of s teps, i nc lud ing 
steps t ha t are performed in b l i n d a l l eys ( i . e . 
the t o t a l number of arcs in the so l u t i on t r ee 
the way it looks when we have reached M)? 

(DM The quant i ty mentioned in (D3), except t ha t 
i f a path is t rodden, abandoned through back-
up , and then resumed, the steps which are 
trodden severa l t imes s h a l l be counted aB 
m u l t i p l e steps? 

I f the path to the s o l u t i o n o f the t ransforma
t i o n problem is to be used as a p lan fo r a more 
expensive a c t i v i t y in another environment, then 
(Dl) is of course the cor rec t c r i t e r i o n . On the 
other hand, if we are i n te res ted in a member of M, 
ra ther than in the path to t h i s member ( e . g . i f we 
are searching f o r a s o l u t i o n to an i n t e g r a t i o n 
problem), then (D3) or (D4) would be the correct 
quan t i t y to minimize. (D3) should be used i f the 
e n t i r e search t r e e is s tored in memory, and (D4) 
should be used i f the search t r ee is s tored 
i m p l i c i t l y on the push-down- l i s t , so t ha t abandoned 
paths are garbage-col lected and a l l work there has 
to be re-performed. (D2) is sound in no-back-up 
s i t u a t i o n s , l i k e Doran's h e u r i s t i c automaton. 

I f c r i t e r i o n ( D l ) , (D3), or (D4) is to be used, 
then the " m e r i t " of a bud is not simply a func t ion 
of t ha t bud and the t a rge t s e t , but instead a 
f unc t i on of the srhole "stump" of the so lu t i on t ree 
tha t has been searched up to now. For example, if 
the c r i t e r i o n (D3) is used, then the remaining 
work from a bud is a f fec ted if there ex is ts some 
other bud which has almost as much m e r i t , and which 
in the f u t u r e may a t t r a c t the problem-solver 's 
a t t e n t i o n f o r b l i n d - a l l e y work. I t fo l lows tha t the 
idea of a mer i t o rder ing is sound only if we want 
to use c r i t e r i o n (D2). 

Although t h e o r e t i c a l l y shaky, the use of mer i t 
order ings seems to be the only ava i lab le technique 
today. I f c r i t e r i a (D3) or {D4) are re levant (which 
is usua l l y the case) , then the use of a distance 
est imate as a mer i t f unc t i on is even more quest ion
ab le . We s h a l l t r e a t t h i s quest ion in a l a t e r paper. 
But aga in , the distance est imate seems to be the 
only technique we have. 
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Use of p lans . 

Let P, 1 Q, R, and M def ine a t rans fo rmat ion 
problem f o r which a s o l u t i o n is known, and l e t P ' , 
Q' = Q, R' , and M' def ine a t rans fo rmat ion problem 
which is to be so lved. Assume also tha t there 
ex i s t s some mapping h which maps P1 onto P, R' 
onto R, e t c . in such a way t h a t if p and q(p) 
are steps in the known s o l u t i o n , and i f p = h ( p ' ) , 
then q(p) = h ( q ( p ' ) ) . In other words, the f unc t i on 
h maps so lu t ions in P' onto so lu t ions in P. Then 
we can c l e a r l y f i n d a s o l u t i o n in P' by j u s t r e 
t r a c i n g the s o l u t i o n in P * . The s o l u t i o n in P 
w i l l be re fe r red to as a p lan f o r the s o l u t i o n in 
P ' . 

This i d e a l s i t u a t i o n probably never e x i s t s , 
except when h is the i d e n t i t y f u n c t i o n . However, 
it may be the case t h a t the requirement q ( p ' ) = 
h (q (p ) ) o f t en (though not always) ho lds . Then i t 
can s t i l l be a good s t ra tegy to t r y to f o l l o w the 
p l a n . I f i t does not work, we have to take resor t 
i n another p l a n , o r i n the ob jec t -opera tor 
se lec t i on methods mentioned above, ( i n other words, 
use of plans may be considered as yet another 
method, (B5) , o f operator s e l e c t i o n ) . 

Plans can be generated in severa l ways, e .g . 
by memorization of p rev ious , successful so lu t ions 
(Doran's h e u r i s t i c automaton), by human adv ice, 
or by " look-ahead" : s o l u t i o n of an analogous 
problem in an a u x i l i a r y problem space ( e . g . in 
the Planner system and the PPS). 

When the problem environment is p red ica te 
ca l cu lus , the "abs t rac t i on f u n c t i o n " h can e .g . 
be se lected so as to throw away every th ing except 
the va r iab les in the formulas (p lanning GPS) or 
to throw away every t ing except the boolean 
connectives (P lanner ) . 

A t h i r d technique is 

Use of images. 

By an image, we mean an i tem which expresses 
some, but not a l l the in fo rmat ion of an ob ject in 
the set P. The image may be f o r example, a vector 
of features in the o b j e c t , or ( i n the case of a 
LISP-type f o rmu la ) , the t o p - l e v e i s t r u c t u r e o f 
the o b j e c t , w i t h l ower leve l sub-expressions being 
replaced by a s t e r i s k s . Although they r a r e l y t a l k 
about i t in abs t rac t terms, many creators o f 
h e u r i s t i c programs do in f a c t use such images. 
Images are used f o r severa l purposes, i n c l u d i n g : 

( l ) as a basis f o r mer i t func t ions (a numerical 
value is assigned to each f e a t u r e , and mer i t 
is computed as a weighted average of the 
fea tu re values) or d istance func t ions 
computed as a wighted average of d i s t a n c e " 

To insure t h a t we have a s o l u t i o n , we must 
assume t h a t on ly members of M' are mapped i n t o M, 
i . e . 

n ( p f ) ( M o p ' £ M' 

Moreover, i t is e s s e n t i a l t ha t R 1 is mapped onto 
( ra ther than i n t o ) R, and t ha t M' is mapped onto 
M. 

between f e a t u r e s ) ; 

(2) as objects in an a u x i l i a r y problem space used 
f o r p lann ing ; 

(3) in methods of type (B3) , f o r the se lec t i on of 
operators t h a t should be app l ied to a given 
ob jec t . 

Examples: ( l ) game-playing programs and (w i th 
c e r t a i n mod i f i ca t i ons ) Doran's h e u r i s t i c automaton; 
(2) p lanning GPS, Planner, PPS; (3) GPS. 

In t h i s s e c t i o n , we have described and 
c l a s s i f i e d general h e u r i s t i c techniques, and 
given references from each technique to ac tua l 
programs which u t i l i z e s i t . In sect ions 6 -7 , we 
s h a l l b u i l d an inverse system of re ferences. Each 
sec t ion w i l l review one h e u r i s t i c program in terms 
of the c l a s s i f i c a t i o n and concepts above. 

5 . L a t t i c e ins tead o f t r e e s . 

Heur i s t i c search is o f ten r e f e r r e d to as t r ee 
search. However, the t r ee model is only app l icab le 
to cases where a l l operators are perporators or 
(w i th some ex t ra conventions) d i po ra to r s . With 
conporators, the need fo r a more general s t r uc tu re 
a r i s e s . In t h i s s e c t i o n , we s h a l l suggest one 
poss ib le way of performing the g e n e r a l i z a t i o n . 

Instead of a s o l u t i o n t r e e , we s h a l l in t roduce 
a s o l u t i o n l a t t i c e . For pe rpo ra to rs , but not f o r 
d i p o r a t o r s , the s o l u t i o n l a t t i c e degenerates i n t o 
a t r ee as usua l l y drawn. - For a good i n t r o d u c t i o n 
to l a t t i c e t heo ry , see {Ruther fo rd 1965a}. 

F i r s t some general n o t a t i o n . Let q be an 
unambiguous operator which is def ined w i t h one 
set P1 C P as i n p u t s , and which y i e l ds P"C P 
as ou tpu ts . We then w r i t e P" c q (P ' ) . For the 
moment, we fo rge t about ambiguous opera tors . 

The ordered k - tup le whose elements are 
a , a 2 , . . . a , w i l l be w r i t t e n < a 1 , a 2 , . . . a .> . 
a and < a> are considered as d i s t i n c t i t ems* . 
I f b is a k - t u p l e , the l a s t element of b is 
w r i t t e n a)(b) . I f B is a set o f t u p l e s , the set 
of l a s t elements of members of B is w r i t t e n ft(B) . 

We now def ine the set S ( the s o l u t i o n l a t t i c e ) 
as f o l l o w s : 

(1) if p is an o b j e c t , then <p> is a member of S; 

(2) if s and t are members of S , then sv t 
and s A t are also members of S; 

(3) see below. 

Fo l lowing Ruther fo rd , w e def ine x c y t o 
mean x ■ x A y . A l so , we assume commutative, 
a s s o c i a t i v e , and absorpt ive laws f o r VJ and o . 
D i s t r i b u t i v e and idempotent ( x X ■ x e t c . ) 
laws f o r ^ and r\ f o l l ow e a s i l y . A lso , we f i n d 
t h a t the C r e l a t i o n is t r a n s i t i v e , and t h a t 

x C y A y C x x = y 

I ns tead , we s h a l l f r equen t l y w r i t e a when 
we mean {a} • 
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i n f e r r e d from the o the rs , and is c r u c i a l . 

Let us f i n a l l y t u r n to the case of ambiguous 
opera to rs . Suppose, in example 2 ( f i g u r e 5) t ha t 
q is an ambiguous pe rpora to r , and t h a t i t is 
s u f f i c i e n t t o t ransform e i t h e r 
set M. We then simply redef ine 
w i t h unchanged no ta t i on o therwise. See f i g u r e 8,^ 
and compare f i g u r e 5. 

I f des i red , the no ta t i on can of course be 
f u r t h e r extended to a r b i t r a r i l y complex and/or 
s t r u c t u r e s : 

Example 4. A f t e r app ly ing operator q to object 
p , we f i n d t h a t i t is s u f f i c i e n t to t ransform 

to the ta rge t set M. With s. as be fo re , we then 
simply def ine 

Using the obvious d i s t r i b u t i v e e t c . laws, 
t h i s expression can be reduced to the canonical 
form of an ambiguous d i po ra to r . 

In summary of t h i s s e c t i o n , we have suggested 
a formal and p i c t o r i a l representa t ion of the search 
" t r e e s " f o r a r b i t r a r y opera tors . Our search l a t t i c e 
S is the set of a l l poss ib le nodes in search space. 
In the search f o r a s o l u t i o n , we gradua l ly extend 
the searched poset , which is a subset of S, u n t i l 
i t has been proved t h a t 

6. Heur i s t i cs in the SAINT program 

In sect ions 1-5, some aspects of h e u r i s t i c 
programs have been discussed. As an exercise in 
the use of these concepts, we s h a l l now give a 
desc r i p t i on of S lag le ' s program SAINT. We wish 
to demonstrate t h a t , w i t h the concepts t h a t have 
been in t roduced , the desc r i p t i on can be more 
abst rac t and invo lve less programming d e t a i l s 
than be fo re . 

Problem environment. 

The set P of objects consis ts of a l l formulas 
b u i l t from r e a l numbers, v a r i a b l e s , var ious 
a r i t hme t i c func t ions , and one f u n c t i o n a l : the 
i n t e g r a t i o n opera tor . The t a rge t set M consis ts 
of a l l ob jec ts which do not use the i n t e g r a t i o n 
opera tor . The i n i t i a l set R consists of one s ing le 
o b j e c t , which is given to the program on each 
occasion of use. 

The set Q consis ts of 44 opera tors . A l l are 
perpora to rs , except f o r one d i p o r a t o r , the formula 

a d d i t i o n , s u b t r a c t i o n , m u l t i p l i c a t i o n , power 
f u n c t i o n , l o g a r i t h m i c , t r i g o n o m e t r i c , and inverse 
t r i gonomet r i c f u n c t i o n s . 

f o r the i n t e g r a l of a sum. Some of the perporators 
( e . g . the s u b s t i t u t i o n operator ) are ambiguous and 
governed by a parameter. Most operators have a 
r e s t r i c t e d domain. 

Discussion of h e u r i s t i c method. 

I t i s na tu ra l to so r t up the operators in Q 
i n t o the f o l l o w i n g d i s j o i n t cathegor ies : 

a. Standard forms (26 ope ra to rs ) . These are 
perporators whose output is always in the 
ta rge t set M ( i f the input contains only one 
occurrence of the i n t e g r a l ope ra to r ) . An example 
of such a perporator is 

Remark: the p o s s i b i l i t y to s i ng le out those 
operators which land in the t a rge t set i s 
p a r t i c u l a r f o r t h i s problem environment, and 
does not occur in e .g . l o g i c a l i n fe rence . 

b. A l g o r i t h m - l i k e t ransformat ions (8 opera to rs ) . 
These are operators wh ich , i f app l i cab le , are 
usua l l y appropr ia te . The d ipora to r is one of 
them. 

c. Heu r i s t i c t ransformat ions (10 ope ra to rs ) . These 
are operators which may or may not be appropr ia te . 
S u b s t i t u t i o n is one of them. 

Let us c a l l these sets a n d r e s p e c t i v e l y , 
and de f i ne : 

PI the set of a l l ob jects in P which are in the 
domain of some operator in Q l ; 

P2 the set of a l l ob jects in P-Pl which are in the 
domain of some operator in 

Objects in PI have a s o l u t i o n j u s t around the 
corner , and should of course be given top p r i o r i t y . 
For objects in P2, we know which operator should 
be appl ied ( i t tu rns out t h a t there is never more 
than one) , so such objects are given h igher p r i o r i t y 
than objects in P3. For ob jects in P3, severa l 
operators may be app l i cab le , so a h e u r i s t i c search 
has to be performed. 

Each ob ject p stands f o r an expression b u i l t 
w i t h f unc t i ons . The "maximum depth" of t h i s 
expression i s s i g n i f i c a n t f o r the f o l l o w i n g reasons: 
( l ) the members of PI (usua l l y ) have smal l maximum 
depth; (2) operators o f ten perform only a smal l 
change (one or a few u n i t s ) in the maximum depth 
o f t h e i r i n p u t . Under such cond i t i ons , i t i s 
reasonable to use the depth of an expression as a 
gross measure o f i t s "d i s tance" to the t a rge t s e t , 
and ( there fo re 7) to use i t as a mer i t f u n c t i o n . 

With t h i s background, the h e u r i s t i c method 
used by SAINT can be o u t l i n e d . 
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Images. 

The SAINT program uses images = fea ture 
vectors w i t h eleven components. Maximum depth of 
expression is one of them. Images are used f o r 
three purposes: 

(a) se lec t i on of best bud (only maximum depth 
component used) ; 

(b) se lec t i on of appropr iate operators f o r a 
given object in P3; 

(c) se lec t i on of parameters f o r ambiguous 
operators . 

Handling of r e s t r i c t e d domain. 

I f a se lected operator is not app l icab le to 
a se lected ob jec t , SAINT j u s t gives up. It does 
not t r y to solve a sub-problem. 

Object and operator s e l e c t i o n . 

Abs t rac t l y speaking, the SAINT program uses 
an "ob jec t f i r s t , a few operators af terwards" 
se lec t i on system, where objects are se lected w i th 
a best bud method based on a mer i t o rder ing . 
However, there are ce r t a i n complicat ions to t h i s 
simple scheme. 

The f o l l o w i n g mer i t order ing is used: 

i f f p is a member of PI and is no t , 

o r p i s a member o f a n d i s a 
member of P3, 

or both p and p' are members of P3, but 
p has less maximum depth than p' has. 

In each s tep , SAINT selects some maximal bud 
in the search t ree according to t h i s p a r t i a l o rder , 
and appl ies su i t ab le operators to i t . The operators 
are se lected according to the f o l l ow ing t a b l e : 

In P2, only one operator is usua l l y app l i cab le ; 
in P3, the ob jec t ' s image determines which operators 
s h a l l be se lec ted . Notice i n p a r t i c u l a r t ha t i f 
ob ject is in P2, then an operator from Q3 is never 
se lec ted , even i f the object is in i t s domain. The 
reason is tha t an object in P2 can be transformed 
one or more steps by operators in Q2, and then the 
desi red operator in Q3 can be appl ied to the r e s u l t . 
This is s u f f i c i e n t (and is in f ac t a good pruning 
techn ique) , since operators in Q2 only e f f ec t 
t r i v i a l mod i f i ca t ions on the ob jec ts . 

Programming 
Since only one operator is appl ied to objects 

in PI and P2, these objects and operators can be 
given a separate and "a l go r i t hm ic " t reatment . The 

h e u r i s t i c search need only span objects in P3 and 
operators in Q3. 

Like most h e u r i s t i c programs, SAINT maintains 
a bud l i s t , i . e . a l i s t of objects to which no 
operator has yet been app l ied . This l i s t contains 
members of P3 ordered according to (the mer i t 
order) > . 

Somewhat i d e a l i z e d , the cycle in the SAINT 
program runs as f o l l ows : 

(1) Take the f i r s t object on the bud l i s t . (This 
is a maximum bud in P3). 

(2) Select su i t ab le operators f o r t h i s ob jec t . 
Apply them. The set or resu l t s is ca l l ed P". 

(3) For each member of P", check if some member 
of Ql or Q2 is app l i cab le . I f so, apply i t . 
I f i t was a member of Q l , te rmina te . Other
w ise , inc lude the r e s u l t in P" and reperform 
(3) on i t . 

(k) Let P+ be the modi f ied P" a f t e r a l l Ql or Q2 
operators have been app l ied . By hypothesis , 
P+ is a subset of P3. Merge P+ i n t o the bud 
l i s t according to > . 

The cyc l i ng s t a r t s in step 3 w i t h the bud 
l i s t empty, and w i t h P" = the g i ven , i n i t i a l object 
(" the given i n t e g r a t i o n prob lem") . 

The occurrence of a d ipora to r in the problem 
environment is a compl ica t ion . To handle t h i s , the 
program maintains a "goal t r e e " , which is 
equiva lent to the search poset o f l a s t sec t i on , 
but u t i l i z e s a s l i g h t l y d i f f e r e n t n o t a t i o n . On 
discovery of a member of Ql (step (3) in the 
rou t ine ) SAINT does not a c t u a l l y te rm ina te , but 
u t i l i z e s instead the "goa l t r e e " to remove from 
the bud l i s t those buds tha t need no longer be 
transformed to the ta rge t se t . In l a t t i c e terms, 
if SAINT has proved f o r a node t is the search 
poset tha t f | M _ t , then i t removes from the bud 

l i s t a l l nodes t 1 such t ha t t ! b . A lso, and 
f o r the same reason, such members of P" (P ) are 
thrown away. SAINT then continues the above cycle 
( s t a r t i n g in step ( l ) ) as long as there is anything 
l e f t on the bud l i s t . 
Remarks 

This terminates our desc r ip t i on of the SAINT 
program. It is based on a ra ther short summary of 
the work on SAINT, { Slagle 1963a}, ra ther than the 
f u l l t h e s i s . There may there fore be mistakes in 
d e t a i l s of our d e s c r i p t i o n . However, l e t us repeat 
t ha t the i n t e n t i o n w i th t h i s sect ion was to 
demonstrate how exac t ly the same mate r ia l may be 
described in completely d i f f e r e n t terms when i t i s 
to be used f o r another purpose. 

To f a c i l i t a t e comparison, l e t us f i n a l l y g ive 
a shor t d i c t i o n a r y t ha t t rans la tes between S lag le 's 
terminology and ours : 
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T> The u n i t preference h e u r i s t i c s in r eso l u t i on 

The purpose of t h i s sec t ion is the same as 
t h a t o f sec t ion 6 , i . e . to demonstrate the 
usefulness o f abs t rac t h e u r i s t i c concepts. In 
a d d i t i o n , we s h a l l t r y to show tha t the so -ca l l ed 
s t ra teg ies used in r e s o l u t i o n are in f a c t 
h e u r i s t i c methods, and amenable to the same 
treatment as other such methods . Therefore , we 
have se lected to make a desc r i p t i on of the u n i t 
preference s t ra tegy f o r r e s o l u t i o n . 

Problem environment 

Each ob jec t in the set P is a set of l i t e r a l s , 
a l i t e r a l being a symbolic expression 
(NOT (Ri )) or (% ) . The 
t a rge t set M has one member: the n u l l set ( i . e . 
the set of no l i t e r a l s ) . The i n i t i a l set R 
consis ts of a r e l a t i v e l y smal l number of objects 
and is g iven to the program on each occasion of 
i t s use. 

Notice tha t in t h i s case, R is given as input 
to the program, and M is f i x e d . In the case of 
SAINT, ve had the opposite s i t u a t i o n . 

The set Q consis ts of a two- input conporator 
( " r e s o l u t i o n " ) and a perporator ( " f a c t o r i n g " ) . 
Both have a r e s t r i c t e d domain, and both are 
ambiguous. The ambigui t ies are moderate: the 
number of a l t e r n a t i v e s is f i n i t e and so smal l 
t h a t a l l can be t r i e d . 

Images 

Uni t preference uses images f o r o b j e c t -
operator s e l e c t i o n . The image of an ob ject is an 
i n t e g e r , v i z . the number o f l i t e r a l s i n the ob jec t . 
Operators can be extended to images in the 
f o l l o w i n g manner: i f the inputs t o the r e s o l u t i o n 
operator have images and k. , then the output 
( i f i t e x i s t s ) has image . S i m i l a r l y , i f 
the input to the f a c t o r i n g operator has image 
then the ou tpu t , i f i t e x i s t s , has j - 1 a s 
image**. 

Discussion of h e u r i s t i c method. 

Since the t a r g e t ob ject has image ze ro , and 
the operators e f f e c t a r e l a t i v e l y smal l change on 

Feigenbaum, in h i s IFIP 68 paper { Feigenbaum 
1968a}, argues a s i m i l a r s tandpo in t . 
** 

I t may acc iden ta l l y happen t h a t the image of 
the output is less than (but never greater than) 
j +k -2 v i z . . Such accidents are rare and do 
not a f f e c t the h e u r i s t i c s . 

images, i t is reasonable to take the image of an 
object as a crude est imate of i t s mer i t in the 
search towards the t a r g e t , w i t h smal l images having 
a higher m e r i t . Therefore , operat ions which decrease 
the image can be expected to b r i n g us c loser to a 
s o l u t i o n . This gives us a preference f o r f a c t o r i n g , 
and f o r r eso l u t i on when one input has image 1. 

A t r i v i a l s t ra tegy would be to reduce the 
image to zero through successive f a c t o r i n g s . 
However, we run i n t o problems w i t h the r e s t r i c t e d 
domains of the opera tors : f a c t o r i n g when the image 
of the input is 1 ( i . e . the l a s t step) is never 
poss ib l e , and in a l l reasonable problems we would 
f a i l f a r before t h a t . 

Resolut ion when the pa r t ne r ' s image is 1 
( "un i t reso lu t ion" ) seems to be a be t t e r s t r a tegy , 
adn is what our h e u r i s t i c s p re fe rs as f i r s t 
choice. When it cannot be had, we perform other 
reso lu t ions or f a c t o r i n g a couple of s teps, in the 
hope o f achieving u n i t r e s o l u t i o n l a t e r . 

Handling of r e s t r i c t e d domain. 

I f a desi red operator is not app l i cab le , the 
un i t preference method j u s t gives up. 

Object and operator s e l e c t i o n . 

Uni t preference u t i l i z e s a best bud bundle 
method, where a su i t ab le operator and i t s i npu t ( s ) 
are selected toge ther . The system makes i m p l i c i t 
use of a mer i t o rder ing > def ined as fo l lows on 
I ^ 12 : 

numerical r e l a t i o n s h i p 
( < means " less than") 

mer i t o rder ing 
( > means " b e t t e r than") 

The r e l a t i o n > is extended to P w P in the 
obvious way. 
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In each cyc le , un i t preference uses > to 
se lec t one maximal object or ob jec t -pa i r and 
appl ies the correct operator ( f a c t o r i n g in the 
case of an ob jec t , r eso lu t i on in the case of an 
o b j e c t - p a i r ) t o i t . I n case o f ambigui ty, a l l 
a l t e r n a t i v e s are t rea ted w i th the same p r i o r i t y . 
I f operator app l i ca t i on in some a l t e r n a t i v e i s 
success fu l , and the output has higher p r i o r i t y 
than the input (and t h e r e f o r e , higher p r i o r i t y 
than the other a l t e rna t i ves processed together 
w i t h t h i s one) , then the higher p r i o r i t y i s 
honored immediately. 

Programming. 

Although our reference says l i t t l e about the 
ac tua l program that performs the un i t preference 
h e u r i s t i c s , the fo l l ow ing are some suggestions 
f o r such a program. 

The program u t i l i z e s l i s t s L , LQ, . . . L . , 
. . . , where L. contains a l l generated objects 
w i t h image j , together w i th the fo l l ow ing 
in fo rmat ion f o r each ob jec t : 

(1) has f a c t o r i n g been attempted on t h i s object? 

(2) i f f a c t o r i n g is ambiguous, fo r which cases 
has it been attempted? 

(3) w i t h what other objects has reso lu t i on been 
attempted? 

(U) i f r eso lu t i on is ambiguous, f o r which cases 
has it been attempted? 

The answers to these questions can be 
represented as f o l l ows : 

(1) f o r each l i s t L- where j ^ 2, a po in te r 
i nd i ca te how fa r down the l i s t f ac to r i ng has 
proceeded; 

(2) f o r the po in ted-a t element of each l i s t L-, 
the attempted a l t e rna t i ves are l i s t e d . 
(For a l l other a l t e rna t i ves o f L j , e i t he r 
none or a l l a l t e rna t i ves have been at tempted) ; 

and s i m i l a r l y , f o r each object p. on each l i s t 

(3) f o r each l i s t L where k _< j , a po in te r 
ind ica tes how fa r down Lk r eso lu t i on w i t h 
p. has been attempted; 

{h) f o r the po in ted-a t element of each l i s t L k , 
the attempted a l t e rna t i ves are l i s t e d . 

With these conventions, programming is s t r a i g h t -
forward. 

Remark. 
The images used by the un i t preference method 

have a noteworthy p roper ty : the image of the output 
of an operator is a func t i on of the image(s) of the 
i n p u t ( s ) , i f the operator i s app l i cab le ; but the 
image does not conta in enough in fo rmat ion to 

determine a p p l i c a b i l i t y . This " semi -de te rm in i s t i c " 
proper ty has otherwise been c h a r a c t e r i s t i c of 
p lanning methods, notably p lanning GPS, and PLANNER. 
As a r e s u l t of some present work, we be l ieve tha t 
semi-determin is t ic images have i n t e r e s t i n g t heo re t i c 
p rope r t i es . 

Pruning c r i t e r i a . 
The un i t preference h e u r i s t i c s should only be 

used in combination w i t h various pruning c r i t e r i a , 
such as: 

(1) Restriction_on_.-Search P th ' T n e depth of an 
object is the number of reso lu t ions tha t was 
requi red to construct i t . Objects o f depth 
>_ K( (where kQ is a f i xed parameter) are 
r e j e c t e d ; 

(2) Set _of sjijyoort strategy.. A subset T of R is 
s ing led out as "essen t i a l i n i t i a l ob j ec t s " , 
and nodes p in the search poset which s a t i s f y 

p «= U ( I ~ ¥ ) 

are given zero m e r i t ; 

(3) Rejection:1 by Pattern.. Objects p which conform 
to ce r t a i n pat terns ( e . g . contain two l i t e r a l s 
of the form A v i z . (NOT A) ) are re j ec ted . 

We have then made a d i s t i n c t i o n between 
h e u r i s t i c s ( i . e . ru les which govern the order in 
which the s o l u t i o n l a t t i c e is searched) and 
pruning c r i t e r i a (which are extreme cases of 
h e u r i s t i c ru les since they cut o f f some "branches" 
a l t o g e t h e r ) . In the reso lu t i on l i t e r a t u r e , both 
h e u r i s t i c s and pruning c r i t e r i a are ca l led 
s t r a t e g i e s . 

Pruning c r i t e r i a can fo rma l l y be t rea ted as 4 
f u r t h e r r e s t r i c t i o n on the domains of operators. 
The f i r s t two pruning c r i t e r i a above can 
( a l t e r n a t i v e l y ) be implemented by using images 
<.j,d,s> , def ined as f o l l o w s : 

If p is a member of the i n i t i a l set R , 
p 's image is ^ j , d , s > , where 

j is the number of l i t e r a l s in p ; 

d is zero; 

s is the t r u t h - v a l u e of p £ T 

If p was der ived through r e s o l u t i o n , and 
the images of the inputs were < Ji d1s1 and 
<J2 d2 » then the ' image of p is < j ,d ,s> , 
where 

j = j + j - 2 ( the number of l i t e r a l s in p) 

d = max(d. ,dp ) + 1 

F i n a l l y , i f p was der ived through f a c t o r i n g , 
and the image of the input was < j , d , s > , then the 
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image o f t h e o u t p u t i s 

When t h e p a r t i a l o r d e r > i s e x t e n d e d t o 
t r i p l e s and p a i r s o f such t r i p l e s , t h e 
f o l l o w i n g i t e m s a re c o n s i d e r e d a s ze roes ( i . e . 
< a l l o t h e r i t e m s ) and t h e r e f o r e r e j e c t e d : 

W i t h t h e s e e x c e p t i o n s , t h e o r d e r > t r e a t s 

N o t i c e t h a t i f w e i g n o r e t h e a c c i d e n t s 
m e n t i o n e d i n t h e f o o t n o t e o n page 2 8 , b o t h 
o p e r a t o r s a r e s e m i - d e t e r m i n i s t i c o n t h e s e e x t e n d e d 
images . 

M o d i f i c a t i o n : t h e f ewes t - componen t p r e f e r e n c e 
h e u r i s t i c s . 

S l a g l e has p r o p o s e d t o s t r e a m l i n e t h e u n i t 
p r e f e r e n c e h e u r i s t i c s i n t o a f ewes t - componen t 
p r e f e r e n c e m e t h o d . The i d e a i s t o change t h e 
d e f i n i t i o n o f t h e m e r i t o r d e r s o t h a t t h e 
s p e c i a l p r e f e r e n c e f o r p a i r s ( l 1 j ) i s d r o p p e d . 
The d e t a i l s a r e : i n t h e above d e f i n i t i o n o f > , 
d r o p r u l e s ( l ) t h r o u g h ( 3 ) , and use r u l e s ( 4 ) 
t h r o u g h ( 6 ) even i f some o f i , j , k o r m e q u a l s 
o n e . Fo r t h e r e d e f i n e d > , we have e . g . 

8 . C o n c l u s i o n 

We have d e f i n e d a number of concep t s w h i c h 
a re u s e f u l f o r t h e compact and a b s t r a c t d e f i n i t i o n 
o r h e u r i s t i c m e t h o d s . F o r i l l u s t r a t i o n , t h e s e 
c o n c e p t s have been a p p l i e d t o t w o w e l l - k n o w n 
m e t h o d s . Examples o f t h e i r compactness can b e 
f o u n d on pages 9 ( S l a g l e ' s AND/OR t r e e p r u n i n g ) , 
1 1 ( s e t o f s u p p o r t s t r a t e g y ) and 1 2 ( f e w e s t -
component p r e f e r e n c e h e u r i s t i c s ) . We have a rgued 
t h a t a b s t r a c t d e s c r i p t i o n s o f s i m i l a r k i n d w i l l 
b e u s e f u l a s complements t o c o n v e n t i o n a l 
d e s c r i p t i o n s o f h e u r i s t i c p rograms and m e t h o d s . 

I n d e x o f h e u r i s t i c methods and p r o g r a m s . 

A r row method 
{ H a r t 1 9 6 7 a } , { N i l s s o n 1968a} 

DEDUCOM 
{ S l a g l e 1965a} 

Fewest -component p r e f e r e n c e h e u r i s t i c 
{ S l a g l e 1965b} 

GPS ( G e n e r a l P rob lem S o l v e r ) 
{ N e w e l l 1 9 6 0 c } , { N e w e l l 1 9 6 l a } 

Graph t r a v e r s e r 
{Doran 1 9 6 6 a } , {Doran 1 9 6 7 a } , { M i c h i e 1967a} 

H e u r i s t i c au tomaton 
{Doran 1968a} 

L o g i c t h e o r y mach ine 
{ S t e f f e r u d 1 9 6 3 a } , { M i l l s t e i n ?a} 

MULTIPLE 
{ S l a g l e 1968a} 

P l a n n e r 
{ H e w i t t 1967a} 

P l a n n i n g GPS 
{ N e w e l l 1 9 6 0 c } , { N e w e l l 1964a} 

PPS ( P l a n n i n g P rob lem S o l v e r ) 
{ S a n d e w a l l 1968b} 

SAINT 
{ S l a g l e 1963a} 

SIN 
{Moses 1967a) 

U n i t p r e f e r e n c e h e u r i s t i c s 
{Wos 1964a} 
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