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BACKGROUND: Human health assessments synthesize human, animal, and mechanistic data to produce toxicity values that are key inputs to risk-based 
decision making. Traditional assessments are data-, time-, and resource-intensive, and they cannot be developed for most environmental chemicals 
owing to a lack of appropriate data. 

OBJECTIVES: As recommended by the National Research Council, we propose a solution for predicting toxicity values for data-poor chemicals 
through development of quantitative structure–activity relationship (QSAR) models. 

METHODS: We used a comprehensive database of chemicals with existing regulatory toxicity values from U.S. federal and state agencies to develop 
quantitative QSAR models. We compared QSAR-based model predictions to those based on high-throughput screening (HTS) assays. 

RESULTS: QSAR models for noncancer threshold-based values and cancer slope factors had cross-validation-based Q2 of 0.25–0.45, mean model 
errors of 0.70–1.11 log10 units, and applicability domains covering >80% of environmental chemicals. Toxicity values predicted from QSAR models 
developed in this study were more accurate and precise than those based on HTS assays or mean-based predictions. A publicly accessible web inter-
face to make predictions for any chemical of interest is available at http://toxvalue.org. 

CONCLUSIONS: An in silico tool that can predict toxicity values with an uncertainty of an order of magnitude or less can be used to quickly and quanti-
tatively assess risks of environmental chemicals when traditional toxicity data or human health assessments are unavailable. This tool can fill a critical 
gap in the risk assessment and management of data-poor chemicals. https://doi.org/10.1289/EHP2998 

Introduction 
Of the tens of thousands of chemicals in commerce or on various 
manufacturing inventories, only hundreds have comprehensive 
toxicological data or have undergone some form of human health 
risk assessment (Guyton et al. 2009; Judson et al. 2009). Most 
assessments that support risk-based environmental health decision 
making rely on epidemiologic data, experimental animal data, or 
both, to quantitatively estimate risk and develop toxicity values 
or exposure thresholds. Such assessments, including the U.S. 
Environmental Protection Agency’s (EPA’s) Integrated Science 
Assessments and Integrated Risk Information System (IRIS) toxi-
cological reviews, are highly data-, time-, and resource-intensive. 
However, a need exists for reliable approaches to systematically 
estimate human health risks for all, rather than for just a few, chem-
icals. Accordingly, the National Academies recommended the 

“development of default approaches to support risk estimation for 
the large number of chemicals lacking chemical-specific informa-
tion” (NRC 2009). 

There are a number of examples of how experimental data 
from short-term studies in animals or nonmammalian systems, 
such as the lethal dose 50% (LD50) or mutagenicity determina-
tions, can be used to develop chronic toxicity estimates. For 
example, Zeise et al. (1984) developed an approach to estimate 
the cancer potency of a chemical when only the LD50 of that 
chemical is known. That study showed that a quantitative esti-
mate of chronic cancer hazard from acute lethality information 
can be used to provide a conservative estimate of a “worst-case 
scenario” to guide decision making based on the assumption that 
the initial stages of chemical absorption and distribution would 
be comparable for both lethality and carcinogenicity (Zeise et al. 
1984). Follow-up work extended this approach to estimate cancer 
risk based on data from short-term mutation and toxicity tests 
(Travis et al. 1990). Such approaches are sensible because LD50 

information is available for thousands of chemicals (https://chem. 
nlm.nih.gov/chemidplus/), but only a few hundred of these have 
been tested in a 90-d toxicity study or in a 2-y cancer bioassay. 

Complementary methodologies with great utility for supporting 
a variety of risk-based decision contexts include high-throughput 
assessments that use in vitro data, systems biology approaches, 
and pharmacokinetic modeling (Judson et al. 2011; Krewski et al. 
2014). Several large-scale screening programs now generate toxic-
ity hazard data for thousands of chemicals in hundreds of assays 
(Kavlock et al. 2012; Tice et al. 2013). These data are now used for 
various decision contexts from replacement of animal tests 
(Judson et al. 2015) to estimating potential human exposure levels 
(Wambaugh et al. 2013, 2015) to predictions of acute toxicity (Zhu 
et al. 2009) or cancer hazard class (Sedykh et al. 2011). Similarly, 
approaches to how in vitro (Wetmore 2015) or short-term in vivo 

(Thomas et al. 2013) toxicity studies can be used for risk-based 
evaluations have been recently proposed, and their applications 
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have been illustrated in a National Academies report (National 
Academies of Science, Engineering, and Medicine 2017). 

In parallel to the efforts in high-throughput toxicity testing, 
quantitative structure–activity relationship (QSAR) tools for pre-
dicting chemical metabolism (Maltarollo et al. 2015; Pinto et al. 
2016) or for generating categorical predictions, such as classify-
ing cancer and noncancer hazards (Jolly et al. 2015; Low et al. 
2014; Mansouri et al. 2016; Rusyn et al. 2012), are already 
widely used in various decision contexts. However, there are few 
computational tools to generate quantitative (e.g., dose–response) 
estimates, information that is highly relevant for decision making 
and risk management. Specifically, there is a need for predictions 
of the continuous values used in decision making above and 
beyond the prediction of a chemical as a “hazard” versus a “non-
hazard.” Therefore, this study aimed to address this significant 
gap through the development of the Conditional Toxicity Value 
(CTV) Predictor. The CTV Predictor is a compendium of QSAR 
models and a web portal that predicts, based on the chemical’s 
structure, an array of toxicity values that are often used in risk 
management decisions. The term “conditional” is used to distin-
guish the QSAR-based prediction of a toxicity value from toxic-
ity values derived using human, animal, and other traditional data 
streams. The CTV-predicted values include the reference dose 
(RfD) and concentration (RfC), the oral slope factor (OSF), the 
inhalation unit risk (IUR), the cancer potency value [CPV; a 
California EPA (CalEPA)-specific OSF], and various estimates 
of the point-of-departure (POD). CTV predictions rely on a com-
prehensive database of existing toxicity values and experimental 
data and incorporate Organisation for Economic Co-operation 
and Development (OECD) principles for model building and 
external cross-validation. All of the data, models, and results are 
made publicly available for use by interested stakeholders. 

Methods 

Compounds and Toxicity Values 

As part of previously published work (Wignall et al. 2014) and 
further described in Table 1 and Table S1, we compiled a data-
base of publicly available, peer-reviewed human health toxicity 
values as of June 2011 as found in specific U.S. EPA sources 
[IRIS, Office of Pesticide Programs (OPP), Superfund Regional 
Screening Level Tables (RSLs)], or from the California EPA 
(Office of Environmental Health Hazard Assessment). Superfund 
RSL Tables reference toxicity values from the abovementioned 
sources as well as from Centers for Disease Control and Prevention 
(CDC)/Agency for Toxic Substances and Disease Registry 

(ATSDR) toxicological profiles, U.S. EPA Provisional Peer 
Reviewed Toxicity Values (PPRTV), U.S EPA Health Effects 
Assessment Summary Tables (HEAST), and other U.S. EPA offi-
ces (Wignall et al., 2014). The toxicity values extracted for this 
effort included chronic values only, specifically RfDs [including 
chronic oral minimal risk levels (MRLs)], RfCs (including 
chronic inhalation MRLs and reference exposure levels), OSFs, 
IURs, and CPVs (CalEPA values only, for the purpose of explor-
ing a non-Federal data set derived independently from other proc-
esses). We also collected no observed adverse effect levels 
(NOAELs) associated with the RfDs for POD modeling. It is pos-
sible that a source referenced above contains additional values 
(e.g., acute MRLs), but they were excluded from our efforts (e.g., 
insufficient number of values for model development, not chronic 
values). 

When available, we also gathered the experimental dose– 
response data that were used as the basis for the PODs, the toxic-
ity values, or both. Using U.S. EPA guidance for dose–response 
modeling, as implemented by Wignall et al. (2014), we calculated 
benchmark doses (BMDs) and their lower confidence limits 
(BMDLs) from the dose–response data supporting the RfDs; we 
also included these PODs for QSAR modeling. 

For a given chemical, if a specific toxicity value was available 
from more than one source (e.g., RfD from both U.S. EPA IRIS 
and OPP), then the toxicity value used for QSAR modeling was 
selected according to the following hierarchies (first choice to 
last choice), modeled after the practice of the U.S. EPA’s 
Superfund program: 

• RfD and NOAEL: IRIS ! OPP ! PPRTV ! ATSDR !
CalEPA ! HEAST 

• RfC, OSF, and IUR: IRIS ! PPRTV ! ATSDR !
CalEPA ! HEAST 

CPVs were collected from CalEPA only, and BMDs and 
BMDLs used for modeling were derived as described by Wignall 
et al. (2014). A separate model was also developed for CalEPA 
CPVs because some organizations prefer those models on account 
of their applying more broadly the potential for increased cancer 
susceptibility for exposures at early life stages. Toxicity value 
units were converted from milligrams to moles and then log10 

transformed. To maintain a consistent “directionality” in which 
higher numbers are more potent, log10-transformed RfDs, RfCs, 
and PODs were then multiplied by −1 after transformation. These 
values were used as the input for QSAR modeling. 

Chemical structures of the compounds of interest (those with 
toxicity values described above) were curated using a protocol 
described by Fourches et al. (2010) to ensure standardization, 

Table 1. List of the established toxicity values and chemical descriptors that were used for modeling in this study. 

Toxicity value name (abbreviation) [units] Mean (90% CI) [min–max] 
Number of 

compoundsa 
Global domain of 

applicability coverageb   

Oral exposure noncancer      
Reference dose (RfD) [– log10mol=ðkg � dÞ]   7.3 (5.4, 9.6) [3.6–14.5]   671   86.1% 
RfD No observed adverse effect level (RfD NOAEL) [– log10mol=ðkg � dÞ]   4.8 (2.8, 6.9) [1.8–8.4]   487   90.4% 
RfD Benchmark dose (RfD BMD) [– log10mol=ðkg � dÞ]   4.0 (1.8, 6.1) [1.1–6.8]   137   81.8% 
RfD Benchmark dose lower limit (RfD BMDL) [– log10mol=ðkg � dÞ]   4.4 (2.1, 6.5) [1.3–7.9]   137   81.8% 

Oral exposure cancer      
Oral slope factor (OSF) [log10kg � d=mol]   5.0 (2.8, 7.5) [1.5–10.7]   302   86.7% 
Cancer potency value (CPV) [log10kg � d=mol]   5.2 (3.0, 7.6) [2.5–10.7]   225   81.6% 

Inhalation exposure (noncancer and cancer)      
Reference concentration (RfC) [− log10mol=m3]   6.8 (3.9, 9.4) [3.1–12.9]   152   61.7% 
Inhalation unit risk (IUR) [log10m3=mol]   4.5 (2.2, 6.9) [−0:1–10:1]   150   71.8% 

Note: CI, confidence interval. 
aDepending on the toxicity value, the number of compounds with an established number varied and was determined as described in “Methods.” See Table S1 for the chemical names, 
toxicity values, and their source (i.e., the federal or state agency that derived each value). 
bPercent of compounds from the Collaborative Estrogen Receptor Activity Prediction Project (CERAPP) chemical database of 32,464 compounds (Mansouri et al. 2016) within the 
global domain of applicability for the compounds with the corresponding toxicity values, based on Chemistry Development Kit (CDK) molecular descriptors and a Z-score cutoff <3. 
For a more restrictive Z-score cutoff <1, the percentages are 70%, 78%, 65%, 65%, 69%, 67%, 43%, and 54%.  
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removal of redundant entries, and filtering out of compounds 
inappropriate for modeling (i.e., using the approaches described 
below, descriptors cannot be calculated for organometallics, inor-
ganics, or mixtures). 

Molecular Descriptors and Chemical Space 

As described by Tropsha (2010), a chemical structure is mathe-
matically represented using “descriptors” for the purposes of 
modeling. The open-source Chemistry Development Kit (CDK), 
as implemented in the R (version 3.3.2; R Core Team) package 
“rcdk” (Guha 2007), is one specific descriptor set that we used to 

calculate >200 molecular descriptors for each compound with a 
toxicity value. These descriptors were generated based on com-
pound structure as represented by simplified molecular-input 
line-entry system (SMILES) notation (Anderson et al. 1987) and 
represent features calculated from the chemical structure, such 
as octanol:water partition coefficient (logP), molecular weight 
(MW), and topological polar surface area (TPSA). If a descriptor 
could not be calculated for a chemical, it was imputed using the me-
dian value of that descriptor from other chemicals. Descriptors that 
could not be calculated for any chemical were dropped; each 
retained descriptor was available for at least 30% of the compounds. 
For comparison, CDK descriptors were also generated for the 

Figure 1. Chemical space coverage of 886 Conditional toxicity value (CTV) chemicals compared to 32,464 structures in the Collaborative Estrogen Receptor 
Activity Prediction Project (CERAPP) “prediction” data set, based on chemical descriptors generated from the Chemistry Development Kit (CDK). (A) Three- 
dimensional (3-D) plot of coverage comparison based on first three principal components (PC); (B–E) Coverage comparisons based on easily interpretable 
descriptors octanol:water partition coefficient (ALogP), molecular weight (MW), and topological polar surface area (TopoPSA). Panel (B) is a 3-D plot, and 
panels (C–E) are histograms comparing the distribution of compounds for each descriptor. The 3-D plots were created in R (version 3.3.2; R Core Team).  
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32,464 structures in the Collaborative Estrogen Receptor Activity 
Prediction Project (CERAPP) “prediction” data set (Mansouri et al. 
2016). This set of chemicals was designed to represent the com-
pendium of chemicals to which humans may be exposed. To pro-
vide an overview of the diversity of the structures and the overall 
chemical space, the chemical structures in each list were analyzed 
using principal component analysis, as well as using the easily in-
terpretable descriptors logP, MW, and TPSA (Figure 1). The 
global domain of applicability (or the chemical diversity repre-
sented by the model) was assessed by comparison with the 
CERAPP data set based on the distribution of pairwise Euclidean 
distances (descriptors were first standardized so that the range in 
the data set was 0–1), with the following Z-score cutoffs: Z < 3 
(less restrictive) or Z < 1 (more restrictive). 

QSAR Modeling Approach 

After the steps above were performed, each CTV compound of 
interest had a set of molecular descriptors describing the chemical 
structure and was associated with one or more quantitative “activ-
ity” values (the toxicity values described above). Using this data 
set, we explored an array of machine learning algorithms for gen-
erating statistical models to predict toxicity values (Tropsha 
2010). The algorithms were trained and optimized based on our 
collected data set. In the testing phase, we evaluated the predic-
tion accuracy of a wide array of chemical descriptors [i.e., CDK, 
ISIDA fragments (Ruggiu et al. 2010), Dragon (Mauri 2006)] 
and modeling approaches (i.e., random forest, support vector 
machines, k-nearest neighbors). Different modeling approaches 
performed similarly (data not shown); notably, no significant 
advantages in prediction accuracy were afforded by chemical 
structure descriptors that use proprietary software and thus would 
not be completely transparent. We therefore used publicly avail-
able molecular descriptors and software, specifically, the CDK 
molecular descriptors along with the machine-learning method of 
random forest (using the R package “randomForest” version 4.6- 
14, Liaw and Wiener, 2002), to construct QSAR models for pre-
dicting each toxicity value. Random forest is a method based on 
generating an “ensemble” of decision trees. Each “tree” is a pre-
dictive model that uses the molecular descriptors as predictors of 
the toxicity value, using a random subset of the “training” data 
(i.e., the toxicity values), where the default size of the random sam-
ple is a fraction (0.632) of the data set. Each overall model consists 
of the average prediction across a large number (in our case, 1,000) 
of individual “trees.” The random forest algorithm has an addi-
tional advantage in that it limits the number of descriptors used in 
each model (Fernández-Delgado et al. 2014) to balance against the 

number of compounds in the training set. Models developed in this 
project were validated using OECD principles (OECD 2007), 
which recommend techniques such as external cross-validation 
(i.e., the ability of the model to accurately predict the value of in-
terest is judged on its ability to predict values for a subset of chemi-
cals that were not used in model building). Specifically, measures 
of goodness-of-fit, robustness, and predictivity included a 5-fold 
external cross-validation–derived Q2 value, an indicator of the frac-
tion of variance explained by the model (Golbraikh and Tropsha 
2002), y-randomization (building models with the toxicity values 
randomly reordered), and the prediction error (i.e., distribution of 
residuals using cross-validation predictions). To facilitate a mecha-
nistic interpretation, the frequency of use of each descriptor across 
each of the 1,000 individual “trees” was used as a surrogate for 
the importance of that descriptor in building the overall model, 
and the ability of the top two descriptors to discriminate between 
“high” and “low” potency compounds was examined visually. 
For comparison, alternative models were developed in which ev-
ery chemical was assigned the mean value of the overall distribu-
tion of toxicity values, and prediction error for this approach was 
assessed. 

CTV Predictor Web Portal 

We developed the CTV predictor web portal (http://toxvalue.org), 
which allows users to obtain toxicity values for chemicals of inter-
est. Specifically, a user can either draw a chemical structure, which 
will then generate SMILES using the JSME Molecular Editor (ver-
sion 2013-10-13), or enter search terms. In either case, the portal 
sends a search query to ChemSpider (http://www.chemspider. 
com/) and retrieves the top-ranked result. After verifying the iden-
tity of the chemical, the user can select which toxicity values to pre-
dict. For each toxicity value, the web portal first searches the 
database to see if a regulatory value is available from one of 
the sources discussed above, or if a QSAR prediction is needed. 
The portal gives a warning if the chemical selected is inappropriate 
for modeling (i.e., inorganic, contains metals or metalloids, or 
>10% of descriptors imputed). The web portal then returns a table 
containing the retrieved or predicted toxicity values. Predicted tox-
icity values include the (one-tail) lower and upper 95% confidence 
bounds based on the cross-validation residuals. 

Comparison with HTS-Based Toxicity Values 

To compare the CTV results against other methods, we evaluated 
CTV predictions along with HTS assay–based oral equivalent 
dose (OED) estimates from Wetmore (2015) in relation to “gold 

Table 2. Summary of the modeling outcomes. 

Toxicity value Consensus model Q2a Model prediction absolute errorb Mean value prediction absolute errorc 
p-valued   

RfD   0.41   0.77 (0.06, 1.80)   0.96 (0.08, 2.53) <0:0001 
RfD NOAEL   0.45   0.70 (0.06, 1.82)   0.93 (0.05, 2.37) <0:0001 
RfD BMD   0.31   0.88 (0.13, 2.08)   1.08 (0.09, 2.34) 0.0098 
RfD BMDL   0.28   0.93 (0.07, 2.19)   1.13 (0.13, 2.44) 0.0098 
OSF   0.33   0.92 (0.07, 2.45)   1.19 (0.12, 2.60) <0:0001 
CPV   0.25   0.97 (0.07, 2.53)   1.19 (0.15, 2.65) 0.0008 
RfC   0.42   1.11 (0.12, 2.71)   1.49 (0.20, 3.54) 0.0015 
IUR   0.42   0.93 (0.07, 2.69)   1.29 (0.06, 2.85) <0:0001 

Note: BMD, benchmark dose; BMDL, benchmark dose lower confidence limit; CPV, cancer potency value; IUR, inhalation unit risk; NOAEL, no observed adverse effect level; OSF, 
oral slope factor; QSAR, quantitative structure activity relationship; RfC = reference concentration; RfD = reference dose. 
a
Q2 is the fraction of the variance explained by each model, estimated by 5-fold cross-validation. In all cases, the accuracy of the model built with original data was significantly higher 

than that of models built using y-randomized data sets (p < 0:00001). 
bThe mean and confidence interval (90%) of absolute error for the external prediction of each compound’s toxicity value against the QSAR model prediction under 5-fold cross- 
validation. 
cThe mean and confidence interval (90%) of absolute error for the external prediction of each compound’s toxicity value against the mean value of the compounds with that particular 
toxicity value. 
dKolmogorov-Smirnov statistics for the difference between model and “mean value” prediction absolute errors.  
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Figure 2. Conditional toxicity value (CTV) prediction errors based on 5-fold cross-validation for the RfD and associated NOAEL, BMD, or BMDL. (A–D) 
Scatter plots of QSAR-predicted versus “observed” regulatory toxicity values, with the dotted lines showing the range encompassing 90% of the predictions. 
(E–H) Comparison of the distributions of absolute prediction errors for CTV (solid line) and an alternative model using the observed mean value for every pre-
diction (dashed line). Box plots show the corresponding interquartile region (box), median (line in box), mean (dot in box), and 95% confidence interval 
(whiskers). Note: Abs., absolute; BMD, benchmark dose; BMDL, benchmark dose lower confidence limit; NOAEL, no observed adverse effect level; QSAR, 
quantitative structure–activity relationship; RfD, reference dose.  
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standard” regulatory NOAEL, BMDL, or RfD values. Note that 
the BMDL values included those recalculated by Wignall et al. 
(2014). Specifically, for each type of toxicity value, we compared 
predictions for the subset of compounds for which HTS-based 
values were available, evaluating the degree to which CTV- and 
HTS-based toxicity values correlated with the gold standard regu-
latory toxicity values. For HTS-based toxicity values, we used 
the fifth percentile OED (OED05) based on HTS assay results and 
in vitro–to–in vivo extrapolation (IVIVE) reported by Wetmore 
et al. (2015). We evaluated predictive power using a linear model 
on the log10-transformed values (slope, p-value, and adjusted R2) 
as well as with respect to the median absolute deviation (also on 
log10-transformed values). Among the 163 compounds from 
Wetmore (2015), 36 had regulatory NOAELs, 14 had regulatory 
BMDLs, and 51 had regulatory RfDs from our database. 

Results 

Compounds and Toxicity Values 

Our search and curation yielded a comprehensive data matrix 
containing regulatory agency–derived toxicity values and corre-
sponding points of departure on 886 unique environmental 
chemicals (termed CTV compounds throughout). The chemical 
list, Chemical Abstracts Service (CAS) numbers, SMILES 
codes, and toxicity values are provided in Table S1. The largest 
data set is for oral exposure noncancer toxicity value RfD and 
its corresponding points of departure (NOAEL and BMD/L); 

inhalation exposure cancer and noncancer values were among 
the smaller data sets (Table 1). Only 40 chemicals have toxicity 
values for both oral and inhalation exposures and both cancer 
and noncancer hazards. For all types of toxicity values, the 
range of potency (in molar units) of the chemicals included in 
each data set spanned many orders of magnitude (Table 1), indi-
cating that the database is balanced in terms of the range of 
toxicity values included, or “activity,” for deriving quantitative 
predictions. 

Molecular Descriptors and Chemical Space 

It is evident from comparing CDK molecular descriptor space 
to CERAPP compounds that the CTV compounds are chemi-
cally diverse. From the results of principal component analysis, 
there appears to be great overlap between CTV and CERAPP 
compounds (Figure 1A; see also Figure S1). A similar overlap 
is evident when major physicochemical properties frequently 
used in the pharmaceutical industry to triage compounds (OECD 
2007) were considered together (Figure 1B) or independently 
(Figures 1C–E). The domain of applicability for most toxicity 
values was as high as 90%; only data sets for inhalation exposure– 
derived toxicity values had lower (<80%) coverage (Table 2). 
These results suggest that the chemicals with existing toxicity val-
ues are representative of the larger “universe” of the chemicals in 
the environment and on various chemical inventories. 

Figure 3. Conditional toxicity value (CTV) prediction errors based on 5-fold cross-validation for the oral slope factor (OSF) and cancer potency value (CPV). 
(A–B) Scatter plots of QSAR-predicted versus “observed” regulatory toxicity values, with the dotted lines showing the range encompassing 90% of the predic-
tions. (C–D) Comparison of the distributions of absolute prediction errors for CTV (solid line) and an alternative model using the observed mean value for ev-
ery prediction (dashed line). Box plots show the corresponding interquartile region (box), median (line in box), mean (dot in box), and 95% confidence interval 
(whiskers). Note: Abs., absolute; QSAR, quantitative structure–activity relationship.  
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QSAR Modeling 

Predictive QSAR models were developed for eight oral and inha-
lation cancer and noncancer toxicity values. The range of Q2 val-
ues varied from 0.25 to 0.45 (Table 2). The accuracy of 
prediction for all models developed in this study was significantly 
(p < 0:00001) higher than that of models developed for each data 
set using y-randomized data. We observed that the range of pre-
dicted values was compressed on the margins in all data sets, 
indicating the challenges of predicting compounds with the low-
est and highest toxicity values [Figures 2–4 (left panels)]. 
Absolute prediction errors for each model had means ranging 
from 0.70 to 1.11 (Table 2). We compared these errors to the al-
ternative option for predicting an unknown toxicity value by 
using the mean in each data set as a prediction for each toxicity 
value [Figures 2–4 (right panels)]. We found that for all models, 
the QSAR model predictions had smaller mean absolute error 
and were highly significantly (p < 0:01) more accurate than this 
alternative (Table 2). Additionally, it should be noted that regula-
tory toxicity values themselves may differ across federal and state 
agencies, which place limits as to how precise any predictions 
might be. For example, >154 of the chemicals with RfDs used in 
modeling had at least one alternative RfD in our database devel-
oped by another federal or state entity (e.g., owing to different 
PODs and/or uncertainty factors). The median absolute deviation 
of the alternative RfDs from those used in modeling was 0.59, 
which is only slightly smaller than the median absolute error of 
0.77 for CTV’s RfD predictions. 

A mechanistic interpretation of a QSAR model, if possible, is 
encouraged for regulatory purposes (CDC 2014). Therefore, we 
examined the relative contribution of the individual descriptors, 
judged from the frequency of the descriptor’s use in the model, to 
the accuracy of the model predictions. Figure 5 (top panel) shows 
an example of this analysis for the RfD toxicity value (see the 
Supplemental Material, Figures S2–S4 for analyses for all other 
toxicity values). Top-20 descriptors are exemplified in Figure 5 
(middle panel). Note that descriptors may be used more than 
once in each tree (e.g., partitioning the data at different cut points 
and/or in different branches of the tree). Even though the model-
ing relied on the multivariate data matrix, there is some clustering 
of higher- and lower-potency chemicals based on pairwise com-
parisons of descriptors (Figure 5, lower panel). For example, in 
the case of the RfD, compounds with lower values (i.e., less 
toxic, owing to transformations described in “Methods”) tend to 
have lower ALogP and BCUT.p-1l values. The separation is, of 
course, imperfect, because a two-dimensional “slice” cannot be 
expected to recapitulate the full multivariate model. 

CTV Predictor Web Portal 

To enable access to the QSAR models developed in this study, we 
developed a public web portal (http://toxvalue.org) for both 
retrieving existing toxicity values (collected as described in 
“Methods”) and predicting values for data-poor chemicals. Screen 
shots of each step are shown in Figure 6. All steps, from entering a 
search term to obtaining a CSV file of the results, can be completed 

Figure 4. Conditional toxicity value (CTV) prediction errors based on 5-fold cross-validation for the reference concentration (RfD) and inhalation unit risk 
(IUR). (A, B) Scatter plots of QSAR-predicted versus “observed” regulatory toxicity values, with the dotted lines showing the range encompassing 90% of the 
predictions. (C, D) Comparison of the distributions of absolute prediction errors for CTV (solid line) and an alternative model using the observed mean value 
for every prediction (dashed line). Box plots show the corresponding interquartile region (box), median (line in box), mean (dot in box), and 95% confidence 
interval (whiskers). Note: Abs., absolute; QSAR, quantitative structure–activity relationship.  
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in <60 s. In the example shown in Figure 6, the chemical 4-meth-
ylcyclohexanemethanol, which was accidentally spilled into the 
Elk River in West Virginia on 9 January 2014, is used. This chemi-
cal lacked any regulatory toxicity values, hampering the response 
and the communication of potential risks. Thus, in the days after 
the spill, the CDC established a screening level concentration for 
less-than-lifetime exposure of 1 ppm, which corresponds to a daily 
dose of approximately 0:1 mg=kg � d (TERA 2014). Approximately 
five months after the spill, a short-term RfD of 0:07 mg=kg � d was 
derived by a group of consultants commissioned by the state of West 
Virginia (Bhhatarai et al. 2016; Dimitrov et al. 2016; Patlewicz et al. 
2016). Note that neither of these values, however, underwent formal 
external peer review or regulatory endorsement; therefore, they were 
not included in our database. However, CTV is able to make a predic-
tion about the RfD, based on the QSAR models we have developed, 
with the result being a predicted RfD [90% confidence interval (CI)] 
for this compound of 0.014 (4:4 × 10−4, 0.58) mg=kg � d. Although 
this value is for chronic exposures, it is within a factor of 7 of the 
value derived by the CDC and within a factor of 5 of the value 
derived by the state consultants. This example illustrates how CTV 
could be used to derive a screening level when few or no toxicolog-
ical data are available and be applied in an emergency situation. 

Comparison with HTS-Based Toxicity Values 

Comparisons between CTV predictions and HTS-based toxicity 
values are shown in Table 3 and Figure 7. The CTV predictions 
had smaller absolute deviations from the regulatory values than 
predictions based on HTS assays and IVIVE (Table 3). A much 
larger proportion of the CTV predictions are within a factor of 10 
of the gold standard regulatory toxicity, whereas more than half 
of HTS-based predictions have an absolute deviation greater than 
a factor of 10. Moreover, based on R2 values, CTV predictions 
explain much more of the variation in regulatory toxicity values 
than HTS-based predictions. Overall, when compared with the 
gold standard of using regulatory toxicity values, CTV gives 
more precise and more accurate toxicity value predictions than 
those derived from currently available HTS assays and IVIVE 
approaches. 

Fully understanding the implications for risk assessment of 
these alternative approaches would require calculating margins of 
exposure (MoEs), hazard quotients (HQs) or both. Because of the 
additional uncertainties and assumptions involved in such calcu-
lations, they are described in the Supplemental Material (see 
Figure S5) as an illustrative example. 

Discussion 
One of the gaps addressed by this study and the accompanying web 
tool is that QSAR methodologies can be applied to chemicals of in-
terest, regardless of the data available. Thus, this study’s output 
provides a means to derive a “conditional” toxicity value for a 
chemical when one does not already exist. Additionally, experi-
mental data and regression methodologies can be used to supple-
ment QSAR-based predictions when available. 

CTV fills a critical gap not currently covered by existing chem-
ical structure–based approaches. For example, most available 
QSAR tools, such as TOPKAT, ToxTree, OECD QSAR toolbox, 
RepDose, and others (Bhatia et al. 2015), are designed to identify 
hazards by placing compounds in categories (e.g., nontoxic vs. 
toxic) and do not provide quantitative outputs (e.g., PODs) that can 
be used for risk characterization. One exception is the threshold of 
toxicological concern (TTC), which assigns chemicals to structural 
classes, each of which is associated with a TTC representing a “con-
servative” POD (Patlewicz et al. 2014, 2015). Another approach 
that can provide PODs is read-across, in which chemicals with 

Figure 5. Example of mechanistic interpretation of QSAR model for the RfD. 
(A) Ranks of the molecular descriptors by their frequency of use in the model. 
The top twenty are denoted by dashed lines. (B) The top twenty descriptors 
shown separately, with the descriptor names. (C) comparison of the descriptor 
values for the top two descriptors between the highest and lowest potency 
RfDs. Note: QSAR, quantitative structure activity relationship; RfD, reference 
dose. Definitions of each molecular descriptor can be found online: https://cdk. 
github.io/cdk/1.5/docs/api/org/openscience/cdk/qsar/descriptors/molecular/ 
package-summary.html.  
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PODs are used to fill data gaps for chemicals without PODs (Cote 
et al. 2016; Judson et al. 2011). CTV can be thought of as a hybrid 
between the TTC approach and read-across because molecular 
descriptors are used to generate a “custom category” for each chem-
ical via machine learning, and toxicity values are derived accord-
ingly. Similar to how a TTC is commonly defined as the lower 
fifth percentile of the values within the structural class, the lower 

confidence bound for the CTV-derived toxicity value can then be 
thought of as a chemical-specific TTC. 

The use of in vitro data such as HTS assays combined with 
IVIVE using reverse toxicokinetics represents another major effort 
to address the lack of toxicity values for the majority of chemicals 
to which humans are exposed in the environment (Wetmore 2015). 
However, the chemical space to which HTS assays can be applied 

Figure 6. Screen shots illustrating use of the Conditional Toxicity Value (CTV) Predictor web portal (http://toxvalue.org). Steps include searching for a chem-
ical, verifying its identity, selecting toxicity values of interest, running quantitative structure–activity relationship (QSAR) models, and exporting predictions to 
a comma-separated-values file. The entire process can be completed in approximately 60 s. CTV is a public web portal maintained by two of the authors (IR 
and WAC).  
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is limited (e.g., restrictions related to molecular weight, solubility, 
volatility). Moreover, conversion of in vitro activity to exposure esti-
mates requires toxicokinetic modeling, further limiting the applicabil-
ity to the few chemicals for which relevant data on toxicokinetics are 
available or can be generated (Holman et al. 2017a, b). Thus, CTV, 
given its broad domain of applicability, can provide a complementary 
approach to HTS-based methods. Additionally, our direct comparison 
between CTV- and HTS assay–based toxicity values suggests that, 
given the present state of HTS-based risk assessment, CTV might cur-
rently provide more accurate and precise estimates for use in risk 
assessment when benchmarked against peer-reviewed toxicity values 
developed by federal or state agencies. 

It is also worth noting that there is a limit to how accurately a 
toxicity value can be predicted given the extensive scientific judg-
ment involved in their development. Indeed, risk estimates can 
vary widely across regulatory settings even for the same chemical 
and based on the same underlying observational data (NRC 2009). 
For example, for the same chemical, differences across agencies in 
the RfDs from our database are typically approximately 0.6 log10 

units. This value is only slightly smaller than the typical absolute 
error estimate for CTV’s RfD predictions of <0:8 log10 units, sug-
gesting that our models are close to the accuracy/precision limit 
imposed by inherent heterogeneity in the underlying toxicity val-
ues. Part of this heterogeneity is likely because the RfDs are not 
precisely defined and, as described by the NRC (2009), do not take 
into account the probability of harm. Probabilistic approaches to 
calculating toxicity values that provide quantitative risk estimates 
for noncancer effects are available (Chiu and Slob 2015; WHO/ 
IPCS 2014) and have recently been applied to recalculate RfDs for 
approximately 600 chemicals and replace them with “HDI

M” values 
that reflect human dose (HD) estimates for a specific magnitude of 
effect M at a specific population incidence level I (Chiu et al. In 
Press). Thus, development of future QSAR models based on proba-
bilistic toxicity values may be beneficial. 

An additional limitation is that there were inadequate data to 
develop models for organ-specific toxicity values. Organ-specific 
information was not available for many chemicals (e.g., a NOAEL 
does not always specify a particular target organ), so developing 
QSAR-based organ-specific toxicity value predictions would reduce 
the size of the data set to preclude confident modeling (Tropsha 
2010). However, there are many reasons why end point–specific 
values would be beneficial, such as addressing cumulative risk. 
Moreover, it would be interesting to ascertain whether QSAR 
models perform better for certain organ systems or end points. 
Therefore, as health assessment programs such as the U.S. EPA’s 
IRIS move toward developing “end point–specific” reference val-
ues, and as HTS assays, perhaps through adverse outcome path-
ways, become more closely associated with target organ toxicities, 
future QSARs may be able to address this limitation. 

We anticipate a number of refinements to CTV in the future. 
First, additional models can be developed for specific needs, such 
as for additional state- or agency-specific toxicity values or for 

probabilistic toxicity values as they become available. At the 
same time, as new toxicity values are developed by federal and 
state agencies, it will be necessary to update the CTV databases 
and models periodically. Additionally, we plan to solicit user 
feedback to improve the presentation and visualization of our 
web portal to better communicate the modeling results and their 
uncertainties. Furthermore, “ensemble” models based on combin-
ing multiple molecular descriptor sets and multiple machine 
learning approaches can be evaluated regarding their value for 
increasing predictive accuracy and precision. Finally, it may be 
possible to incorporate biological data, such as HTS assay results, 
into the predictive models. However, a key question will be the 
extent to which adding such data improves model performance, 
which can be evaluated in a value-of-information approach. 

The need for a publicly accessible computational tool, such 
as CTV, to predict quantitative toxicity values within an order 
of magnitude of traditionally derived toxicity values has been 
emphasized in multiple scientific and risk assessment venues. 
In 2009, the National Academies explicitly suggested that the 
U.S. EPA “perform quantitative structure activity relationship 
(QSAR) analyses . . . for developing distributions of toxicity pa-
rameter values derived from data on representative data-rich 
chemicals” (NRC 2009). Creation of a companion web-based 
portal to enable wide accessibility to the predictive quantitative 
QSAR models, based on transparently reported data and meth-
ods, enables stakeholders to make predictions on chemicals of 
interest and directly meets the challenges faced by decision 
makers at all levels of government. 

Specifically, the predicted values derived from CTV can be 
applied in a variety of risk assessment settings, including in 
ranking and prioritization of compounds for additional study 
and evaluation, as well as when decisions about chemical safety 
and risk management are needed. Accordingly, we anticipate 
that groups across state and federal governments who are man-
dated to make decisions about chemical safety and the need for 
remediation efforts, such as CalEPA or the U.S. EPA Office of 
Land and Emergency Management, would be able to use CTV 
to inform those risk assessment decisions when no other data 
are available. Additionally, as shown by our example with 4- 
methylcyclohexanemethanol, CTV could be very useful in 
deriving screening levels for application in an emergency situa-
tion such as a chemical spill or a natural disaster, where rapid 
decisions are necessary to ensure protection of public health 
and the environment. Although rigorous health assessments of 
chemicals that are of concern to state and federal governments 
remain important and will continue, this project will facilitate 
the work of health assessors at multiple levels when decisions 
are needed quickly, or when a chemical of concern has not yet 
been tested or reviewed. Thus, the outputs of this study fill a 
gap in the current risk assessment paradigm that requires exten-
sive experimental/human data, time-consuming systematic 
review, and rigorous peer review (Mansouri et al. 2016). 

Table 3. Summary of conditional toxicity value versus high-throughput screening toxicity value comparisons. 

“Gold standard” toxicity value 
In silico/in vitro  

predicted toxicity value 
Linear model slope  

(log10-transformed) (p-value) 
Median absolute  

deviationa Adjusted R2   

NOAEL (n = 36) CTV NOAEL   1.25 (2 × 10−6)   0.66   0.47 
HTS OED05   0.52 (0.02)   1.11   0.12 

BMDL (n = 14) CTV BMDL   1.17 (9 × 10−4)   0.58   0.59 
HTS OED05   0.35 (0.20)   1.06   0.06 

RfD (n = 51) CTV RfD   0.99 (2 × 10−6)   0.72   0.36 
HTS OED05   0.32 (0.02)   2.68   0.09 

Note: BMDL, benchmark dose lower confidence limit; CTV, conditional toxicity value; HTS OED05, high-throughput screening–based oral equivalent dose lower 5% confidence limit; 
NOAEL, no observed adverse effect level; RfD, reference dose. 
aThe median of absolute residuals between log10-transformed predicted and “gold standard” toxicity values.  
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Figure 7. Comparison of conditional toxicity value (CTV)-based (A, C, E) or high-throughput screening (HTS) assay-based (B, D, F) toxicity value predic-
tions with “gold standard” regulatory toxicity values. In each panel, the x-axis is the toxicity value predicted from CTV (left panels) or based on HTS assays 
(right panels), which is compared with regulatory toxicity values on the y-axis (all values are in units of mg=kg � d). Comparisons are made for regulatory 
NOAELs (panels A and B), BMDLs (panels C and D), or RfDs (panels E and F). In all cases, the predictions from CTV are based on cross-validation (panels 
A, C, and E). Panels A–E also include lines indicating equality and a factor of 10 greater or less than equality (solid and dotted lines); for panel F, the line is 
offset by a factor of 102:5 � 300 to account for the fact that the HTS-based oral equivalent dose lower 5% confidence limit (OED05) is a point of departure and 
is not meant to be equivalent to an RfD. The offset is approximately equivalent to treating OED05=300 as a surrogate for the RfD. The value of this offset was 
determined by the intercept of the linear regression. Each panel also includes linear regression lines (dashed lines), along with the number of compounds (n) 
and the adjusted R2. Note: BMDL, benchmark dose lower confidence limit; HTS OED05, high-throughput screening–based oral equivalent dose lower 5% con-
fidence limit; NOAEL, no observed adverse effect level; RfD, reference dose.  
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Conclusion 
We have developed an in silico tool that can predict toxicity val-
ues such as a point of departure, a reference dose or concentra-
tion, a cancer oral slope factor, or an inhalation unit risk, with 
typical absolute error of greater than a factor of 10. The resulting 
conditional toxicity value, or CTV, can be used with exposure in-
formation to provide quantitative indications of risk for the vast 
majority of environmental chemicals for which toxicity data or 
human health assessments are unavailable, thereby filling a criti-
cal gap in the current risk assessment/management paradigm. 
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