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Abstract—Reverberation chambers provide a repeatable test en-
vironment for laboratory over-the-air testing and represent a vi-
able solution for testing large-form-factor wireless devices. Such
tests often involve “imperfect chamber” configurations in which
the chamber is loaded with RF absorbing material. We provide
step-by-step guidance on configuring and verifying chamber per-
formance for over-the-air tests of single-antenna cellular wireless
devices. We illustrate these methods with numerous examples,
highlighting the tradeoffs in various chamber configurations. We
conclude by calculating total radiated power and total isotropic
sensitivity for a cellular-enabled wireless router and discuss meth-
ods for assessing uncertainty in estimates of these quantities.

Index Terms—Cellular telecommunications, microwave mea-
surement, reverberation chamber, wireless system.

I. INTRODUCTION

W
HILE the smartphone immediately comes to mind when

cellular technology is mentioned, modern cellular de-

vices may take on a wide range of form factors to support

machine-to-machine (M2M) and Internet of Things (IoT) ap-

plications. According to [1], there will be 11.5 billion mobile-

connected devices by 2019, exceeding the world’s projected

population at that time (7.6 billion). The number of M2M de-

vices is expected to grow faster than smartphones, from 495

million in 2014 to more than 3 billion by 2019. These devices

may take on many different shapes and sizes, including parking

kiosks, vending machines, routers, car dashboards, and the fast-

growing area of wearables. The use of reverberation chambers

for over-the-air testing of wireless devices with many form fac-

tors is on the rise for a number of reasons, including the ability

to place objects practically anywhere within the working vol-

ume and the generally lower cost associated with reverberation

chambers, as compared to anechoic chambers.

Over-the-air (OTA) certification tests are designed to ensure

that devices on a given network will perform optimally and not

interfere with other devices. Because cellular devices typically

operate in multiple frequency bands and often have several,

integrated antennas, such radiated tests are necessary. Rever-
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beration chamber test procedures have been developed for tests

in which angle-of-arrival information is not required, includ-

ing total radiated power (TRP), total isotropic sensitivity (i.e.,

receiver sensitivity, TIS), and data throughput for devices with

multiple antennas [2]–[10].

Wireless device tests in which the received signal is demodu-

lated in order to find metrics such as bit error rate (BER) or data

throughput require that the channel conditions presented by the

reverberation chamber setup are similar to those for which the

equalizers in the receiver of the device-under-test (DUT) were

designed to operate. Loading the reverberation chamber with

RF absorber is often used to “flatten” the channel response. A

channel that is not sufficiently flat with frequency (a “frequency-

selective” channel) can distort the signal to the point where it

cannot be demodulated [9], [11], [12].

Knowledge of the modulation format and bandwidth of the

transmitted signal is helpful in deciding on the amount of load-

ing required. For example, the cellular Band IV, using the LTE

protocol, utilizes 10 MHz channel bandwidths, while Band II,

using the W-CDMA air interface, utilizes channel bandwidths

of approximately 4 MHz. However, the orthogonal frequency

division multiplexed scheme in the LTE protocol requires fre-

quency flatness over only a narrow bandwidth, on the order of but

still exceeding ([9] and references therein) the occupied band-

width of each independently transmitted subcarrier. Thus, more

loading would be required for tests involving Band II than for

Band IV even though the Band II channel is narrower.

Such intentional loading of reverberation chambers is some-

what counterintuitive to best practices developed by the EMC

community [13], [14], where the goal is often to provide a uni-

form field (on average) at any location in the chamber. Such

spatial uniformity results in a high quality factor Q, manifested

by high maximum-to-minimum field values. However, loading

is a necessity when receiver tests involving modulated signals

are carried out.

Corona recognized the importance of loading early in his

reverberation chamber work, particularly its importance to the

isotropy of the chamber. In [15], he discusses the difference

between distributed losses, such as wall surface absorption,

versus concentrated loading, such as absorber pieces or aper-

tures. He proposed using apertures with known areas and an

assumed absorption coefficient of 1 as a way to determine the

average wall loss absorption coefficient [15, eq. (2)]. This ap-

proach could be extended to additional discrete loss elements.

Corona also recognized that wall loss typically is not the domi-

nant loss mechanism for chambers built with highly conductive
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walls [15, eq. (3)]. He used a thermodynamics approach to ad-

dress this problem noting the similarity between thermodynamic

equilibrium in a cavity and power equilibrium in a reverbera-

tion chamber. In [16], Corona extended the thermodynamics

approach to the statistics of chambers with unstirred field com-

ponents. While the unstirred components in [16] were generated

by direct coupling between antennas, he noted that the new the-

ory would be amenable to loaded chambers. This type of broad

and creative thinking was a signature of Corona. The careful

characterization of reverberation chamber loading to meet wire-

less test device needs is very much built on Corona’s work.

Loading has the effect of increasing the correlation between

static mode-stirring samples, including samples generated by

frequency, position, or mechanical-paddle stirring. In the present

work, we define “static mode-stirring sample” as a measure-

ment sample acquired during the execution of a mode-stirring

sequence under various static (stepped) conditions. Correlated

samples contribute less efficiently to the estimate of the aver-

aged quantity of interest. That is, uncertainty in the estimate

will be higher for a given number of samples if the samples are

significantly correlated. Also, because the absorber decreases

the level of the stirred energy relative to unstirred energy within

the chamber, the average spatial uniformity of the power den-

sity within the chamber is often diminished. This means that

the measured quantity, estimated by averaging samples over a

mode-stirring sequence, may now be a strong function of posi-

tion within the chamber. Platform or position stirring, where the

DUT is moved to various locations within the working volume

of the chamber as part of the mode-stirring sequence, is often

used to reduce uncertainty in the measured quantity caused by

reduced spatial uniformity [10], [17], [18]. The increased setup

and measurement complexity is a necessary tradeoff for the

wireless community.

Prior work has focused on providing overviews of the theory,

specific procedures, and uncertainty analyses [2]–[10], [17]. The

contribution here is to provide an illustrated, step-by-step guide

to setting up and verifying reverberation chambers for OTA

testing of large and small cellular wireless devices based on

current best practices. The methods described here are based on

the verified assumption that the component of uncertainty that

is related to the chamber setup is often dominated by the lack

of spatial uniformity of the averaged fields in the chamber, as

opposed to the number of samples in the mode-stirring sequence

[10]. The number of mode-stirred samples tends to be high for

wireless OTA tests in order to reduce uncertainties to acceptable

levels such as those required by certification test plans [7], [8].

Our examples intentionally utilize a reverberation chamber

having a single paddle and no platform, polarization, or antenna

stirring (a configuration that generally would be considered sub-

optimal by the wireless test community) to illustrate methods

for overcoming nonidealities due to configuration. The exam-

ples shown here are specific to cellular device testing. However,

many of the setup concepts can be applied to test of other types

of wireless devices that transmit digitally modulated communi-

cation signals.

This paper first provides a step-by-step guide to the many

aspects of configuring a reverberation chamber for OTA testing.

Fig. 1. Examples of configurations for OTA reverberation-chamber tests.
Block diagrams in (a) and (b) show a top view of the chamber with (a) RF
absorber stacked in the upper right corner and (b) placed on its side within
the chamber. Omnidirectional transmit antenna positions “Pos 1”–“Pos 3” are
denoted by the x symbols, and the directional receive (measurement) antenna
is oriented toward the rotating paddles. (c) Photograph of configuration (b). At
each transmit antenna position, three reference measurements were made with
the three orthogonal orientations shown in (d).

We then provide methods for verifying that the environment

provided by the reverberation chamber setup is as desired. Fi-

nally, we provide examples of actual device measurements, with

a comparison to anechoic chamber measurements.

II. PREPARING A CHAMBER SETUP FOR OTA TESTING

The chamber configuration, including the amount of RF ab-

sorber, the type and location of antennas within the chamber,

their placement with respect to RF absorber, as well as the num-

ber and type of mode-stirring samples collected, will all have an

effect on the uncertainty in the estimate of a quantity of interest.

Example configurations are shown in Fig. 1.
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TABLE I
MEASUREMENT CONFIGURATION FOR EXAMPLES PRESENTED IN THIS PAPER

Quantity Value

Chamber specifications

Interior dimensions 3.60 m × 4.27 m × 2.90 m

Paddle dimensions
(cylindrical height × radius
to tip of paddle)

Vertical paddle: 2.55 m × 38.5 cm

Transmit antenna (reference
antenna)

Type: Biconical (omnidirectional)
Frequency range: 0.65–3.5 GHz
Height: 64 cm or 1.55 m∗

Location P = 9 positions in chamber

Receive antenna
(measurement antenna)

Type: dual-ridge guide horn frequency range: 1–18 GHz
Height: 1.0 m
Location: Oriented toward paddle

Chamber configuration

RF absorber (loading) Each piece: 60 cm × 60 cm × 15 cm

Paddle positions 72 (5° steps)

Absorber configuration Stacked or arranged on floor. See Fig. 1 for locations.

VNA measurement

parameters

∆ f 50 kHz or 1 MHz, as noted in the text

All data: BW; fc 1.4 GHz; 1.5 GHz

Cellular band: BW; fc 100 MHz; 850 MHz

PCS band: BW; fc 150 MHz; 1.925 GHz

IF bandwidth 1 kHz or 10 kHz, as noted in text

Frequency averaging 20 MHz (for visualization, noted in text when used)

Reference planes Coaxial N-type connector at antenna input ports

∗ In Fig. 1, positions 2 and 3 were elevated (155 cm as opposed to 64 cm).

Because so many physical parameters are involved, configur-

ing a chamber setup often requires an iterative approach, where

chamber characteristics are assessed and the setup is modified

as needed to provide desired channel characteristics for OTA

testing.

In the following sections, we illustrate techniques for assess-

ing the effects of the various setup parameters on the chamber

measurements. For illustrative purposes, throughout this work

we utilize the chamber setup and measurement parameters de-

scribed in Table I, with the vector network analyzer (VNA)

settings used for the reference measurements described in the

following section.

A. Use of the Reference Power Transfer Function for

Assessing the Chamber Setup

One common method for assessing the components of the

chamber setup is by studying their effects on the “power trans-

fer function” Gref . This quantity corresponds to the loss in the

chamber for a given setup and is, ultimately, calibrated out dur-

ing the measurement of a DUT (see Section IV-A). However,

Gref is a useful parameter for configuring the chamber setup

because the DUT will experience approximately the same chan-

nel conditions as those obtained for the reference measurement.

Gref is often calculated from S parameter measurements as given

in [10] and [17]:

Gref =
1

P

P
∑

p=1

〈〈|S21 (f, n, p) |2〉F 〉N
ηM ηR

(

1 − |ΓM |2
)(

1 − |ΓR |2
) , (1)

where the ensemble average (denoted by the chevrons) of the

transmission parameter S21 is taken over F frequencies and N

Fig. 2. Individual Gref ,p measurements made for the chamber configuration
in Fig. 1(a) with stacked absorber. Measured VNA data were averaged over the
PCS band 1.85 GHz–2.0 GHz ∆f = 1 MHz.

static mode-stirring samples, ΓR and ΓM are the free-space re-

flection coefficients of the reference and measurement antennas,

respectively, and the radiation efficiency of each antenna (ac-

counting for ohmic and dielectric losses) is given by ηR and ηM ,

respectively. These antenna efficiencies can be determined from

separate measurements made in the reverberation chamber, see

[19], e.g., for details. To account for the reduced spatial unifor-

mity of the average fields due to loading, Gref is estimated from

the average of Gref ,p individual reference measurements made

for P antenna positions.

Fig. 2 shows typical variations in Gref ,p measured at nine spa-

tially uncorrelated antenna positions [20], [21] for the stacked-

absorber configuration shown in Fig. 1(a). Measurements were

conducted with various amounts of RF absorber loading the

chamber. The range of Gref ,p values obtained for each loading

condition clearly illustrates the need for estimating Gref from

measurements made at multiple positions.

The variation in Gref ,p values for a given setup can be de-

scribed by the standard deviation of those measurements as

σG r e f
=

√

√

√

√

1

(P − 1)

P
∑

p=1

(Gref ,p − Gref )
2 , (2)

where, as above, P corresponds to a set of spatially uncorre-

lated reference-antenna locations at which Gref ,p is determined

from S parameter measurements made over a complete stirring

sequence. σG r e f
can be used to estimate the uncertainty due to

lack of spatial uniformity of the averaged fields in the loaded

chamber, as discussed in Section III-C and [10], [17], [22]. Re-

placing paddle positions with platform-stirring positions in the

stirring sequence would typically result in a lower spread in

the Gref ,p values. We have intentionally used only mechanical

paddle stirring in our examples to illustrate various concepts.

B. Configuring the Reverberation Chamber

As mentioned earlier, the placement and orientation of anten-

nas, absorber, and DUTs in the reverberation chamber will have

a significant effect on the uncertainty in the measured estimate
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TABLE II
PARAMETERS FOR CHAMBER CONFIGURATIONS HAVING COMPARABLE CBWS

BUT DIFFERENT ABSORBER ARRANGEMENTS IN THE PCS BAND

(1.85–2.0 GHZ)

Distributed on floor: standing Stacked Distributed on floor: lying

CBW (MHz) 3.13 3.32 3.48

No. abs 3 7 4

G r e f (dB) −29.46 −29.69 −29.78

σG r e f
(dB) 0.15 0.30 0.35

K factor (dB) −5.06 −4.36 −5.26

of the quantity of interest, as will the number of mode-stirring

samples and type of mode-stirring mechanisms. The impact of

the frequency response of the resulting configuration on the

measured modulated signal must also be considered. Each of

these parameters is discussed in the following sections.

1) Placement of Antennas Near Metallic Surfaces: In [23],

Hill showed that, for an ideal unloaded chamber, the mea-

sured, averaged electromagnetic fields will be approximately

uniformly distributed when the distance between the antenna

and the metallic walls is greater than λ/2, where λ is the free-

space wavelength in meters. Thus, the first step in configuring

the placement of antennas, fixtures, DUTs, and absorber is that

they are located more than λ/2 from the walls, floor, ceiling and

other metal objects in the chamber.

2) Placement of RF Absorber: As discussed earlier, for OTA

testing, it is usual to intentionally load the chamber to provide

a frequency-flat channel for demodulation. The impact of load-

ing in the chamber is a function of the exposed surface area

of RF absorbing material in the chamber [18], [24], [25]. The

more exposed surface area of RF absorber, the lower the spatial

uniformity of the averaged fields in the chamber and the more

position stirring that is typically used to compensate for that re-

duced uniformity. Because loading can increase the uncertainty

in the estimate of the quantity of interest, the goal is often to

find the minimum amount of absorber that can be utilized to

obtain desired channel characteristics defined by the metrics in

the following section.

RF absorber may be stacked in a single location or distributed

throughout the chamber. Stacking RF absorber has the advantage

of using less physical space in the chamber, but because less

surface area is exposed for each block, more absorber may be

required than when distributed throughout the chamber.

This effect is examined in Table II for three different absorber

configurations. Chamber loading conditions that produced ap-

proximately the same coherence bandwidth (CBW) (defined in

Section III-A) and the same Gref value were determined for

stacked absorber [see Fig. 1(a)], distributed absorber standing

on its side [see Fig. 1(b)] and distributed absorber lying on its

primary face. To maintain approximately the same CBW and

Gref , it was necessary to use different numbers of absorber

blocks for each configuration because different surface areas

were exposed. CBWs studied for each configuration were cal-

culated from S parameter measurements made in the personal

communication service (PCS) band (1.85–2.0 GHz).

Table II shows that σG r e f
, computed from (2) for P = 9 dif-

ferent antenna locations, is the largest for the absorber lying on

the floor. Placing RF absorber on the walls or floor of the cham-

ber reduces the metallic surface area of the chamber, making

less stirred energy available at the receiver and decreasing the

spatial uniformity. The second-largest standard deviation was

obtained when the absorber was stacked. Similar trends were

observed for other CBW values and for the cellular band fre-

quencies (800–900 MHz). These results show that optimal use

of distributed absorber, with the absorber placed away from the

metal surfaces, can lead to lower uncertainty in the estimate of

the quantity of interest for the same frequency flatness.

Note that, for this chamber setup, the K factor, which is de-

fined as the ratio between the unstirred and stirred received

power, cf. Section II-B4, does not follow an explicit trend as

does σG r e f
. The K factor depends not only on loading but also

on the type of antennas used, as discussed in Section II-B4.

Note also that the exact placement of the RF absorber within

the chamber will affect the value of σG r e f
. Consequently, the

position of the RF absorber should be maintained for both the

chamber characterization and DUT measurement steps.

3) Placement of Antennas Near Absorbing Surfaces (Proxim-

ity Effect): For a loaded chamber, it is also necessary to ensure

that antennas are not placed too close to absorbing material.

When an antenna is placed near to or oriented toward an RF-

absorbing object, energy may be absorbed before undergoing

mode stirring, which reduces the power coupled into the receive

antenna. This systematic error, termed the “proximity effect” in

[22] and [25], can, for example, result in a systematic underes-

timation of Gref .

An empirical method for determining the significance of the

proximity effect for a given setup was given in [22]. This method

is based on multiple measurements of Gref as the transmit (or

receive) antenna is placed at increasingly far distances from

the largest surface area of absorbing material in the chamber.

Measurements are made over a complete stirring sequence and

at multiple antenna locations P to account for the lack of spa-

tial uniformity. If the difference between measurements at two

increasingly large distances is below a specified threshold, the

location of the antenna is deemed to be satisfactorily far from

the absorbing material.

Fig. 3 illustrates an example set of proximity-effect measure-

ments for the measurement parameters described in Table I with

stacked absorber. The omnidirectional transmit antenna was

moved increasingly far away from the stack of seven RF absorb-

ing blocks. S parameter measurements were conducted over the

stirring sequence at each of P = 6 antenna positions/orientation

and Gref was calculated. Table III shows the results of these

measurements for the cellular band and the PCS band. Table III

shows that for a difference threshold of 0.1 dB, for example,

this antenna would need to be more than 1 m from the absorber.

4) Orientation of Antennas and Rician K Factor: The opti-

mal orientation of the antennas in the chamber can be determined

through the Rician K factor. In wireless-channel characteriza-

tion, the K factor is a metric used to assess the ratio of signal

components received via direct coupling between transmit and

receive antennas to those received via reflections from objects

in the environment (scattering) [11]. In a similar manner, for the

reverberation chamber, we may define the K factor as the ratio
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Fig. 3. Setup for proximity effect test. The transmit antenna was moved suc-
cessively farther from the stack of RF absorber. Measurements at each distance
were conducted at two locations with three antenna orientations at each location.

TABLE III
ILLUSTRATION OF PROXIMITY EFFECT FOR CHAMBER WITH SEVEN STACKED

ABSORBERS, MEASURED IN THE CELLULAR (800–900 MHZ) AND PCS
(1.85–2.0 GHZ) FREQUENCY BANDS

Distance to RF absorber (cm) G r e f Cellular band (dB) G r e f PCS band (dB)

30 −23.72 −31.20

50 −23.45 −30.79

100 −23.14 −30.66

120 −23.16 −30.60

150 −23.17 −30.42

of the unstirred received power Pu to the stirred received power

Ps [26], [27] as

K =
Pu

Ps
. (3)

This ratio may be approximated from the measured transmis-

sion coefficient as [26]

K ≈ (|〈S21〉|)2

〈|S21 − 〈S21〉|2〉
, (4)

where |〈S21〉| is the mean of S21 and 〈|S21 − 〈S21〉|2〉 is the

variance of the real and imaginary components of S21 over all

mode-stirring samples. Note that this equation was derived for

an ideal unloaded chamber, but it is often used in the loaded

case as well.

Higher values of K factor are generally undesirable because

they are associated with a decrease in the spatial uniformity of

the average fields within the chamber. Methods to analytically

quantify this effect were studied in [10], [17], and [28].

For reverberation-chamber measurements, the K factor can

take a range of values depending on several factors including the

amount and placement of absorber, the radiation pattern of the

antennas used in the measurement, and the antennas’ location

and orientation with respect to each other and the absorber.

Fig. 4 shows the K factor calculated from (4) for various ab-

sorber amounts in the stacked loading condition [see Fig. 1(a)].

Fig. 4. Rician K factor calculated from (4) for measurements made at three om-
nidirectional transmit antenna locations and three orientations for each location
(see Fig. 1 (a)). The antenna setup was described in Table I with ∆f = 1 MHz.
Results were averaged over the PCS band, 1.85–2.0 GHz.

Fig. 5. K factor for four different antenna configurations in a heavily
loaded chamber. Antenna TX/RX pairs consisted of: 1. directional/directional;
2. omnidirectional/directional; 3. directional/omnidirectional; 4. omnidirec-
tional/omnidirectional. Measurements were made in the cellular band (circles)
and the PCS band (triangles) with ∆f = 1 MHz.

We see that the spread in K factor values increases between the

unloaded and loaded conditions. For this setup, the lowest K

factor was achieved when the reference antenna was behind the

measurement antenna (position 1, orientation 2). The highest K

factor was obtained when the reference antenna was near to the

measurement antenna (at position 2, orientation 3). Such infor-

mation can be useful in determining the optimal placement of

antennas for a given chamber setup.

Fig. 5 illustrates the effect of the antenna radiation pattern

on the K factor. Measurements were made in a heavily loaded

reverberation chamber (stack of 14 RF absorbers) with all other

measurement parameters given in Table I. Six Gref measure-

ments were made, where each value of Gref consisted of P = 9

different reference antenna heights and polarizations.

Fig. 5 shows that, for this configuration, both the K factor

and its variance were lowest when an omnidirectional transmit
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antenna was used to excite the chamber and a directional receive

antenna was aimed toward the rotating paddle near the corner of

the chamber. This configuration results in low direct coupling

between the TX and RX antennas, as would directional TX and

RX antennas aimed away from each other. However, unlike a

directional TX antenna aimed at the wall, the omnidirectional

TX antenna causes a greater amount of stirred energy to be

incident on the directional RX antenna, resulting in a lower K

factor. In [22], we showed that this lowest-K-factor configura-

tion also resulted in the lowest value of σG r e f
. Note that most

cellular devices utilize omnidirectional azimuthal radiation pat-

terns, which further motivates the use of an omnidirectional

reference transmit antenna. Other techniques for reducing the

K factor include use of cross polarized antennas or physically

blocking the line of sight between two antennas [17].

C. Choice of Mode-Stirring Sequence

The number and type of mode-stirring samples that com-

prise the stirring sequence may be considered as part of the

reverberation-chamber setup. The sequence is often chosen

based upon logistical factors as well as desired accuracy. For

example, while use of a very large number of stirring samples

would improve the estimate of the quantity of interest, this would

not be efficient in terms of measurement time.

As mentioned in Section II-A, for loaded chambers, position

stirring is often used to average out the effects of the lack of

spatial uniformity. Even though the variation in the measured

samples may be significant from position to position, the aver-

aged results still typically converge to a single, “correct” value

if the setup has been verified and if the quantity of interest is not

highly nonlinear. Both conditions are usually met for cellular

device testing.

To efficiently obtain an estimate of the quantity of interest,

uncorrelated mode-stirring samples are typically chosen. Nu-

merous references discuss methods for determining the effec-

tive number of independent samples e.g., [29]–[33]. Other work

discusses methods for determining uncertainty in reverberation-

chamber measurements when correlation between samples ex-

ists and when the K factor is nonnegligible [10], [17], [28].

Fig. 6 shows an example of a measurement in which an

increasing number of paddle positions is used. The relative

uncertainty, given by σG r e f
/
√

MN , where M refers to the

number of platform positions and N to the number of paddle

angles, deviates from that expected for uncorrelated samples

for a large sample number. The uncertainty in the ideal

“ergodic-mode” case [29] decreases by 1
/√

MN (simply N

in our example setup of Table I because only paddle stirring is

used). See [28] for more information on the use of correlated

samples in uncertainty calculations.

D. Frequency Averaging and the Chamber’s Frequency

Response

Because cellular wireless devices transmit modulated

signals, quantities of interest such as radiated power or receiver

sensitivity are estimated from measurements that are averaged

over the signal bandwidth. Such averaging or “frequency

Fig. 6. Relative uncertainty (defined in the text) for reverberation-chamber
measurements of the transfer function for an increasing number of N paddle
angles for various values of M antenna locations. The symbols represent every
20th data point. The dotted lines without symbols represent the dependence

1/
√

MN given in [29] (from [28]).

stirring” often results in decreased uncertainty in the estimate of

the quantity of interest as compared to reverberation-chamber

measurements of single-frequency quantities such as electric

field. However, because the chamber response can vary

significantly over the modulation bandwidth of the signal, it is

important to understand whether this response will impact the

values derived from measurement.

This is illustrated in Fig. 7(a), where we have plotted in-

dividual mode-stirring samples of |S21 |2 (thin lines), and those

averaged over 72 paddle angles and nine antenna locations (thick

lines) for an unloaded chamber and a chamber loaded with seven

stacked absorber blocks. The frequency step was 50 kHz. See

Table I for other measurement parameters. We see a less rapid

variation in |S21 |2 as a function of frequency for the loaded

chamber due to frequency correlation. Due to this correlation,

measurements made over a limited bandwidth, a 4 MHz chan-

nel, for example, may be subject to a higher value of σGref ,p .

Quantifying this effect helps to determine whether the number

of mode-stirring samples is adequate for a given setup.

The thicker dash-dotted lines in Fig. 7(a) and (b) show a

linear regression carried out over the PCS frequency band for

each loading condition. The frequency roll-off is approximately

0.5 dB for both the unloaded and loaded chambers. Also shown

in Fig. 7(b) is the frequency response for low-, mid-, and high-

band channels, denoted by the short horizontal black lines. These

were calculated as the average of the linear regression curve over

the 4 MHz channel. As illustrated in Fig. 7(b), if the chamber’s

reference power transfer function was calculated as the mean of

the regression curve calculated over the whole PCS band, while

the DUT was measured for a channel near the lower edge of

the PCS band, the reference loss could be overestimated. This

motivates the determination of a different Gref value for each

channel, as discussed in Section IV.

III. VERIFYING THE CHAMBER SETUP

As discussed earlier, for measurements in which the sig-

nal must be demodulated, such as for receiver sensitivity
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Fig. 7. In (a), a single mode-stirring sample of |S21 |2 as a function of fre-
quency for the unloaded chamber (light green curve) and for the loaded chamber
(thin black curve). The average over 72 paddle angles and nine antenna positions
is shown by the thick blue curves, and a linear regression is shown by the red
dashed lines. In (b), the averaged, regression of the loaded chamber response
shows a decrease of ∼0.5 dB over the PCS band. Individual 4 MHz channels are
shown by the short, horizontal black lines, illustrating the necessity of frequency
averaging.

measurements, it is important that the chamber is configured

to minimize the possibility that the device erroneously reports

quantities of interest. Metrics used to assess the channel created

by the reverberation chamber include the coherence bandwidth

(CBW, related to the frequency band over which the channel

is “frequency flat”), the root-mean-square (RMS) delay spread

(τRMS , related to the ring-down time of the chamber), and the

spatial uniformity of the proposed setup (related to the mea-

surement uncertainty). Because CBW and τRMS are inversely

related, many test procedures specify only one or the other, and

then require determination of the spatial uniformity.

In the following discussions of these three metrics (CBW,

τrms , and σG r e f
), the S parameter measurements used to illustrate

these metrics were again made with a configuration similar to

that illustrated in Fig. 1(a) and having the characteristics given

in Table I. Estimating these metrics from measured data depends

on parameters such as the number of frequency points and the

bandwidth used for the measurements. This is discussed next.

A. Coherence Bandwidth

The CBW metric describes the average bandwidth over which

the frequency components have a minimum specified level of

correlation [12], [34], [35]. Correlation between frequency com-

ponents reduces the frequency selectivity of the channel, which,

Fig. 8. Average frequency correlation R of the channel corresponding to the
reverberation chamber setup for three loading conditions. R was found from
S parameter measurements made over a 150 MHz bandwidth centered at the
middle of the PCS band. The CBW corresponding to a threshold of 0.5 for the
various loading conditions is shown in the legend.

as discussed earlier, is often desirable for demodulation of the

signal. Such correlation was illustrated in Fig. 7(b) by the slower

variation as a function of frequency than that observed for the

unloaded chamber in Fig. 7(a).

The CBW is often determined by assessing the level of corre-

lation between frequencies over a specified bandwidth, BW (for

example, the PCS band). One common method is to calculate

the autocorrelation function, r, of the frequency-domain trans-

fer function S21 for several frequency offsets (lags) ∆fi ranging

from fc − BW to fc + BW , where fc is the center frequency.

If uncorrelated, such autocorrelations should be near zero for all

values of ∆fi . If correlated, then one or more of the autocorre-

lations will be significantly nonzero. For reverberation-chamber

measurements, the autocorrelation r(∆fi , n), calculated for the

ith frequency offset ∆fi and mode-stirring sample n, may be

given as [35, Section 1.3.5.12]

r (∆fi , n) =

M
∑

j=1

S21 (fj , n) S∗
21 (fj + ∆fi , n) (5)

where S21 (f, n), and the complex conjugate S∗
21 are vectors of

the complex transmission parameter measured at M frequency

points, fj , within the bandwidth of interest, BW , so that f1 =
fc − BW/2 and fM = fc + BW/2. The resulting I × N matrix

is averaged over all paddle positions, n, to obtain a vector R of

length I corresponding to the average autocorrelation coefficient

calculated at each frequency offset.

An example showing the average autocorrelation, R, is plotted

in Fig. 8. The frequency step of the VNA was 50 kHz. The result

was found by averaging the vector of correlation coefficients r

over all N = 72 paddle angles.

The bandwidth over which the frequency components are

deemed to be “correlated” may be found as the band above

a specified threshold. The higher the threshold, the flatter the

channel over a given bandwidth. See [12] and [35] for more
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Fig. 9. CBW calculated over different frequency bandwidths for 0-, 1-, 4-,
and 7-absorber loading conditions (indicated by the symbols). For each loading
condition, individual measurements made at nine antenna locations are shown
by the thin lines, and the mean is shown by the thicker line.

information on this. The choice of the correlation threshold will

typically depend on the type of receiver used. For example,

lower threshold values may be specified for testing conducted

on commercially available cellular devices because error cor-

rection is used. Threshold values vary, with 1/e, 0.707, and 0.5

as common values. In the present work, we use a threshold of

0.5.

Because CBW is a derived metric, both the number of points

and the bandwidth over which it is estimated will affect the re-

sult. Fig. 9 shows the effect of the frequency bandwidth over

which the CBW is calculated on the estimate of the CBW.

VNA measurements were conducted with the setup described

in Table I at nine antenna positions (three locations and three

orientations at each location) for four loading cases. The fre-

quency step was 50 kHz. The unloaded chamber is represented

by the lower curves and the 1-, 4-, and 7-absorber cases are

represented by the successively higher curves. We see that the

CBW increases with loading, as expected, and that the variance

in the estimate of the CBW increases with loading, as shown

by the increased spread in the lines corresponding to each an-

tenna location. This increase in variance is due to the reduced

uniformity of the averaged fields caused by loading.

Fig. 9 shows that if the CBW is not calculated over a suffi-

ciently wide frequency bandwidth, the VNA measurement will

underestimate the CBW. Likewise, an insufficient number of

frequency points used to calculate CBW can result in erroneous

values of CBW.

B. RMS Delay Spread

The RMS delay spread is a metric describing how quickly

reflections decay in a given multipath propagation environment

[11], [36]. Similar to the CBW, it may be used to verify the rever-

beration configuration, with shorter RMS delay spread values

corresponding to increased loading. This metric is calculated in

the time domain.

For the nth stepped mode-stirring sample measured at τn ,

the impulse response of the chamber setup may be estimated

from the inverse Fourier transform of the measured S parame-

ters hn (t) ∼= IFFT {S21 (f, n)}. The magnitude squared of the

impulse response corresponds to the power delay profile (PDP)

PDP (t) = 〈|h(t, τn )|2〉 (6)

where h (t, τn ) is the nth mode-stirring sample of the linear,

time-varying impulse response of the channel and the chevrons

denote the ensemble average. The RMS delay spread is found

from the square root of the second central moment of the PDP

as

τrms =

√

∫∞0 (t − t0)
2 PDP (t) dt

∫∞0 PDP (t) dt
(7)

where t0 is the mean delay of the propagation channel given by

t0 =
∫∞0 tPDP (t) dt

∫∞0 PDP (t) dt
(8)

see [11] and [36] for a more detailed explanation, with [36]

focusing on making these measurements in reverberation cham-

bers.

The RMS delay spread corresponding to a reverberation

chamber setup can be tuned to match specific real-world prop-

agation environments by changing the loading. For example,

the “NIST model,” derived from measurements made in sev-

eral building-penetration scenarios [37] specifies an 80 ns RMS

delay spread and has been proposed for use in some cellular

standards [7]. Values of RMS delay spread from NIST building

penetration measurements in various locations ranged from less

than 20 ns for an apartment building to around 400 ns in a high

rise office building at 900 MHz [38].

As with CBW, the number of points and the frequency band-

width over which the calculation is made will affect the accuracy

of the estimate of τrms . These values will depend on the carrier

frequency, loading, and antenna setup. Values of τrms calculated

for the same loading conditions in Fig. 9 are shown in Fig. 10,

where we again see that calculation over a narrow bandwidth

may lead to erroneous values.

C. Spatial Uniformity

As discussed in Section II-A, the standard deviation of ref-

erence measurements made at several locations throughout the

chamber is given by σG r e f
. This quantity may be used to assess

the uncertainty due to lack of spatial uniformity in the estimate

of both Gref and the DUT quantities of interest [10], [22]. Note

that each chamber loading configuration may result in a different

power transfer function and a different σG r e f
(see Table II). As

a result, verifying this aspect of the chamber setup is typically

carried out for each loading configuration.

As with CBW and τrms , the determination of σG r e f
for a given

setup depends on the bandwidth over which the calculation is

performed and the number of frequency points within that band-

width. For measurements of modulated signals used in cellular

applications, the bandwidth is fixed by the channel to be tested.

Thus, the user must ensure that an adequate number of frequency
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Fig. 10. τrm s calculated over different frequency bandwidths for 0-, 1-, 4-,
and 7-absorber loading conditions (indicated by the symbols). For each loading
condition, individual measurements made at nine antenna locations are shown
by the thin lines, and the mean is shown by the thicker line.

Fig. 11. Reference power transfer function calculated from (1) for PCS chan-
nel 9262 (1.850–1.854 GHz). VNA measurements were made at nine spatially
uncorrelated antenna positions with ∆f = 1 MHz. Values of Gref and uG r e f
were then calculated for various combinations of these nine sets of data.

samples are measured for estimating Gref and σG r e f
. Once σG r e f

has been determined, the component of uncertainty due to lack

of spatial uniformity may then be calculated as [10], [22]

uG r e f
=

σG r e f√
P

. (9)

Note that uG r e f
is estimated solely from the variance in Gref ,

which is found over P antenna positions, as opposed to the

number of mode-stirring samples. Based on a significance test

[10], it was determined that the variation due to lack of spatial

uniformity was the dominant component of uncertainty in an

estimate of Gref for all loading cases except when a very small

number of mode-stirred samples were used.

To understand why the value of P = 9 is generally used to

calculate this component of uncertainty, Fig. 11 shows Gref

calculated from (1) for various subsets of P = 9 spatially un-

correlated antenna positions and orientations. All permutations

of the nine measurements were combined to estimate Gref . The

TABLE IV
REFERENCE POWER TRANSFER FUNCTION Gref AND STANDARD DEVIATION

σG r e f
FOR VARIOUS LOADING CONDITIONS

No. CBW G r e f σG r e f
G r e f σG r e f

G r e f σG r e f

RF abs. (MHz) PCS PCS PCS PCS PCS PCS

(dB) (dB) 9262 (dB) 9262 (dB) 9662 (dB) 9662 (dB)

4 2.33 -28.23 0.30 −27.97 0.61 −28.05 0.55

6 3.01 −29.33 0.37 −29.03 0.67 −29.18 0.64

7 3.35 −29.81 0.41 −29.37 0.92 −29.72 0.67

8 3.68 −30.30 0.45 −29.83 0.91 −30.25 0.66

Col. 1: Number of RF absorber blocks.

Col. 2: CBW with a 0.5 threshold.

Cols. 3 and 4: Full PCS band (1850–2000 MHz).

Cols. 5 and 6: PCS Uplink Channel 9262 (1850–1854 MHz).

Cols. 7 and 8: PCS Downlink Channel 9662 (1930–1934 MHz).

∆ f = 1 MHz, 72 paddle positions and 9 reference antenna locations.

reverberation chamber setup was again that described in Table I

with seven RF absorbers stacked [see Fig. 1(a)]. Measurements

were made in PCS channel 9262 (1.850–1.854 GHz). Fig. 11

illustrates that P = 9 antenna positions are adequate for obtain-

ing a uG r e f
value that is lower than 0.5 dB, as required in [8].

IV. DUT MEASUREMENTS

Once the chamber has been configured and the setup verified

in terms of its channel characteristics (assessed by the CBW or

τrms) and uncertainty due to lack of spatial uniformity, OTA tests

may be conducted with confidence. We focus on two common

tests used to certify the performance single-input, single-output

cellular wireless devices: TRP and TIS [7], [8].

A. Reference Power Transfer Function

Both TRP and TIS require knowledge of the true power at the

DUT, which requires that the loss within the chamber and anten-

nas be calibrated out. To do this, prior to calculating the TRP or

TIS value, the chamber’s reference power transfer function is de-

termined for the chamber setup verified in the previous sections.

For example, to test a 3.84 MHz W-CDMA signal, the chamber

is loaded to provide a CBW of approximately 3.84 MHz.

Finding the correct loading may be done empirically, by load-

ing the chamber and computing the CBW or τrms for increas-

ing amounts of absorber until the desired characteristics are

achieved. Table IV provides representative values of CBW, Gref

and σG r e f
for the NIST chamber configuration in Table I with

stacked absorber [Fig. 1(a)] and ∆f = 1 MHz. Note that the

standard deviation increases significantly when calculations are

made over the channel’s bandwidth (as opposed to the entire

cellular or PCS bands as shown in Table II).

The value of Gref that corresponds to the loading that provides

the desired CBW is then used in formulas for TRP and TIS to

compensate for loss in the chamber setup.

Objects such as RF absorber, fixtures, and antennas are often

left in the chamber for both the reference and DUT measure-

ments. This is done so that the DUT experiences approximately

the same channel as that for which the reference measurements

were made. Note that the removal of metallic fixtures and
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antennas from the chamber will typically have little effect on

the uncertainty in the estimate of the quantity of interest.

B. Total Radiated Power

The total power radiated by the DUT may be estimated from

measurement as [10], [17]

PTRP =
1

R

R
∑

r=1

〈PMeas〉N |1 − ΓMΓRX |2

ηM (1 − |ΓM |2)Gref

(10)

where 〈PMeas〉N is the ensemble average of power samples

measured by a base station emulator (BSE) or spectrum analyzer

over the same N-sample mode-stirring sequence that was used

for the reference measurement (e.g., the same paddle angles

and platform positions). The term |1 − ΓMΓRX |2 corrects for

the impedance mismatch between the measurement antenna and

the receiver assembly, where ΓRX is the reflection coefficient

of the receiver assembly, and ΓM is the free-space reflection

coefficient of the measurement antenna. As before, ηM is the

radiation efficiency of the measurement antenna.

Note that if additional cables or adapters are used for the

power measurement that were not used in the reference mea-

surement, they will need to be de-embedded. Procedures for this

were outlined in the Appendix of [10].

PTRP is computed from the average of a set of 〈PMeas〉N
measurements made for R DUT antenna positions (similar to

the P antenna positions for the reference measurement). Note

that the R DUT measurement positions do not need to be the

same as the P reference measurement positions as long as the

measurements are carried out within the volume for which the

chamber setup was verified. Often, R = 1 for measurements

made by test labs to save time.

As discussed in Section III-C, position averaging sig-

nificantly improves the estimate of TRP. Thus, for most

commercially available reverberation chambers used for OTA

testing, multiple spatially dependent stirring mechanisms are

used (such as platform and/or antenna polarization stirring).

C. Total Isotropic Sensitivity

The total isotropic sensitivity PTIS is the power estimated

to be at the input port of the DUT’s antenna when it reports a

specified maximum acceptable BER (for example, 1.2% for the

W-CDMA standard). PTIS may be given by

PTIS =
ηM

(

1 − |ΓM |2
)

R |1 − ΓMΓRX |2
R

∑

r=1

Gref ,r

N

(

N
∑

n=1

1

PBSE(n)

)−1

(11)

where PBSE(n) corresponds to the power emitted from the BSE

when the DUT reports the threshold bit-error rate. As with TRP,

the estimate of TIS may be improved by the use of position stir-

ring, as found in many commercial implementations. In practice,

Gref ,r is often approximated from a single value of Gref to save

time. Note that, per [7], [8], the harmonic mean is used to cal-

culate the average value of the BSE’s output power, while the

arithmetic mean is used for Gref . The harmonic mean mini-

mizes the effects of outliers. Other averaging arrangements may

TABLE V
TRP AND TIS FOR A WIRELESS ROUTER MEASURED FOR W-CDMA SIGNALS

IN THE CELLULAR AND PCS BANDS

Frequency band DUT test NIST RC (dBm) AC 1 (dBm) AC 2 (dBm)

Cellular TRP 20.35 22.14 20.59

TIS −107.72 −109.08 −108.65

PCS TRP 19.43 20.28 19.81

TIS −106.51 −108.98 −110.04

be used as well. Variability in TIS, as a function of position, is

similar to that found for TRP for the chamber configuration used.

In Table V, we present a comparison between TRP and TIS

measurements made for a wireless router. For the reverberation

chamber results, the TIS was measured at R = 9 locations for

the seven stacked absorber case shown in Fig. 1(a). We see that

agreement between RC and AC measurements is within 2 dB

for TRP measurements and within 4 dB for TIS measurements.

A similar level of agreement is shown between the two anechoic

chambers.

V. CONCLUSION

Loading has the effect of reducing the amplitude and phase

variation of the channel presented to the DUT, which better

replicates the channel in which many receivers were designed

to operate. Under loaded conditions, the chamber setup must

be carefully configured and verified before proceeding with the

DUT measurements of TRP and TIS. Such step-by-step guid-

ance was described here.
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