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Abstract: With the use of cyber-physical systems (CPS) advanced computational capabilities, the
delivery of facilities management (FM) mandates are efficiently and effectively conducted. Since
performance measurement is an important yardstick in ascertaining the outcome of FM approaches,
this study assesses the performance measurement indicators that influence the uptake of CPS for FM
functions. Using a structured questionnaire, data were collected from built environment professionals
in the Gauteng province of South Africa. Data collected was analysed using a five-stage process
which includes: data reliability and validity, descriptive statistics, establishing a difference in groups’
opinion, principal component analysis, and model testing and fit statistics for confirmatory factor
analysis. Results from the study indicate that three significant performance indicators are influential
in determining the uptake of CPS for FM, which are operations efficiency, facility adaptation, and
client’s satisfaction. The study contributes immensely to the body of knowledge. It unveils the signif-
icant performance measurement indicators that would help organisations, facilities managers, and
policymakers guide their decisions hinged on the espousal of innovative technologies. Furthermore,
the study serves as a solid theoretical base for further studies showcasing a roadmap for digitalisation
for FM functions by unravelling the significant performance measurement indicators.

Keywords: 4IR; cyber-physical system (CPS); facilities management; performance measurement;
confirmatory factor analysis

1. Introduction

According to Atkin and Brooks [1], facilities management (FM) encompasses a broad
range of services, including building maintenance, real estate management, domestic
services, health and safety, and contract management. Additionally, FM is defined as “the
incorporation of multiple disciplines to ensure the functionality of the built environment
by integrating people, process and technology” [2] (p. 54). Also, “the integration of
processes within an organisation in the built environment to maintain and develop the
agreed services which support and improve the effectiveness of the organisation’s primary
activities and management of the impact of these processes upon the workplace” [3] (p. 15).
FM is attributed with tactical positioning while aiming to balance business concerns and
the management of services and technical processes [4–6]. Therefore, it can be said that
FM covers a wide spectrum of service solutions, including accessibility, sustainability,
safety, hospitality, and productivity [7]. The task of FM during the lifecycle of built-up
infrastructure is significant, resulting from the strategic values that accompany its delivery
and the contribution made in the assessment of utilisation of facilities.
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The construction industry is still characterised by inefficiencies in its processes re-
sulting from outdated approaches and methods in service delivery [8–10]. FM functions
are not spared as they are still plagued with a myriad of challenges that hamper their
efficiency and effectiveness. One of the major challenges posed to FM task functions is
keeping abreast with innovative technologies, which aids in keeping accurate data in the
process of appropriate planning and decision making [11–13]. McKinsey [14] stated that
for the adoption of digital technologies, the construction/facilities management industry
is ranked 21st among 22 industries. Furthermore, Ikuabe et al. [15] affirmed that digi-
tal technologies at the various phases of building projects are least encountered at the
operations/maintenance phase. Oladejo [16] noted that the inadequacy in the core and
fundamental principles of FM, which yields low technical output, is a major challenge
faced in FM functions. Hence, the non-alignment of FM tasks with evolving technological
innovations results in a setback for optimum performance. Islam et al. [17] observed that
the building industry is forced to introduce efficient upkeep of service systems due to the
evolving development of technologies for the attainment of longevity in operations and
functions of buildings.

The fourth industrial revolution (4IR) has ushered in the intensified digital/information
technology application, which is evident in different aspects of human activities [18–20].
The upsurge in digital technologies has been experienced in sectors such as banking, health
and medical, manufacturing, transportation, etc. [21–23]. Although still lagging in adopting
digital technologies for its processes, the construction/facilities management industry is
gradually imbibing the principles to propagate the benefits of its espousal [15]. With the
numerous development problems facing the 21st century and as contained in the Sustain-
able Development Goals (SDGs), no people and profession can efficiently thrive without
professional strategies, visions, and aspirations that are embedded in the technologically
driven realm of knowledge [24,25]. Therefore, the espousal of digital technologies in FM
activities would aid in abating some of the perennial challenges posed to the effective
delivery of its core mandates. One of such digital technologies is cyber-physical systems
(CPS). The system is attributed to computing networks whose operation is hinged on
integrating computational abilities and physical processes. According to Kim and Park [26]
and Alguliyev et al. [27], CPS serves as the connection between the virtual and physical
realm. The system serves as an enabling platform for resolving real-time problems in the
fast-changing technological age [25,28,29]. In addition, Hererich et al. [30] affirmed that
CPS provides the prospects of reducing downtime of equipment and enhancing operational
efficiency. Hence, the integration of CPS for FM activities would aid in the seamless delivery
of the core objectives of an organisation.

Since FM connects the knowledge of design and management of the completed facility
through tactical implementation for the conformance of predetermined goals [31,32], the
evaluation of performance of the adopted digital technology must be ascertained. Per-
formance measurement provides perceptive contributions to effective control by offering
discernments on the need and choice of various control systems. By the support of measure-
ment functions, a mechanism of performance measurement contributes to the attainment
of better goals of an organisation. Therefore, stakeholders’ need for performance measure-
ment can be construed in the context of FM. Fundamentally, the contributions of FM would
be ascertained over a spectrum of well-defined criteria for performance which would entail
maintenance, finance, or economics. Therefore, the uptake of CPS for FM functions would
be propagated when the measurement of the system’s delivery can be attributed to better
and enhanced output compared to the conventional systems used for FM mandates. With
this in mind, this study is geared towards assessing the performance measurement factors
that would necessitate the uptake of CPS for FM. The other sections of this paper include
the review of extant literature, research methodology, findings and discussion, conclusion,
and recommendations.
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2. Theoretical Background

It is evident that in the present fast-changing world, organisations’ performances and
successes are hugely dependent on their ability to gather and integrate massive information
flows and take intelligent actions on the information. According to [33,34], performance
is a process or action to accomplish or carry out a function or a task. Moreover, Wong
and Snell [35] (p. 54) made more elaborations, noting that task performance refers to the
ability to efficiently engage in tasks delivery stipulated in the “job description” and with its
recognition as part of the job and demands the ability for the utilisation of a given set of
knowledge and skills. Furthermore, Armstrong [36] (p. 240) noted that accomplishing an
obligation “following predetermined procedures” is what connotes performance. Ismajli
et al. [37] stated that performance is a function of motivation, skills, and knowledge factors.
The context of motivation in this regard refers to the “willingness” to accomplish a particular
task. Skills refer to the “ability” to engage in a specific task or job, and knowledge refers to
“knowing what to do”. The general performance perspective is a fusion of the highlighted
three factors [33].

Performance measurement offers insightful contributions to efficient control by recog-
nising the need and choice of adopting control mechanisms. Through the support of
measurement functions, a system of performance measurement contributes to the organ-
isation’s attainment of better goals. In a well-defined context, the need for performance
measurement by broad management can be construed in the context of FM [38,39]. The
contributions of FM would be adjudged by the stakeholders of an organisation over a
spectrum of outlined criteria for performance which could include metrics of economics,
finance, or maintenance. The contributions of FM to organisations’ delivery are viewed
in different facets, including service delivery, resource control, culture, strategy, supply
chain management, and change management [40]. These are all pointers towards the
effectiveness of FM contribution in organisations and the examination of the several ways
in which performance can be influenced. Medne and Lapina [41] emphasised the necessity
for the focus of performance measurement on continuous improvement. In addition, the
efficient system of performance measurement ought to make provisions for accurate and
timely feedback on operations effectiveness [42]. Based on this, Reference [43] outlined
the dimensions for measurement as follows: change management, planning, controlling
and evaluating, allocation of resources, measurement and improvement, communication,
measurement, and motivation.

Goals and objectives can be regarded as two related but different concepts. New
Mexico City [44] outlined a goal as a broad statement stating the intended achievement
of the programme. At the same time, an objective is a defined, measurable condition
whose attainment is a must in the accomplishment of a certain programme goal. It can
be deduced from the preceding that a goal can target a set objective due to its verifiable
and finite characteristics. Lehigh [45] (p. 1) posits that a goal “is a broad statement
about the desired outcome with one or more specific objective(s) that define in precise
terms what is to be accomplished within a designated time frame”. Irrespective of the
nonfigurative nature of goals, they still serve as commencement points for processes in
management in an organisation. The duty of management is only carried out successfully
when there is a clear and adequately articulated goal statement [46]. Organisations set
goals for several reasons. They are set for the provision of a standard for performance. It
places focus on the organisation’s activities and gives a clear direction for all stakeholders
in the organisation. What is expected of everyone is known, and there is channelling of
efforts to deliver specific outcomes [47]. Moreover, Cascio [48] affirms that goals focus on
the requirement of a specific performance; they mobilise efforts for the accomplishment
of performance of higher levels and foster determination for the performance of higher
levels. They also give a clear direction of the destination of the organisation. When there is
proper and appropriate execution of goal setting, it is seen to improve both performance
behaviours and outcomes [49,50]. There is a positive influence on performance due to
the influence from goals on direction, the effort of attention and persistence, as well as its
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stimulation on strategy development [50]. Moreover, when tasks are synergised with goals,
it breeds more interest in stakeholders, leading to more directed attention cognitively and
behaviourally [51].

In organisations, exploitation pursues efficiency by enabling all tasks, activities, and
processes to be predictable and repeatable. In comparison, innovative concepts and ideas
are, by nature, non-routine [52] and have some involvement of a certain degree of uncer-
tainty and ambiguity [53]. Therefore, it is advised that planning and organisation should
be differently considered during initiating innovations since there are some basic incompat-
ibilities between innovation and efficiency [53]. In furtherance to this, Govindarajan [52]
(p. 14) noted that “while break all the rules is toxic as a leadership mantra, there is some
truth in that notion, because there are different rules for innovation”. As earlier stated,
there is a strong recommendation of goal setting for specific and challenging goals. This
is due to the need for better task performance delivery of the goals when compared with
setting a goal that seems easy, ambiguous, vague, and usually referred to as “do your
best goals” [54]. Moreover, putting into action the goal-setting plan, stipulated criteria
should detail the: specificity of the goal, its measurability, attainability, relevance, and time
frame [55,56]. However, some schools of thought believe that some of these highlighted
goal attributes might not be beneficial in some given conditions, such as the search for
innovation and creativity [57,58].

For non-operational goals, the primary objective is the legitimisation of the organ-
isation. Hence, such goals are regarded as ambiguous and abstract goals designed to
encourage stakeholders to embrace the values and cultures of the organisation [59]. For
operational goals, the primary objective is to aid the measurement of the effectiveness
and performance of the organisation [60]. Managers in organisations deploy distal and
proximal goals when implementing the goal-setting strategies [61]. Proximal goals are
short-term, benchmark goals, while distal goals are more of longer-term and outcome
goals [62]. Usually, distal goals are fragmented into proximal goals for clarity and response
spanning through the attainment of the long-term objective [62]. It is important to note
that the eventual outcome in the pursuit of a particular goal by an organisation will affect
all organisation stakeholders [49]. Hence, the strategic plan put into action to achieve
a stipulated goal should be all-inclusive of the various stakeholders in the organisation.
According to Grünig and Kühn [63], the design and implementation of strategies can be
done at functional, business, and corporate levels. For its proper effectiveness, there must
be an alignment of the organisation’s objectives and the adopted strategies. In addition,
Elbanna et al. [64] noted that the accomplishment of organisational objectives anchors the
success of the adopted strategies.

3. Methodology

The study aims to assess the performance measurement factors that would influ-
ence the espousal of CPS for FM. The study adopted a deductive approach prefaced on
a post-positivism philosophical perspective using quantitative data elicited from built
environment professionals with a questionnaire survey. Tan [65] noted that a questionnaire
helps gather information from a large number of respondents, which also permits the quan-
tifiability and objectiveness of the research, hence, the choice of a questionnaire survey for
the study. The study area for the research was the Gauteng province of South Africa, which
is characterised by a wide range and a vast number of built-up facilities and a large pool of
construction/facilities management professionals. The snowball sampling technique was
adopted for the study, resulting from the difficulties in reaching out to built environment
professionals knowledgeable in the area of digital technologies for FM. The sampling tech-
nique has the tendency to increase the sample size [66]; hence, the number of respondents
that partook in the survey were two hundred and eighteen (218). The instrument for data
collection had two sections. The first section enquired on the background information of the
respondents. In contrast, the second section elicited responses based on the performance
measurement factors that would be influential to the uptake of CPS for FM. The researcher
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distributed the questionnaire electronically, which aided the rapid distribution and collec-
tion of the responses from the respondents. The method of data analysis employed for
analysing the information on the respondents’ background information was percentage.
In addition, the reliability and validity of the research instrument was ascertained using
Cronbach’s alpha. An alpha value of 0.899 was obtained, thus indicating high reliability
since the value is closer to 1.00 [67]. The normality of the sampled data was ascertained
using multivariate Kurtosis, which indicated a non-normality of the sampled data.

A total of sixteen factors were identified and initially assessed with the use of mean
item score (MIS), resulting from the literature review, as shown in Figure 1. In addition,
the Kruskal–Wallis H-test was used in determining if there is a significant difference in the
responses of the respondents’ working affiliation. Furthermore, exploratory factor analysis
(EFA) was deployed to evaluate the unidimensionality and factor-analysis abilty of the
identified factors using SPSS version 27. EFA is used in the examining of the measurement
structure of a group of variables [68]. Subsequent to the establishment of the outcome of the
conducted EFA, a confirmatory factor analysis (CFA) was conducted. This was carried out
to assess the measurement equivalency of the performance measurement factors influenc-
ing the uptake of CPS for FM. This was conducted using EQuation software (EQS) version
6.4. A multifaceted approach was adopted by the study for the model assessment with the
use of the following indexes: Satorra–Bentler scaled chi-square (S−Bχ2), Bentler compara-
tive fit index (CFI), goodness-of-fit index (GFI), standardised root mean square residual
(SRMR), root mean square error of approximation (RMSEA), and root mean square error
of approximation with 95% or 90% confidence interval (RMSEA @ 95% or 90% CI). These
indexes provide a robust assessment of the suitability of fit of the identified factors with
the data sample. Moreover, these outlined indexes present the comparative or incremental
fit indexes and the absolute fit index [69,70]. Furthermore, the analysis gave the values of
the internal consistency, z-statistics, and construct validity. Cronbach’s alpha and the Rho
coefficient were employed to assess the internal reliability and consistency of the measure-
ment constructs [69,71]. There is a strong consensus on using both measurement tools to
establish internal consistency and validity of items constituting a questionnaire [72,73].
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4. Results
4.1. Background Information of Respondents

The results obtained from the respondents’ demographic details showed that based
on the professional designation of the respondents, 26.1% of the total respondents were
quantity surveyors, 21.6% were facilities managers, 17.9% were construction managers. In
comparison, project managers and engineers were 11% and 10.6% of the total respondents,
respectively. In addition, architects and computer programmers made up 7.8% and 5%
of the total respondents. Concerning years of professional experience, findings showed
that respondents with 6–10 years of professional experience accounted for 30.7% of the
aggregate number of respondents, while those with 1–5 years professional experience
made up 24.8%, and 11–15 years and 16-20 years formed 19.3% and 10.6% of the total
respondents, respectively. Based on the highest educational qualification, 41.7% had an
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honour’s degree, 27.1% had a bachelor’s degree, 19.7% had a master’s degree, and 8.3%
had a doctorate degree. Based on the working organisation of the respondents, 34.4% are
affiliated with consultancy firms, 44% work with contracting organisations, and 21.6% are
with government establishments.

4.2. Descriptive Statistics and Kruskal–Wallis H-Test

Table 1 outlines the result of the mean ranking and K–W test conducted for the mea-
surement variables for the performance measurement construct. Results indicate that the
most rated variable is a built-in capability of facility adaptation (MIS = 4.39), the significance
of quality assurance (MIS = 4.30), attainment of customers’ specific needs (MIS = 4.29),
timely communication of policy changes (MIS = 4.27), and improvement of internal pro-
cesses of the organisation (MIS = 4.26). In comparison, the least ranked variables are
anticipation of the attainment of future needs of the organisation (MIS = 4.17), identification
of problems in facilities (MIS = 4.16), and improved customer satisfaction (MIS = 4.14). For
the individual groups of working organisations, respondents affiliated with government
establishments most rated variables are: built-in capability of facility adaptation, evalu-
ation of existing trends, and attainment of customers’ specific needs, while respondents
working for contracting organisations mostly rated built-in capability of facility adaptation,
the significance of quality assurance, and significance of cost savings. In addition, those
working with consulting firms mostly ranked built-in capability of facility adaptation,
attainment of customers’ specific needs, and significance of quality assurance. The overall
group mean for all respondents is 4.24, while the different respondents based on those
working for government establishments, contracting organisations, and consulting firms
are 4.26, 4.20, and 4.27, respectively. Findings from the K–W test show that 2 variables from
the 16 variables have a p-value < 0.05, thus indicating a significant difference in the opin-
ions of the respondents concerning these variables based on their working organisations.
The variables are improving the organisation’s internal processes, and evaluating existing
trends with p-values of 0.046 and 0.004, respectively. Moreover, the Cronbach alpha value
for the measurement variables was indicated to be 0.899, thus portraying good reliability of
the research instrument and the internal consistency of the measurement variables.

Table 1. Performance Measurement (Mean Ranking and Kruskal–Wallis H-test).

Indicators
Govt. Contra. Consult. Total K–W

M R M R M R M R X2 Sig.

Built-in capability of facility adaptation 4.40 1 4.28 1 4.51 1 4.39 1 4.160 0.125

Significance of quality assurance 4.26 7 4.28 1 4.35 3 4.30 2 0.291 0.864

Attainment of customers’ specific needs 4.36 3 4.20 9 4.36 2 4.29 3 1.985 0.371

Timely communication of policy changes 4.32 5 4.22 6 4.29 6 4.27 4 0.381 0.826

Improvement of internal processes of the organisation 4.36 3 4.19 11 4.29 6 4.26 5 2.121 0.046 **

Significance of time savings 4.26 7 4.20 9 4.33 4 4.26 5 1.268 0.531

Improvement in facilities’ standards 4.30 6 4.26 4 4.21 11 4.25 7 1.050 0.591

Improvement in evaluation process through customers’ involvement 4.26 7 4.22 6 4.27 8 4.24 8 0.016 0.992

Informed decision making 4.17 13 4.22 6 4.32 5 4.24 8 1.562 0.458

Significance of cost savings 4.19 10 4.28 1 4.21 11 4.24 8 1.802 0.406

Evaluation of existing trends 4.40 1 4.08 14 4.24 9 4.21 11 4.519 0.004 **

Economic utilisation of the facility 4.11 16 4.24 5 4.17 15 4.19 12 1.188 0.552

Stakeholders’ perception of facilities performance 4.17 13 4.17 13 4.21 11 4.18 13 0.219 0.896

Anticipation of the attainment of future needs of the organisation 4.19 10 4.18 12 4.13 16 4.17 14 0.384 0.825
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Table 1. Cont.

Indicators
Govt. Contra. Consult. Total K–W

M R M R M R M R X2 Sig.

Identification of problems in facilities 4.19 10 4.07 15 4.24 9 4.16 15 1.917 0.383

Improved customer satisfaction 4.15 15 4.07 15 4.21 11 4.14 16 1.085 0.581

Group Mean 4.26 4.20 4.27 4.24

Cronbach Alpha 0.899

NB: M = Mean Item Score, R = Rank, Govt. = Government, Contra. = Contracting organisation,
Consult. = Consulting firm, K–W = Kruskal–Wallis H-test, X2 = Chi-square, ** = significant (p < 0.05).

4.3. Exploratory Factor Analysis

Exploratory factor analysis (EFA) was conducted on the identified performance mea-
surement factors that are influential to the adoption of CPS for FM. Table 2 outlines a KMO
value of 0.926, which is >0.6 set as the threshold set by the study. In addition, the Bartlett test
of sphericity gave a value of 1087.303 and a p-value of 0.000, thus being significant. These
results affirm the factorability and suitability of the data to undergo EFA. Furthermore, the
correlation matrix of the output was inspected to ascertain the suitability of the data for
analysis. Findings revealed that most of the variables had a value ≥ 0.3, which upholds
the suitability of the dataset. Moreover, the Cronbach alpha value of 0.899 was given, as
reported in the preceding section.

Table 2. KMO and Bartlett’s Test.

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.926

Bartlett’s Test of Sphericity

Approx. Chi-Square 1087.303

df 120

Sig. 0.000

Table 3 outlines the commonalities of the measurement variables extracted. The results
provided show that all the variables had a value above 0.5, which was the threshold
set for the study, thus indicating that all the variables do explain much of the variance.
Furthermore, with the use of PCA adopting the varimax rotation, it is revealed that three
components with an eigenvalue greater than 1 were extracted among the measurement
variables. The total cumulative variance was given as 73.5%, which is above the threshold
of 50% set for this study.

Table 4 shows the result of the rotated component matrix of the measurement variables
for performance measurement. The result outlines that the factor loading for the variables
is above 0.4, which is the threshold set for the study. In conjunction with the values of
the extracted communalities, these results showcase that all the variables within a given
component attain a good relationship with each other. The result of the rotated component
matrix indicates that there are three components extracted. The first component has
factor loadings ranging from 0.842 to 0.510 and named operations efficiency. The second
component has factor loadings ranging from 0.764 to 0.514 and is named facility adaptation.
The third component ranges from 0.787 to 0.513 named client’s satisfaction.
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Table 3. Communalities.

Label Performance Measurement Indicators Initial Extraction

PME1 The built-in capability of facility adaptation 1.000 0.617

PME2 Identification of problems in facilities 1.000 0.491

PME3 Improved customer satisfaction 1.000 0.640

PME4 Improvement in evaluation process through customers’ involvement 1.000 0.884

PME5 Informed decision making 1.000 0.756

PME6 Significance of cost savings 1.000 0.543

PME7 Significance of time savings 1.000 0.545

PME8 Significance of quality assurance 1.000 0.536

PME9 Attainment of customers’ specific needs 1.000 0.626

PME10 Timely communication of policy changes 1.000 0.879

PME11 Stakeholders’ perception of facilities performance 1.000 0.673

PME12 Improvement in facilities’ standards 1.000 0.636

PME13 Economic utilisation of the facility 1.000 0.788

PME14 Evaluation of existing trends 1.000 0.662

PME15 Improvement of internal processes of the organisation 1.000 0.743

PME16 Anticipation of the attainment of future needs of the organisation 1.000 0.619

Table 4. Rotated Component Matrix.

Indicators
Component

1 2 3

Significance of time savings 0.842

Significance of quality assurance 0.714

Significance of cost savings 0.711

Improvement in facilities’ standards 0.774

Identification of problems in facilities 0.656

Improvement of internal processes of the organisation 0.510

Built-in capability of facility adaptation 0.764

Economic utilisation of the facility 0.726

Timely communication of policy changes 0.584

Improvement in evaluation process through customers’ involvement 0.526

Significance of cost savings 0.520

Identification of problems in facilities 0.514

Improved customer satisfaction 0.787

Significance of time savings 0.638

Significance of quality assurance 0.525

Stakeholders’ perception of facilities performance 0.513
Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalisation.

4.4. Confirmatory Factor Analysis

A confirmatory factor analysis (CFA) was conducted to affirm the validity of the
resulting group factors from the EFA. The study used the robust maximum likelihood
(RML) estimation since the data for the study was proven to be non-normal. The adoption
of this estimation method would aid in catering for the non-normality of the dataset [72].
Table 5 shows the resulting groups of the performance measurement indicators that would
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influence the uptake of CPS for FM functions. It portrays the standardised coefficient (λ),
which indicates the construct validity, the z-statistics, and the coefficient of determination
(R2). In addition, the internal consistency of the model was ascertained with Cronbach alpha
test and Rho alpha test. The use of both tests in determining model reliability is encouraged
for a more robust internal consistency [74]. As indicated in Table 5, the standardised
coefficient shows that all the factors range from 0.686 to 0.883, thus portraying a good
construct validity since all the variables explained are above 50% (having a value above 0.5)
of the total variance of the model. Furthermore, the Cronbach alpha, and Rho alpha test
result gave coefficients of 0.899 and 0.786, respectively, indicating a good reliability since it
is closer to 1 and above the threshold of 0.7 [75]. Moreover, the value of the z-statistics as
shown in Table 5 shows that all the variables have values above 1.96, thus portraying the
significant influence of the identified performance measurement indicators. In addition,
the R2, which further indicates the significance of the identified factors, shows that all
the indicators have a value closer to 1.0. The R2 establishes the predictive accuracy of the
identified factors, and the predictive accuracy is given to be substantial, moderate, and
weak when the values are 0.75, 0.50, and 0.25, respectively [76,77]. Since the values of the R2

have a range of 0.649 to 0.884, it is affirmed that the identified performance measurement
indicators have a substantial predictive accuracy. While the formed groups indicate a
predictive accuracy of 0.673, 0.715, and 0.698 for operations efficiency, facility adaptation,
and client satisfaction, respectively.

Table 5. Factor loading, z-statistics, and internal consistency of the model.

Groups Label Standardised
Coefficient (λ) Z-Statistics R2 Significant

at 5% Level? Group R2 Cronbach’s
Alpha

Rho
Coefficient

Operations
efficiency PM7 0.799 7.469 0.736 Yes 0.673 0.899 0.786

PME8 0.766 7.724 0.841 Yes
PME6 0.761 7.726 0.842 Yes
PME12 0.822 8.153 0.832 Yes
PME2 0.752 7.294 0.743 Yes
PME15 0.774 8.382 0.664 Yes

Facility
Adaptation PME1 0.734 9.931 0.743 Yes 0.715

PME13 0.811 11.827 0.672 Yes
PME5 0.738 10.826 0.706 Yes
PME14 0.883 9.926 0.794 Yes
PME16 0.699 11.837 0.649 Yes
PME10 0.717 10.294 0.783 Yes

Client’s
Satisfaction PME9 0.792 13.893 0.811 Yes 0.698

PME11 0.686 13.274 0.793 Yes
PME3 0.839 9.294 0.729 Yes
PME4 0.827 9.783 0.884 Yes

Table 6 outlines the fit indexes set for the analysis and the output estimates derived for
the data analysis. As shown, the CFI and GFI had values of 0.996 and 0.985, respectively.
Bentler [71] and Iacobucci [78] recommended that for CFI and GFI to meet good fit, they
must have a value greater than or equal to 0.95, while values greater than or equal to 0.90
can be adjudged as acceptable fit. Hence, the values obtained from the analysis can be
passed as meeting the good fit requirement. Furthermore, the SRMR and RMSEA had
values of 0.030 and 0.024, respectively. Bentler [71] noted that values of SRMR and RMSEA
that are less than or equal to 0.05 are considered a good fit, while those less than 0.08 are
considered acceptable fit. Based on the aforementioned, it can be said that the values of
SRMR and RMSEA met the good fit criteria. In addition, the sample data for the model
gave an S−Bχ2 of 8.593 with 2 degrees freedom and an accompanying p-value of 0.00.
According to Zhong et al. [79], due to the high sensitivity of the chi-square concerning
sample size and the accompanying data normality, it is largely inadequate and less reliable.
Then, it is recommended that a normed chi-square is adopted [80]. This is derived by
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dividing the chi-square by its degree of freedom. Hence, the normed chi-square obtained
was 4.297. Byrne [69] recommended a normed chi-square value ranging from 3.00 to 5.00
as a good fit. This affirms the adequacy of the hypothesised model.

Table 6. Robust Fit Indexes for Performance Measurement Indicators.

Fit Index Cut-Off Value Estimate Indication

S−Bχ2 8.593

df X > 0.00 2 Good fit

CFI
x ≥ 0.90 (acceptable)

0.996 Good fit
x ≥ 0.95 (good fit)

GFI
x ≥ 0.90 (acceptable)

0.985 Good fit
x ≥ 0.95 (good fit)

RMSEA
x ≤ 0.08 (acceptable)

0.024 Good fit
x ≤ 0.05 (good fit)

SRMR
x ≤ 0.08 (acceptable)

0.030 Good fit
x ≤ 0.05 (good fit)

NFI
x ≥ 0.90 (acceptable)

0.965 Good fit
x ≥ 0.95 (good fit)

NNFI
x ≥ 0.90 (acceptable)

0.993 Good fit
x ≥ 0.95 (good fit)

RMSEA 90% CI 0.001:0.024 Acceptable range

p-value x >0.05 0.00 Acceptable range

5. Discussion

The findings of the study showed that the performance indicators that are influential
to the uptake of a revolutionary digital technology such as CPS for the delivery of FM
mandates are operations efficiency, facility adaptation, and client satisfaction. The result
from the analysis, which portrays the value of R2 indicates that facility adaptation is the
most decisive performance measurement indicator influential in the espousal of CPS for FM
functions. This is followed by the client’s satisfaction and operations efficiency. This finding
of the study is supported by the goal-setting theory, which affirms that persons or organisa-
tions given exhaustive, challenging, but realistic goals deliver in better terms than those
whose mandates are non-specific, easy, and with no properly defined goals [60,63,81,82].
Likewise, these persons and organisations must possess the required capability, set outlined
goals, and set mechanisms for performance feedback [55]. Therefore, it is premised on
the notion that performance can be improved upon if there is an effort to strive towards
a defined goal [83]. Ascertaining and measuring the deliveries from the innovativeness
from a utilised system is seen as an indicator for determining the use of such a system.
For facilities management, one of such yardsticks is the satisfaction derived by the users
from the facility. Measuring up the satisfaction derived from the utilisation of a system
would serve as a propelling factor in using such a system for the outlined task [84–87]. For
facilities management, if it is clear that the services and operations derived from infus-
ing cyber-physical systems indicate an upscale from the previously utilised conventional
approaches, then the espousal of the system would be encouraged. Measuring the improve-
ment obtained from the applied innovative technology serves as an accelerating influence
on the system’s adoption. Similarly, when there is a significant improvement in the facility’s
standard resulting from the use of technological innovation, the tendency to accept the
use of such a system is likely. The complexities involved with the facilities management
would encourage methods and approaches that would seek to improve the facilities for
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customers’ use. Therefore, innovative technologies such as cyber-physical systems, whose
utilisation would be advantageous due to their high computational capabilities, would help
improve the facility, therefore giving credence to its espousal. Furthermore, the significance
of time-saving to be derived from the deployment of non-conventional methods of facilities
management would be a propelling measure for its usage. This is supported by Legris
et al. [88], who identified the reduction of time in the delivery tasks and activities as a
significant indicator for measuring up the performance of a system. Against the backdrop
of those mentioned above, it is imperative to note that the satisfaction derived by the
end-users of facilities whose functional mandates are enhanced by digital technologies
such as CPS is a significant drive towards the uptake of such systems.

6. Conclusions

The study evaluated the influence of performance measurement indicators in the
uptake of cyber-physical systems for facilities management. Through the review of extant
literature, sixteen variables were identified and subsequently grouped into three distinct
groups resulting from exploratory factor analysis. The confirmatory factor analysis further
affirmed these findings with model fit indices, construct validity, and high reliability, thus
indicating that the major performance indicators influential in the espousal of CPS for FM
are operations efficiency, facility adaptation, and client satisfaction. These findings provide
a vivid insight on the expected performance output and subsequent measurement that
would propel the espousal of emerging digital technology such as CPS for FM functions.
Hence, the practical implication of the study’s findings lies in its contribution to aiding
policymakers and facility managers with the requisite knowledge of the expected perfor-
mance measurement indicators that would be beneficial from adopting the system for FM
compared to the conventional systems used for FM.

In addition, the study contributes theoretically to the body of knowledge on the
conversation of adopting technological innovations for FM practices. In the current era
of the fourth industrial revolution, efforts are being made to help propagate the benefits
that accrue from various emerging digital technologies; hence, this study helps showcase
a roadmap that clearly stipulates one of the drivers of the uptake of digitalising FM
processes. Moreover, the study’s findings provide a good theoretical base for further
studies that attempt to focus on the enhancement of FM functions through the digitalisation
of its processes. However, it is important to note that the study was conducted in the
Gauteng province of South Africa; therefore, care must be taken by not generalising its
findings. Future studies can be conducted in other provinces for a more robust and
generalisable outcome.
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