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ABSTRACT 

Operators in surveillance activities face cognitive overload 
due to the fragmentation of information on several screens, the 
dynamic nature of the task and the multiple visual or audible 
alarms. This paper presents our ongoing efforts to design 
efficient audio-visual alarms for surveillance activities such as 
traffic management or air traffic control. We motivate the use 
of congruent cross-modal animations to design alarms and 
describe audio-visual mappings based on this paradigm. We 
ran a preference experiments with 24 participants to assess our 
designs and found that specific polarities between visual and 
audio parameters were preferred. We conclude with future 
research directions to validate the efficiency of our alarms 
with different cognitive load levels. 

1. INTRODUCTION

Maritime or aeronautical surveillance systems allow the 
recovery and fusion of information from ships and aircraft 
(type, position, speed, etc.) for traffic monitoring purposes via 
a display device. In both areas, the priority for operators is to 
guarantee safety through the prevention and resolution of 
potential conflicts (risk of collision, breakdowns, etc.). In 
addition, the detection of abnormal behavior and the early 
identification of associated threats (disaster, illegal or criminal 
activity, pollution, terrorist act, etc.) are major challenges for 
all surveillance operators. 
To carry out their monitoring tasks, operators rely on complex 
systems, mainly graphical, to represent all traffic on a map and 
perform operations such as filtering certain information or 
selecting an element to obtain detailed information [17]. The 
systems also include visual or audible notifications and alarms 
when one or more algorithms integrated into the systems 
triggers an event [1,17,22]. 
As with most surveillance activities, a major problem concerns 
the cognitive overload and underload of operators [15,26]. This 
cognitive load problem is mainly due to the fragmentation of 
information on several screens but also to the dynamic nature 
of the task, visual and auditory distractions as well as 
interruptions. This overload can lead to blindness or 
unintentional deafness [4], [20] that prevents the perception of 
a visual notification or audible alarm when the user is overly 
solicited by the visual search for an element on the interface, 
for example. On the other hand, the phenomenon of cognitive 
underload, when traffic is calm, causes vigilance and attention 
maintenance problems that also have a negative impact on the 
quality of surveillance since operators can miss alarms.  
Our goal is to rethink the design of audible alarms for 
surveillance by focusing on redundant modalities: instead of 
conceiving visual information and audible alarms as separate 
entities from monitoring systems, our approach consists in 

integrating several modalities in congruence with the sound to 
strengthen its perception and more effectively inform the 
monitoring operator even in cognitively complex situations. 

2. BACKGROUND AND MOTIVATION

To support users reacting to dangerous or unpredicted events 
detected by algorithms, surveillance systems rely on audio or 
visual alarms. On one hand, visual animations are often used 
for helping users perceiving changes [24] or to shift their 
attentions [13], [18]. On the other hand, audible signals 
transmit important information or alert users through an item 
requiring immediate attention regardless of where users’ 
current visual focus is. 
The work by Gaver et al. highlights the ability of sound to 
provide useful information on processes and problems [10]. 
Several guides and experiments have been developed to guide 
sound interface designers to draw attention to and 
communicate the urgency of notification [14], [30], facilitate 
situational awareness of other operators [12] or for use in 
aircraft systems [22] or rail systems [23]. Texeira et al. [27] 
propose a gradual design of audible alarms allowing operators 
to distinguish the criticity level of alarms. The results of the 
implementation of such alarms suggest that more intelligible 
information reduces stress and the time spent verifying 
ambiguous cases or false alarms. 
While sound interfaces offer potential benefits for monitoring 
activities, they are generally considered in isolation of visual 
components in current systems. Existing design guidelines 
rarely deal with their explicit combination, which would, 
among other advantages, improve situational awareness during 
change [24]. Our perception of the world takes advantage of all 
our senses and we constantly combine the different ways we 
understand and interact with our environment. One of the 
mechanisms we use to merge the inputs of these different 
channels is frequently defined as cross-modal interaction [25]. 
One of the main characteristics of a cross-modal interface is the 
transmission of information through two or more modalities, 
for example when oral comprehension is facilitated if the 
speaker's lip movements are visible. 
Research on multi-sensory experience often uses the term 
congruence or cross-modal correspondence to refer to non-
arbitrary associations between different modalities and their 
consequences on the processing of human information. For 
example, studies have revealed cross-modal associations 
between high-pitched sounds and bright, small objects at upper 
spatial locations, and between low-pitched sounds and dark 
rounded objects at lower locations [21]. This cross-modal 
congruence was identified as relevant for interface design [8], 
[25], and exploited in particular by Hoggan et al. [16] who 
showed that the perceived quality of the buttons on a touch 
screen was correlated with the congruence between the visual 
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and audio/tactile feedback used to represent them. Other 
studies suggest that bimodal feedback can increase 
performance and reduce perceived mental workload [28]. 

To address the challenges faced by operators with notifications 
and audio or visual alarms, designing cross-modal signals 
seems like a promising way to improve both the quality and the 
quantity of information transmitted to the users even with 
cognitive load issues. In the context of air or maritime fleet 
control, operators are required to pass multiple medical checks, 
including vision and auditory tests, to be fit for the position. 
Thus, we do not consider issues related  to color blindness or 
deafness in this paper. 

3. CROSS-MODAL ANIMATIONS DESIGNS

Before designing new systems for surveillance activities, we 
first wanted to explore congruent audio-visual mappings for 
simple animations. We define an animation as a temporal 
evolution of one or more audio and visual parameters of a 
multimodal stimuli. The temporal evolution is driven by a 
modulation signal that will be mapped to one or many audio-
visual parameters. 

The stimulus is made of a circular colored shape and a sound 
produced with frequency modulation synthesis [5]. This 
stimulus is meant to be overlaid on any item that raises an alarm 
in a surveillance system. For instance, such an alarm can be 
triggered when an aircraft altitude is too low, or when two ships 
are not respecting the minimal distance between them. 

3.1. An ecological approach 

We follow an ecological approach to the design of the stimulus, 
i.e. relationships that exist in the world such as a bigger object
produces lower resonances or the closer the louder when an
object moves. This approach is inspired by the sonic finder [9],
work in designing audio alarms for medical contexts [7] or
background monitoring [6].

In our application domain, the congruence of visual and spatial
position seems appropriate. Indeed, the spatial position of the
items on the map is already used to represent their GPS
coordinates so we can match the position of the sound source
to the location on screen with sound spatialization techniques.

3.2. Criticity levels 

Complex surveillance systems are likely to produce a multitude 
of alerts, with the possibility of them happening 
simultaneously. To resolve the conflicts, the operator needs to 
perceive the level of criticity and assign them the proper 
amount of cognitive charge to be efficient. Here we designed 
two criticity levels, low and high.  

Sound and visual parameters offer several possibilities for 
creating appropriate warning scales. For instance fundamental 
frequencies, harmonic series, envelope shape and modulation 
speed can influence the perceived urgency of sounds [7], [11]. 
These results have several implications for our two criticity 
levels. First, high criticity sound use a higher inharmonicity 
ratio in the synthesis to produce more inharmonic spectrum. 
Second, we add distortion to produce higher frequencies that 
also enhance the perceived emergency [11]. Finally, the 
animation, i.e. the temporal changes, should be different so that 
the induced changes are slow and “round” for low criticity and 
fast and sharp for high criticity. We use two different 
modulation envelopes : a sine function for low criticity and a 

sawtooth function with doubled speed for high criticity. Figure 
1 illustrates these two modulation settings. 

Figure 1: Modulation functions of animation 
parameters. Left: sawtooth. Right: sine 

Regarding the visual parameters, we decided to mimic several 
existing systems by using the color hue to encode the criticity 
levels. We use yellow for low criticity and red for high criticity. 
This choice is intended for the lab experiment setup as a 
common design guideline but should not be interpreted as fixed 
rule. We are aware that for an end-user environment 
experiment, the designers will have to compose with the 
limitations of the panel of colors available to them. 

Figure 2: animating the size of the shape 

Figure 3: animating the brightness of the shape 

The remaining visual, non-positional parameters that seem 
suitable to be animated are the size of the shape and its 
brightness as illustrated in Figure 2 and Figure 3. The size of 
the shape creates a motion that can guide the users’ attention 
[13], [18]. The brightness has the advantage of preserving the 
shape which can be useful when the shape communicates the 
type of ships or other relevant information. Regarding audio 
parameters, we decided to animate the amplitude of the sound 
source, the pitch, and the dry/wet reverberation ratio and the 
lowpass filter cutoff frequency. 

3.3. Congruent mappings 

Based on the available parameters and our ecological approach, 
we propose four mappings between audio and visual 
parameters: 

M1 uses size as visual parameter and amplitude as sound
parameter. It mimics a moving object going back and
forth.
M2 uses size as visual parameter and pitch as sound
parameter. It mimics an object increasing or reducing its
size which should respectively produce lower or higher
sounds.
M3 uses brightness as visual parameter and the dry/wet
reverb ratio as sound parameter. It creates a diffuse sound
stimulus similar to a temporal blur.
M4 uses brightness as visual parameter and lowpass filter
cutoff frequency as sound parameter. It mimics a fog that
has a dampening effect on higher pitches [29].
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4. PREFERENCE STUDY  

Before evaluating the impact of cross-modal congruent alarms 
on surveillances tasks, we first need to validate our design 
approach. We conducted a preference study to better 
characterize subjective preferences on audio-visual mappings. 

4.1. Hypothesis 

We hypothesize that the ecological mappings should be 
preferred over non-ecological ones on both the associations 
between parameters and the polarity, i.e. whether an increase 
in the sound parameter should indicate an increase or decrease 
in the visual dimension [29]. For instance, size with pitch 
should be perceived as a better association than size with 
reverberation amount. Conversely, brightness with low pass 
filter cutoff frequency should be perceived as a better 
association than brightness with amplitude. Regarding polarity, 
we expect that the polarity suggested in M1, M2, M3 and M4 
mappings to be preferred over opposites polarities.  

4.2. Method 

We ran an online preference test with 24 participants, 15 men 
and 8 women (M: 36 years; SD: 10,7 years) recruited with 
various research diffusion lists. One of them indicated being a 
professional in surveillance systems.  
The first part of the online experiment introduces the tasks and 
indicates guidelines such as being in a quiet environment or 
wearing headphones before starting the experiment. The 
second part contains the tasks and the last part gathers 
information on the participants such as their age or their 
experience with surveillance systems and sound synthesis. The 
results were collected and anonymized before performing 
statistical analyses. 

4.3. Task design 

For each task, there is an animated visual (brightness or size) 
and a sound playing. The participant must rate the degree of 
harmony of the matching between the sound and the video. 
We followed a [2×4×4×2] within-subject design with 4 
primary factors: VISU ∈ [SIZE, BRIGH], AUDIO ∈ [AMP, 
PIT, REV, LPF], POLAR ∈ [NO, VR, AR, 2R], CON ∈ 
[CONT, DISC], as detailed below.  
We tested two visual parameters (VISU): the size of the shape 
(SIZE) and its brightness (BRIGH). We tested four different 
audio parameters (AUDIO): the amplitude (AMP); the pitch 
(PIT); the reverberation ratio (REV); and the lowpass filter 
frequency (LPF). 
Polarity (POLAR) is represented by the way one variable vary 
in association with another. There are two possible polarities: 
positive where both variables vary in the same direction, 
negative where variables vary in opposite directions. Based on 
those, we defined four orders of playing our audiovisual items:  
the visual variable is played forward and the audio variable is 
also played forward (NO), the visual is played forward and the 
sound in reverse (SR), the visual is played in reverse and the 
sound forward (VR), and both are played in reverse (2R). 
We created two different conditions (CON) to challenge the 
robustness of the participants’ preferences. A condition will 
consist in one of the two modulation curves, i.e. the function 
controlling the animation. The modulation curve is either a 
sawtooth function (SAW) or a sine function (SIN) as presented 
in Figure 1.  

These conditions create a set of 64 possible mappings. To avoid 
fatigue and concentration biases we created two sets of 32 
items. The different parameters are fairly divided between the 
2 blocks, and each participant will be randomly affected to one 
of them. Participants were presented all items in a randomized 
order and had to rate each of them as illustrated in Figure 4. 

 

Figure 4: Example of an animated audio-visual item to 
be rated by the subjects 

The rating of the harmonicity of the association between the 
audio and the visual is done on a Likert scale, from 1 to 5: The 
lowest rating corresponding to “Strongly disagree”, then 
“Disagree”, “Neutral”, “Agree”, and the highest rating 
“Strongly agree”. 

4.4. Results 

We proceed with a statistical analysis of the results, first for 
the global audio-visual mappings, then on more detailed 
variables with polarities or modulations and compared the 
results with our assumptions.  

We first ran test preferences between each audio-visual 
possible combination with repeated measures ANOVA. The 
aggregated results of the possible audio-visual association 
without considering the modulation nor the polarity resulted 
in a neutral score for each mapping and none is standing out 
as statistically significant. 

 

Table 1: Significance of the effect of polarities for each 
mapping (bold = favorite polarity), and their mean 
score value. 

We then studied preferences between polarities with 
dependent Student’s t-test. The results indicate a significant 
effect of polarities on the users’ preferences. Table 1 shows 
the mean score of each polarity within each mapping, and the 
result of the dependent samples t-test between them. Every 
single test returned a significative result (p < 0.05) on the 
effect of polarity on the preference score. 

The distribution of the score only between the preferred 
polarity of each mapping is presented in Figure 5. No visual 
variables are significantly preferred in association with 
Amplitude, Reverberation, and Low-pass filer. However, the 
pitch is significantly preferred (p < 0.001) when associated 
with size Size (M = 4.0) than with Brightness (M=3.38). 
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Figure 5: Box plots of score distribution for the 
preferred polarity of each association 

We investigated the effect of the continuous or discontinuous 
modulation type with dependent Student’s t-test. In six out of 
height cases the mapping preferences were robust to the 
variation of modulation. However, the preference for 
polarities did vary depending on the modulation function for 
two of the mappings, both in the positive polarity setup. The 
Size and AMP association is preferred with the discontinuous 
modulation over the continuous one (M = 3.1 vs M = 2.3, p = 
0.015). The Size and LPF association is also preferred with the 
discontinuous modulation over the continuous one (M = 3.3 vs 
M = 2.5, p = 0.015). 

5. DISCUSSION 

Our results show that for each possible audio-visual 
association, there is a preferred polarity.  These preferences 
are consistent with our ecological mappings M1, M3 and M4 
but not for M2, that associates a size increase with a pitch 
decrease. In fact, the opposite preference was observed. We 
believe that this might be due to the fact that size is a physical 
invariant in everyday life, thus making it unlikely to change 
dynamically. Cases involving size change might imply 
transformations such as stretching the object which might 
produce a higher pitch. 
We assumed that size would be preferred with amplitude (M1) 
or pitch (M2) and brightness with the reverberation ratio (M3) 
or lowpass filter frequency (M4). While our ecological 
approach seems appropriate, the results of the study does not 
show preferences for specific associations between visual 
parameters and audio parameters expect for the pitch. Even if 
the polarity is not the one we hypothesized, users seem to favor 
an association of pitch with size rather than brightness. 
Regarding the other associations, it is possible that the 
brightness and the amplitude can be related via an intensity 
metaphor. Similarly, the dry/wet reverberation ratio can also 
be perceived with an object moving further away in a 
reverberating room and because there is also a attenuation of 
the high frequencies with the distance. 
Regarding the effect of modulation on polarities, we observed 
an effect of the discontinuous over the continuous one with the 
negative polarity for Size and AMP and Size and LPF. This 
might be due to the fact that synchronization perception is 
facilitated with a discontinuity. 

6. CONCLUSION AND PERSPECTIVES 

Our goal is to design efficient audio-visual alarms to support 
fleet surveillance activities. We motivated the use of cross-
modal congruent parameters interactions between sound 
alarms and visual animations, to improve operators’ reaction 
time, ease of use and localization of alarms. We proposed 
audiovisual congruence interactions based on an ecological 

approach and conducted an experiment to assess user 
preferences of  the possible associations.  
While the results do not suggest preferences for specific 
associations, we found that for each possible association, a 
polarity is significantly preferred. These particular polarities 
can be used by designers to combine audio and visual stimuli. 
To better characterize our design, we also need to validate our 
criticity level guidelines and to investigate the effect of 
congruency on attention-related tasks in a surveillance context. 
We are currently setting up another study to assess the effect of 
these new interactions on operators’ reaction time and error 
rate against the existing alarm designs. 
In our study, we only tested a subset of correlations between 
visual and sound that seemed the most relevant in our 
application domain but we are not excluding other cross-modal 
correlations to be promising and will further investigate these 
in future work. We are also concerned by the difference 
between an abstract warning signal designed in a lab, and an 
alarm signal in a professional environment associated with a 
strong mental representation [12]. For this reason, future work 
will focus on conducting field studies with maritime fleet 
centers and air traffic controllers. 
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ABSTRACT

While travelling to new places, maps are often used to determine

the specifics of the route to follow. This helps prepare for the jour-

ney by forming a cognitive model of the route in our minds. How-

ever, the process is predominantly visual and thus inaccessible to

people who are either blind or visually impaired (BVI) or doing

an activity where their eyes are otherwise engaged. This work ex-

plores effective methods of generating route overviews, which can

create a similar cognitive model as visual routes, using audio. The

overviews thus generated can help users plan their journey accord-

ing to their preferences and prepare for it in advance. This pa-

per explores usefulness and usability of auditory routes overviews

for the BVI and draws design implications for such a system fol-

lowing a 2-stage study with audio and sound designers and users.

The findings underline that auditory route overviews are an impor-

tant tool that can assist BVI users to make more informed travel

choices. A properly designed auditory display might contain an

integration of different sonification methods and interaction and

customisation capabilities. Findings also show that such a system

would benefit from the application of a participatory design ap-

proach.

1. INTRODUCTION

Maps have always been central in supporting travellers to plan

their journeys. As technology is becoming ubiquitous in the world,

mapping has evolved and many different ways of using and in-

teracting with maps have been developed. They can be found

in mobile phones, sat-nav systems and on computers in general.

With easy access to these tools, travelling to unknown or far-off

places has become easier for the general population. Often, sighted

people plan their journeys before undertaking travel to reduce the

overhead of wrongly taken turns leading to wasted time and effort,

as well as to gain confidence in where they are going. However,

since maps are typically a visual representation of the geographi-

cal world, they are only readily available to sighted people. The

blind and visually impaired (BVI) community, which, according

to WHO 1, is almost 3% of the total population in the UK, does

not have easy access to these tools. Even though many applica-

tions have been designed to aid navigation, none of them provides

1World Health Organisation

This work is licensed under Creative Commons Attribution Non

Commercial 4.0 International License. The full terms of the License are

available at http://creativecommons.org/licenses/by-nc/4.0

a means to plan the journey ahead of time. This puts the BVI com-

munity at a distinct disadvantage, as they can not familiarise them-

selves with the journey ahead. Having means to peruse a map and

query it to customise a journey according to their own specific re-

quirements and comfort could potentially improve this experience

for them.

This project seeks to design a system to provide route infor-

mation, such as shape of the route and the passing landscapes, as

an audio based overview. The intent is to provide the user with the

ability to “experience” the route by creating an image or a mental

map through the audio. Furthermore, it would provide the user

with the chance to utilise functional route information, such as

distance and duration, to make informed decisions regarding the

route. As a result, the users will be able to familiarise themselves

with the journey or decide whether they want to take that route

or not. Other information that users can deduce from this system

may be how complicated or busy a route is, whether it is safe or

not, is an alternate route better suited, etc. These questions dis-

tinguish this work from other works in the field as they allow the

user to make informed choices according to their own navigation

preferences before undertaking the journey.

For this project, audio is the preferred medium of output be-

cause of its ubiquitousness, little to no cost and almost universal

availability. In addition, according to [1], many BVI travellers

highly value environmental acoustic information and rely on it for

navigation purposes. This means that having an auditory display

(AD) or soundscape of the route beforehand can improve the ex-

perience for them.

The design of studies is based on participatory design concepts

including needs assessment and requirement gathering through

surveys and informal discussions as described in [2, 3]. The rele-

vance and importance of designing an interactive system with user

involvement has been discussed by Spinuzzi in [3]. They provide

guidelines for conducting participatory design based research, stat-

ing it as an iterative method for developing a system which simul-

taneously constitutes the expertise and knowledge of both the de-

signer(s) and the users of the design [2, 3].

Some of the research questions this paper seeks to examine

are:

• Are apriori auditory overview of routes valued by the BVI

community?

• What are the best methods to obtain requirements?

• What types of information are important to represent?

• Which sonification techniques should be included? What

should be the balance between speech and non-speech

sounds? What should be the balance between functionality
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