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Abstract We introduce a first-order method for solving very large convex cone pro-

grams. The method uses an operator splitting method, the alternating directions method

of multipliers, to solve the homogeneous self-dual embedding, an equivalent feasibil-

ity problem involving finding a nonzero point in the intersection of a subspace and

a cone. This approach has several favorable properties. Compared to interior-point

methods, first-order methods scale to very large problems, at the cost of requiring

more time to reach very high accuracy. Compared to other first-order methods for

cone programs, our approach finds both primal and dual solutions when available or

a certificate of infeasibility or unboundedness otherwise, is parameter free, and the

per-iteration cost of the method is the same as applying a splitting method to the

primal or dual alone. We discuss efficient implementation of the method in detail,

including direct and indirect methods for computing projection onto the subspace,

scaling the original problem data, and stopping criteria. We describe an open-source

implementation, which handles the usual (symmetric) nonnegative, second-order, and

semidefinite cones as well as the (non-self-dual) exponential and power cones and

their duals. We report numerical results that show speedups over interior-point cone

solvers for large problems, and scaling to very large general cone programs.
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1 Introduction

In this paper we develop a method for solving convex cone optimization problems

that can (a) provide primal or dual certificates of infeasibility when relevant and (b)

scale to large problem sizes. The general idea is to use a first-order method to solve

the homogeneous self-dual embedding of the primal–dual pair; the homogeneous self-

dual embedding provides the necessary certificates, and first-order methods scale well

to large problem sizes.

The homogeneous self-dual embedding is a single convex feasibility problem

that encodes the primal–dual pair of optimization problems. Solving the embedded

problem involves finding a nonzero point in the intersection of two convex sets, a

convex cone and a subspace. If the original pair is solvable, then a solution can be

recovered from any nonzero solution to the embedding; otherwise, a certificate of

infeasibility is generated that proves that the primal or dual is infeasible (and the other

one unbounded). The homogeneous self-dual embedding has been widely used with

interior-point methods [1–3].

We solve the embedded problem with an operator splitting method known as the

alternating direction method of multipliers (ADMM) [4–7]; see [8] for a recent survey.

It can be viewed as a simple variation of the classical alternating projections algorithm

for finding a point in the intersection of two convex sets. Roughly speaking, ADMM

adds a dual-state variable to the basic method, which can substantially improve con-

vergence. The overall method can reliably provide solutions to modest accuracy after

a relatively small number of iterations and can solve large problems far more quickly

than interior-point methods. (It may not be suitable if high accuracy is required, due

to the slow ‘tail convergence’ of first-order methods in general, and ADMM in par-

ticular [9]). To the best of our knowledge, this is the first application of a first-order

method to solving such embeddings. The approach described in this paper combines

a number of different ideas that are well established in the literature, such as cone

programming and operator splitting methods. We highlight various dimensions along

which our method can be compared to others.

Some methods for solving cone programs only return primal solutions, while oth-

ers can return primal–dual pairs. In addition, some methods can only handle feasible

problems, while other methods can also return certificates of infeasibility or unbound-

edness. The original idea of the homogeneous self-dual embedding is due to Ye et

al. [10,11]. Self-dual embeddings have generally been solved via interior-point meth-

ods [12], while the literature on other algorithms has generally yielded methods that

cannot return certificates of infeasibility; see, e.g., [13–15].

Our approach involves converting a primal–dual pair into a convex feasibility

problem involving finding a point in the intersection of two convex sets. There are

many projection algorithms that could be used to solve this kind of problem, such

as the classical alternating directions method or Dykstra’s alternating projections

method [16,17], among others [18,19]. For a further discussion of these and many

other projection methods, see Bauschke and Koch [20]. Any of these methods could

be used to solve the problem in homogeneous self-dual embedding form.

Operator splitting techniques go back to the 1950s; ADMM itself was developed

in the mid-1970s [4,5]. Since then a rich literature has developed around ADMM
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and related methods [6,7,21–28]. Many equivalences exist between ADMM and

other operator splitting methods. It was shown in [6] that ADMM is equivalent

to the variant of Douglas–Rachford splitting presented in [26] (the original, more

restrictive, form of Douglas–Rachford splitting was presented in [29]) applied to

the dual problem, which itself is equivalent to Rockafellar’s proximal point algo-

rithm [21,30].

Douglas–Rachford splitting is also equivalent to Spingarn’s ‘method of partial

inverses’ [31–33] when one of the operators is the normal cone map of a linear sub-

space [7,34]. In this paper we apply ADMM to a problem where one of the functions is

the indicator of a linear subspace, so our algorithm can also be viewed as an application

of Spingarn’s method. Another closely related technique is the ‘split-feasibility prob-

lem,’ which seeks two points related by a linear mapping, each of which is constrained

to be in a convex set [19,35–37].

In [7] and [38] it was shown that equivalences exist between ADMM applied to the

primal problem, the dual problem, and a saddle point formulation of the problem; in

other words, ADMM is (in a sense) itself self-dual.

These techniques have been used in a broad range of applications including imaging

[39–41], control [42–46], estimation [47], signal processing [48–51], finance [52], and

distributed optimization [53,54].

There are several different ways to apply ADMM to solve cone programs [8,13].

In some cases, these are applied to the original cone program (or its dual) and yield

methods that can return primal–dual pairs, but cannot handle infeasible or unbounded

problems.

The indirect version of our method interacts with the data solely by multiplication

by the data matrix or its adjoint, which we can informally refer to as a ‘scientific

computing’ style algorithm; it is also called a ‘matrix-free method.’ There are several

other methods that share similar characteristics, such as [55–62], as well as some

techniques for solving the split-feasibility problem [35]. See Esser et al. [63] for a

detailed discussion of various first-order methods and the relationships between them,

and Parikh and Boyd [64] for a survey of proximal algorithms in particular.

Outline In Sect. 2 we review convex cone optimization, conditions for optimality,

and the homogeneous self-dual embedding. In Sect. 3, we derive an algorithm (1) that

solves convex cone programs using ADMM applied to the homogeneous self-dual

embedding. In Sect. 4, we discuss how to perform the substeps of the procedure effi-

ciently. In Sect. 5 we introduce a scaling procedure that greatly improves convergence

in practice. We conclude with some numerical examples in Sect. 6, including (when

applicable, i.e., the problems are small enough and involve only symmetric cones)

a comparison of our approach with state-of-the-art interior-point methods, both in

quality of solution and solution time.

2 Conic Optimization

Consider the primal–dual pair of (convex) cone optimization problems
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minimize cTx

s.t. Ax + s = b

(x, s) ∈ R
n × K,

maximize −bT y

s.t. −AT y + r = c

(r, y) ∈ {0}n × K∗.
(1)

Here x ∈ R
n and s ∈ R

m (with n ≤ m) are the primal variables, and r ∈ R
n

and y ∈ R
m are the dual variables. We refer to x as the primal variable, s as the

primal slack variable, y as the dual variable, and r as the dual residual. The set K is

a nonempty, closed, convex cone with dual cone K∗, and {0}n is the dual cone of R
n ,

so the cones R
n × K and {0}n × K∗ are duals of each other. The problem data are

A ∈ R
m×n, b ∈ R

m, c ∈ R
n , and the cone K. (We consider all vectors to be column

vectors).

The primal and dual optimal values are denoted p⋆ and d⋆, respectively; we allow

the cases when these are infinite: p⋆ = +∞ (−∞) indicates primal infeasibility

(unboundedness), and d⋆ = −∞ (+∞) indicates dual infeasibility (unboundedness).

It is easy to show weak duality, i.e., d⋆ ≤ p⋆, with no assumptions on the data. We

will assume that strong duality holds, i.e., p⋆ = d⋆, including the cases when they are

infinite.

2.1 Optimality Conditions

When strong duality holds, the KKT (Karush–Kuhn–Tucker) conditions are necessary

and sufficient for optimality. Explicitly, (x⋆, s⋆, r⋆, y⋆) satisfies the KKT conditions

and so is primal–dual optimal, when

Ax⋆ + s⋆ = b, s⋆ ∈ K, AT y⋆ + c = r⋆, r⋆ = 0, y⋆ ∈ K∗, (y⋆)Ts⋆ = 0,

i.e., when (x⋆, s⋆) is primal feasible, (r⋆, y⋆) is dual feasible, and the complementary

slackness condition (y⋆)Ts⋆ = 0 holds. The complementary slackness condition can

equivalently be replaced by the condition

cTx⋆ + bT y⋆ = 0,

which explicitly forces the duality gap, cTx + bT y, to be zero.

2.2 Certificates of Infeasibility

If strong duality holds, then exactly one of the sets

P = {(x, s) : Ax + s = b, s ∈ K}, (2)

D = {y : AT y = 0, y ∈ K∗, bT y < 0}, (3)

is nonempty, a result known as a theorem of strong alternatives [65, Sect. 5.8]. Since

the set P encodes primal feasibility, this implies that any dual variable y ∈ D serves as

a proof or certificate that the set P is empty, i.e., that the problem is primal infeasible.
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Intuitively, the set D encodes the requirements for the dual problem to be feasible but

unbounded.

Similarly, exactly one of the following two sets is nonempty:

P̃ = {x : −Ax ∈ K, cTx < 0}, (4)

D̃ = {y : AT y = −c, y ∈ K∗}. (5)

Any primal variable x ∈ P̃ is a certificate of dual infeasibility.

2.3 Homogeneous Self-Dual Embedding

The original pair of problems (1) can be converted into a single feasibility problem by

embedding the KKT conditions into a single system of equations and inclusions that

the primal and dual optimal points must jointly satisfy. The embedding is as follows:

⎡

⎣

r

s

0

⎤

⎦ =

⎡

⎣

0 AT

−A 0

cT bT

⎤

⎦

[

x

y

]

+

⎡

⎣

c

b

0

⎤

⎦, (x, s, r, y) ∈ R
n × K × {0}n × K∗. (6)

Any (x⋆, s⋆, r⋆, y⋆) that satisfies (6) is optimal for (1). However, if (1) is primal or

dual infeasible, then (6) has no solution.

The homogeneous self-dual embedding [10] addresses this shortcoming:

⎡

⎣

r

s

κ

⎤

⎦ =

⎡

⎣

0 AT c

−A 0 b

−cT −bT 0

⎤

⎦

⎡

⎣

x

y

τ

⎤

⎦, (x, s, r, y, τ, κ) ∈ R
n ×K×{0}n ×K∗ ×R+ ×R+.

(7)

This embedding introduces two new variables, τ and κ , that are nonnegative and

complementary, i.e., at most one is nonzero. To see complementarity, note that the

inner product between (x, y, τ ) and (r, s, κ) at any solution must be zero due to the

skew symmetry of the matrix in (7), and the individual components xTr, yTs, and τκ

must each be nonnegative by the definition of dual cones.

The reason for using this embedding is that the different possible values of τ and κ

encode the different possible outcomes. If τ is nonzero at the solution, then it serves

as a scaling factor that can be used to recover the solutions to (1); otherwise, if κ is

nonzero, then the original problem is primal or dual infeasible. In particular, if τ = 1

and κ = 0, then the self-dual embedding reduces to the simpler embedding (6).

Any solution of the self-dual embedding (x, s, r, y, τ, κ) falls into one of three

cases:

1. τ > 0 and κ = 0. The point

(x̂, ŷ, ŝ) = (x/τ, y/τ, s/τ)

satisfies the KKT conditions of (1) and so is a primal–dual solution.
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2. τ = 0 and κ > 0. This implies that the gap cTx + bT y is negative, which imme-

diately tells us that the problem is either primal or dual infeasible.

– If bT y < 0, then ŷ = y/(bT y) is a certificate of primal infeasibility (i.e., D is

nonempty) since

AT ŷ = 0, ŷ ∈ K∗, bT ŷ = −1.

– If cTx < 0, then x̂ = x/(−cTx) is a certificate of dual infeasibility (i.e., P̃ is

nonempty) since

−Ax̂ ∈ K, cT x̂ = −1.

– If both cTx < 0 and bT y < 0, then the problem is both primal and dual

infeasible (but the strong duality assumption is violated).

3. τ = κ = 0. If one of cTx or bT y is negative, then it can be used to derive a

certificate of primal or dual infeasibility. Otherwise, nothing can be concluded

about the original problem. Note that zero is always a solution to (7), but steps can

be taken to avoid it, as we discuss in Sect. 3.4.

The system (7) is homogeneous because if (x, s, r, y, τ, κ) is a solution to the

embedding, then so is (t x, ts, tr, t y, tτ, tκ) for any t ≥ 0, and when t > 0 this scaled

value yields the same primal–dual solution or certificates for (1). The embedding is

also self-dual, which we show below.

Notation To simplify the subsequent discussion, let

u =

⎡

⎣

x

y

τ

⎤

⎦ , v =

⎡

⎣

r

s

κ

⎤

⎦, Q =

⎡

⎣

0 AT c

−A 0 b

−cT −bT 0

⎤

⎦ .

The homogeneous self-dual embedding (7) can then be expressed as

find (u, v)

s.t. v = Qu

(u, v) ∈ C × C∗,
(8)

where C = R
n × K∗ × R+ is a cone with dual cone C∗ = {0}n × K × R+. We

are interested in finding a nonzero solution of the homogeneous self-dual embedding

(8). In the sequel, ux , u y, uτ and vr , vs, vκ will denote the entries of u and v that

correspond to x, y, τ and r, s, κ , respectively.

Self-Dual Property Let us show that the feasibility problem (8) is self-dual. The

Lagrangian has the form

L(u, v, ν, λ, μ) = νT(Qu − v) − λTu − μTv,
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where the dual variables are ν, λ, μ, with λ ∈ C∗, μ ∈ C. Minimizing over the primal

variables u, v, we conclude that

QTν − λ = 0, −ν − μ = 0.

Eliminating ν = −μ and using QT = −Q we can write the dual problem as

find (μ, λ)

s.t. λ = Qμ

(μ, λ) ∈ C × C∗,

with variables μ, λ. This is identical to (8).

3 Operator Splitting Method

The convex feasibility problem (8) can be solved by many methods, ranging from

simple alternating projections to sophisticated interior-point methods. We are inter-

ested in methods that scale to very large problems, so we will use an operator splitting

method, the alternating direction method of multipliers (ADMM). There are many

operator splitting methods (some of which are equivalent to ADMM) that could be

used to solve the convex feasibility problem, such as Douglas–Rachford iteration,

split-feasibility methods, Spingarn’s method of partial inverses, Dykstra’s method,

and others. While we have not tried these other methods, we suspect that many of

them would yield comparable results to ADMM. Moreover, much of our discussion

below, on simplifying the iterations and efficiently carrying out the required steps,

would also apply to (some) other operator splitting methods.

3.1 Basic Method

ADMM is an operator splitting method that can solve convex problems of the form

minimize [ f (x) + g(z)] s.t. x = z. (9)

(ADMM can also solve problems where x and z are affinely related; see [8] and the

references therein). Here, f and g may be nonsmooth or take on infinite values to

encode implicit constraints. The basic ADMM algorithm is

xk+1 = argmin
x

(

f (x) + (ρ/2)‖x − zk − λk‖2
2

)

zk+1 = argmin
z

(

g(z) + (ρ/2)‖xk+1 − z − λk‖2
2

)

λk+1 = λk − xk+1 + zk+1,

where ρ > 0 is a step-size parameter and λ is the (scaled) dual variable associated

with the constraint x = z, and the superscript k denotes iteration number. The initial

points z0 and λ0 are arbitrary, but are usually taken to be zero. Under some very
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mild conditions [8, Sect. 3.2], ADMM converges to a solution, in the following sense:

f (xk)+g(zk) converges to the optimal value, λk converges to an optimal dual variable,

and xk − zk , the equality constraint residual, converges to zero. Additionally, for the

restricted form we consider in (9), we have the stronger guarantee that xk and zk

converge to a common value [21, Sect. 5]. We will mention later some variations on

this basic ADMM algorithm with similar convergence guarantees.

To apply ADMM, we transform the embedding (8) to ADMM form (9):

minimize
[

IC×C∗(u, v) + IQu=v(ũ, ṽ)
]

s.t. (u, v) = (ũ, ṽ), (10)

where IS denotes the indicator function [66, Sect. 4] of the set S. A direct application

of ADMM to the self-dual embedding, written as (10), yields the following algorithm:

(ũk+1, ṽk+1) = �Qu=v(u
k + λk, vk + μk)

uk+1 = �C(ũk+1 − λk)

vk+1 = �C∗(ṽk+1 − μk)

λk+1 = λk − ũk+1 + uk+1

μk+1 = μk − ṽk+1 + vk+1, (11)

where �S(x) denotes the Euclidean projection of x onto the set S. Here, λ and μ are

dual variables for the equality constraints on u and v, respectively.

3.2 Simplified Method

In this section we show that the basic ADMM algorithm (11) given above can be

simplified using properties of our specific problem.

3.2.1 Eliminating Dual Variables

If we initialize λ0 = v0 and μ0 = u0, then λk = vk and μk = uk for all subsequent

iterations. This result allows us to eliminate the dual variable sequences above. This

will also simplify the linear system in the first step and remove one of the cone

projections.

Proof The proof is by induction. The base case holds because we can initialize the

variables accordingly. Assuming that λk = vk and μk = uk , the first step of the

algorithm becomes

(ũk+1, ṽk+1) = �Q

(

uk + λk, vk + μk
)

= �Q

(

uk + vk, uk + vk
)

, (12)

where Q = {(u, v) : Qu = v}.
The orthogonal complement of Q is Q⊥ = {(v, u) : Qu = v} because Q is skew-

symmetric. It follows that if (u, v) = �Q(z, z), then (v, u) = �Q⊥(z, z) for any z,

since the two projection problems are identical save for reversed output arguments.

This implies that

(ṽk+1, ũk+1) = �Q⊥

(

uk + vk, uk + vk
)

. (13)
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Recall that z = �Q(z) + �Q⊥(z) for any z. With (12) and (13), this gives

uk + vk = ũk+1 + ṽk+1. (14)

The Moreau decomposition [64, Sect. 2.5] of x with respect to a nonempty, closed,

convex cone C is given by

x = �C(x) + �−C∗(x), (15)

and moreover, the two terms on the right-hand side are orthogonal. It can be written

equivalently as x = �C(x) − �C∗(−x). Combining this with (14) gives

uk+1 = �C(ũk+1 − vk)

= �C(uk − ṽk+1)

= uk − ṽk+1 + �C∗(ṽk+1 − uk)

= uk − ṽk+1 + vk+1

= μk+1.

A similar derivation yields λk+1 = vk+1, which completes the proof. This lets us

eliminate the sequences λk and μk . ⊓⊔

Once the value uk+1 = �C(ũk+1 − vk) has been calculated, the step that projects

onto the dual cone C∗ can be replaced with

vk+1 = vk − ũk+1 + uk+1.

This follows from the λk update, which is typically cheaper than a projection step.

Now no sequence depends on ṽk , so it too can be eliminated.

3.2.2 Projection Onto Affine Set

Each iteration, the algorithm (11) computes a projection onto Q by solving

minimize
[

(1/2)‖u − uk − vk‖2
2 + (1/2)‖v − uk − vk‖2

2

]

s.t. v = Qu,

with variables u and v. The KKT conditions for this problem are

[

I QT

Q −I

] [

u

μ

]

=
[

uk + vk

uk + vk

]

, (16)

where μ ∈ R
m+n+1 is the dual variable associated with the equality constraint Qu −

v = 0. By eliminating μ, we obtain

ũk+1 = (I + QT Q)−1(I − Q)(uk + vk).
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The matrix Q is skew-symmetric, so this simplifies to

ũk+1 = (I + Q)−1(uk + vk).

(The matrix I + Q is guaranteed to be invertible since Q is skew-symmetric).

3.2.3 Final Algorithm

Combining the simplifications of the previous sections, the final algorithm is

ũk+1 = (I + Q)−1(uk + vk)

uk+1 = �C

(

ũk+1 − vk
)

vk+1 = vk − ũk+1 + uk+1. (17)

The algorithm consists of three steps. The first step is projection onto a subspace,

which involves solving a linear system with coefficient matrix I + Q; this is discussed

in more detail in Sect. 4.1. The second step is projection onto a cone, a standard

operation discussed in detail in [64, Sect. 6.3].

The last step is computationally trivial and has a simple interpretation: As the

algorithm runs, the vectors uk and ũk converge to each other, so uk+1 − ũk+1 can be

viewed as the error at iteration k + 1. The last step shows that vk+1 is exactly the

running sum of the errors. Roughly speaking, this running sum of errors is used to

drive the error to zero, exactly as in integral control [67].

We can also interpret the second and third steps as a combined Moreau decom-

position of the point ũk+1 − vk into its projection onto C (which gives uk+1) and its

projection onto −C∗ (which gives vk+1).

The algorithm is homogeneous: If we scale the initial points by some factor γ > 0,

then all subsequent iterates are also scaled by γ and the overall algorithm will give

the same primal–dual solution or certificates for (1), since the system being solved is

also homogeneous.

A straightforward application of ADMM directly to the primal or dual problem in

(1) obtains an algorithm which requires one linear system solve involving AT A and

one projection onto the cone K, which has the same per-iteration cost as (17); see,

e.g., [13] for details.

3.3 Variations

There are many variants on the basic ADMM algorithm (17) described above, and

any of them can be employed with the homogeneous self-dual embedding. We briefly

describe two important variations that we use in our reference implementation.

Over-Relaxation In the u- and v-updates, replace all occurrences of ũk+1 with

αũk+1 + (1 − α)uk,
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where α ∈ ]0, 2[ is a relaxation parameter [21,68]. When α = 1, this reduces to the

basic algorithm given above. When α > 1, this is known as over-relaxation; when

α < 1, this is under-relaxation. Some numerical experiments suggest that values of α

around 1.5 can improve convergence [44,69].

Approximate Projection Another variation replaces the subspace projection update

with a suitable approximation [21,30,68]. We replace ũk+1 in the first line of (17)

with any ũk+1 that satisfies

‖ũk+1 − (I + Q)−1(uk + vk)‖2 ≤ ζ k, (18)

where ζ k > 0 satisfy
∑

k ζ k < ∞. This variation is particularly useful when an

iterative method is used to compute ũk+1.

Note that (18) is implied by the (more easily verified) inequality

‖(Q + I )ũk+1 − (uk + vk)‖2 ≤ ζ k . (19)

This follows from the fact that ‖(I + Q)−1‖2 ≤ 1, which holds since Q is skew-

symmetric. The left-hand side of (19) is the norm of the residual in the equations that

define ũk+1 in the basic algorithm.

3.4 Convergence

Algorithm Convergence We show that the algorithm converges, in the sense that it

eventually produces a point for which the optimality conditions almost hold. For the

basic algorithm (17) and the variant with over-relaxation and approximate projection,

for all iterations k > 0 we have

uk ∈ C, vk ∈ C∗, (uk)Tvk = 0. (20)

These follow from the last two steps of (17), and hold for any values of vk−1 and ũk .

Since uk+1 is a projection onto C, uk ∈ C follows immediately. The condition vk ∈ C∗

holds since the last step can be rewritten as vk+1 = �C∗(vk − ũk+1), as observed

above. The last condition, (uk)Tvk = 0, holds by our observation that these two points

are the (orthogonal) Moreau decomposition of the same point.

In addition to the three conditions in (20), only one more condition must hold for

(uk, vk) to be optimal: Quk = vk . This equality constraint holds asymptotically, i.e.,

we have, as k → ∞,

Quk − vk → 0. (21)

(We show this from the convergence result for ADMM below). Thus, the iterates

(uk, vk) satisfy three of the four optimality conditions (20) at every step, and the

fourth one (21) is satisfied in the limit.

To show that the equality constraint holds asymptotically we use general ADMM

convergence theory; see, e.g., [8, Sect. 3.4.3], or [21] for the case of approximate

projections. This convergence theory tells us that
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ũk → uk, ṽk → vk (22)

as k → ∞, even with over-relaxation and approximate projection. From the last step

in (17) we conclude that vk+1 − vk → 0. From (14), (22), and vk+1 − vk → 0, we

obtain uk+1 − uk → 0.

Expanding (19), we have

Qũk+1 + ũk+1 − uk − vk → 0,

and using (22) we get

Quk+1 + uk+1 − uk − vk → 0.

From uk+1 − uk → 0 and vk+1 − vk → 0 we conclude

Quk − vk → 0,

which is what we wanted to show.

Eliminating Convergence to Zero We can guarantee that the algorithm will not con-

verge to zero if a nonzero solution exists, by proper selection of the initial point

(u0, v0), at least in the case of exact projection.

Denote by (u⋆, v⋆) any nonzero solution to (8), which we assume satisfies either

u⋆
τ > 0 or v⋆

κ > 0, i.e., we can use it to derive an optimal point or a certificate for (1).

If we choose initial point (u0, v0) with u0
τ = 1 and v0

κ = 1, and all other entries zero,

then we have

(u⋆, v⋆)T(u0, v0) > 0.

Let φ denote the mapping that consists of one iteration of algorithm (17), i.e.,

(uk+1, vk+1) = φ(uk, vk). We show in the appendix that the mapping φ is nonex-

pansive, i.e., for any (u, v) and (û, v̂) we have that

‖φ(u, v) − φ(û, v̂)‖2 ≤ ‖(u, v) − (û, v̂)‖2. (23)

(Nonexpansivity holds for ADMM more generally; see, e.g., [6,21,28] for details).

Since (u⋆, v⋆) is a solution to (8), it is a fixed point of φ, i.e.,

φ(u⋆, v⋆) = (u⋆, v⋆). (24)

Since the problem is homogeneous, the point γ (u⋆, v⋆) is also a solution for any

positive γ , and is also a fixed point of φ. Combining this with (23), we have at iteration

k

‖(uk, vk) − γ (u⋆, v⋆)‖2
2 ≤ ‖(u0, v0) − γ (u⋆, v⋆)‖2

2, (25)

for any γ > 0. Expanding (25) and setting

γ = ‖(u0, v0)‖2
2/(u

⋆, v⋆)T(u0, v0),
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which is positive by our choice of (u0, v0), we obtain

2(u⋆, v⋆)T(uk, vk) ≥ (u⋆, v⋆)T(u0, v0)(1 + ‖(uk, vk)‖2
2/‖(u0, v0)‖2

2),

which implies that

(u⋆, v⋆)T(uk, vk) ≥ (u⋆, v⋆)T(u0, v0)/2,

and applying Cauchy–Schwarz yields

‖(uk, vk)‖2 ≥ (u⋆, v⋆)T(u0, v0)/2‖(u⋆, v⋆)‖2 > 0. (26)

Thus, for k = 1, 2, . . ., the iterates are bounded away from zero.

Normalization The vector given by

(ûk, v̂k) = (uk, vk)/‖(uk, vk)‖2

satisfies the conditions given in (20) for all iterations, and by combining (21) with (26)

we have that

Qûk − v̂k → 0,

in the exact projection case at least. In other words, the unit vector (ûk, v̂k) eventually

satisfies the optimality conditions for the homogeneous self-dual embedding to any

desired accuracy.

3.5 Termination Criteria

In view of the discussion of the previous section, a stopping criterion of the form

‖Quk − vk‖2 ≤ ǫ

for some tolerance ǫ, or alternatively a normalized criterion

‖Quk − vk‖2 ≤ ǫ‖(uk, vk)‖2,

will work, i.e., the algorithm eventually stops. Here, we propose a different scheme

that handles the components of u and v corresponding to primal and dual variables

separately. This yields stopping criteria that are consistent with ones traditionally used

for cone programming.

We terminate the algorithm when it finds a primal–dual optimal solution or a cer-

tificate of primal or dual infeasibility, up to some tolerances. If uk
τ > 0, then let

xk = uk
x/uk

τ , sk = vk
s /uk

τ , yk = uk
y/uk

τ
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be the candidate solution. This candidate is guaranteed to satisfy the cone constraints

and complementary slackness condition by (20). It thus suffices to check that the

residuals

pk = Axk + sk − b, dk = AT yk + c, gk = cTxk + bT yk,

are small. Explicitly, we terminate if

‖pk‖2 ≤ ǫpri(1 + ‖b‖2), ‖dk‖2 ≤ ǫdual(1 + ‖c‖2), |gk | ≤ ǫgap(1 + |cTx | + |bT y|)

and emit (xk, sk, yk) as (approximately) primal–dual optimal. Here, quantities

ǫpri, ǫdual, ǫgap are the primal residual, dual residual, and duality gap tolerances,

respectively.

On the other hand, if the current iterates satisfy

∥

∥

∥
Auk

x + vk
s

∥

∥

∥

2
≤

(

−cTuk
x/‖c‖2

)

ǫunbdd,

then uk
x/(−cTuk

x ) is an approximate certificate of unboundedness with tolerance ǫunbdd ,

or if they satisfy

∥

∥

∥
ATuk

y

∥

∥

∥

2
≤

(

−bTuk
y/‖b‖2

)

ǫinfeas,

then uk
y/(−bTuk

y) is an approximate certificate of infeasibility with tolerance ǫinfeas.

These stopping criteria are identical to those used by many other cone solvers and

similar to those used by DIMACS [70,71] and the Sedumi solver [2].

4 Efficient Subspace Projection

In this section we discuss how to efficiently compute the projection onto the subspace

Q, exactly and also approximately (for the approximate variation).

4.1 Solving the Linear System

The first step in (17) is to solve the linear system (I + Q)ũk = w for some w:

⎡

⎣

I AT c

−A I b

−cT −bT 1

⎤

⎦

⎡

⎣

ũx

ũ y

ũτ

⎤

⎦ =

⎡

⎣

wx

wy

wτ

⎤

⎦. (27)

To lighten notation, let

M =
[

I AT

−A I

]

, h =
[

c

b

]

,
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so

I + Q =
[

M h

−hT 1

]

.

It follows that

[

ũx

ũ y

]

= (M + hhT)−1

([

wx

wy

]

− wτ h

)

,

where M +hhT is the Schur complement of the lower right block 1 in I + Q. Applying

the Sherman–Morrison–Woodbury formula [72, p. 50] to (M + hhT)−1 yields

[

ũx

ũ y

]

=
(

M−1 − M−1hhT M−1

(

1 + hT M−1h
)

)

([

wx

wy

]

− wτ h

)

and

ũτ = wτ + cTũx + bTũ y .

Thus, in the first iteration, we compute and cache M−1h. To solve (27) in subsequent

iterations, it is only necessary to compute M−1(wx , wy), which will require the bulk

of the computational effort, and then to perform some simple vector operations using

cached quantities.

There are two main ways to solve linear equations of the form

[

I −AT

−A −I

] [

zx

−zy

]

=
[

wx

wy

]

, (28)

the system that needs to be solved once per iteration. The first method, a direct method

that exactly solves the system, is to solve (28) by computing a sparse permuted LDLT

factorization [73] of the matrix in (28) before the first iteration and then to use this

cached factorization to solve the system in subsequent steps. This technique, called

factorization caching, is very effective in the common case when the factorization cost

is substantially higher than the subsequent solve cost, so all iterations after the first

one can be carried out quickly. Because the matrix is quasi-definite, the factorization

is guaranteed to exist for any symmetric permutation [74].

The second method, an indirect method that we use to approximately solve the

system, involves first rewriting (28) as

zx = (I + AT A)−1(wx − ATwy), zy = wy + Azx ,

by elimination. This system is then solved with the conjugate gradient method (CG)

[72,75,76]. Each iteration of conjugate gradient requires multiplying once by A and

once by AT, each of which can be parallelized. If A is very sparse, then these multi-

plications can be performed especially quickly; when A is dense, it may be better to
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first form G = I + AT A in the setup phase. We warm-start CG by initializing each

subsequent call with the solution obtained by the previous call. We terminate the CG

iterations when the residual satisfies (19) for some appropriate sequence ζ k .

4.2 Repeated Solves

If the cone problem must be solved more than once, then computation from the first

solve can be re-used in subsequent solves by warm-starting: We set the initial point

to u0 = (x⋆, y⋆, 1), v0 = (0, s⋆, 0), where x⋆, s⋆, y⋆ are the optimal primal–dual

variables from the previous solve. If the data matrix A does not change and a direct

method is being used, then the sparse permuted LDLT factorization can also be reused

across solves for additional savings. This arises in many practical situations, such as

in control, statistics, and sequential convex programming.

5 Scaling Problem Data

Though the algorithm in (17) has no explicit parameters, the relative scaling of the

problem data can greatly affect the convergence. This suggests a preprocessing step

where we scale the data to (hopefully) improve the convergence.

In particular, consider scaling vectors b and c by positive scalars σ and ρ, respec-

tively, and scaling the primal and dual equality constraints by diagonal positive definite

matrices D and E , respectively. This yields the following scaled primal–dual problem

pair:

minimize ρ(Ec)T x̂

s.t. D AEx̂ + ŝ = σ Db

(x̂, ŝ) ∈ R
n × K,

maximize −σ(Db)T ŷ

s.t. −E AT Dŷ + r̂ = ρEc

(r̂ , ŷ) ∈ {0}n × K∗,

with variables x̂, ŷ, r̂ , and ŝ. After solving this new cone program with problem data

Â = D AE, b̂ = σ Db, and ĉ = ρEc, the solution to the original problem (1) can be

recovered from the scaled solution via

x⋆ = Ex̂⋆/σ, s⋆ = D−1ŝ⋆/σ, y⋆ = Dŷ⋆/ρ.

Transformation by the matrix D must preserve membership of the cone K, to ensure

that if s ∈ K, then D−1s ∈ K (the same is not required of E). If K = K1 × · · · × Kq ,

where Ki ⊂ R
mi , then we could use, for example,

D = diag(π1 Im1 , . . . , πq Imq ),

where each πi > 0.

We have observed that in practice, data which has been equilibrated, i.e., scaled to

have better conditioning, admits better convergence [77–80]. We have found that if

the columns of A and b all have Euclidean norm close to one and the rows of A and

c have similar norms, then the algorithm (17) typically performs well. The scaling
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parameters E, D, σ , and ρ can be chosen to (approximately) achieve this [80–82],

though the question of whether there is an optimal scaling remains open. There has

recently been much work devoted to the question of choosing an optimal, or at least

good diagonal scaling; see [83,84].

Scaled Termination Criteria When the algorithm is applied to the scaled problem, it

is still desirable to terminate the procedure when the residuals for the original problem

satisfy the stopping criteria defined in Sect. 3.5.

The original residuals can be expressed in terms of the scaled data as

pk = (1/σ)D−1( Âx̂k + ŝk − b̂),

dk = (1/ρ)E−1( ÂT ŷk + ĉ),

gk = (1/ρσ)(ĉT x̂k + b̂T ŷk),

and the convergence checks can be applied as before. The stopping criteria for

unboundedness and infeasibility then become

∥

∥

∥
D−1

(

Âûk
x + v̂k

s

)
∥

∥

∥

2
≤

(

−ĉTûk
x/‖E−1ĉ‖2

)

ǫunbdd,
∥

∥

∥
E−1

(

ÂTûk
y

)
∥

∥

∥

2
≤

(

−b̂Tûk
y/‖D−1b̂‖2

)

ǫinfeas.

6 Numerical Experiments

In this section we present numerical results for SCS, our implementation of the algo-

rithm described above. We show results on two application problems, in each case

instances that are small, medium, and large. We compare the results to SDPT3 [85]

and Sedumi [2], state-of-the-art interior-point solvers. We use this comparison for sev-

eral purposes. First, the solution computed by these solvers is high accuracy, so we can

use it to assess the quality of the solution found by SCS. Second, we can compare the

computing times. Run-time comparison is not completely fair, since an interior-point

method reliably computes a high-accuracy solution, whereas SCS is meant only to

compute a solution of modest accuracy and may take longer than an interior-point

method if high accuracy is required. Third, Sedumi targets the same homogeneous

self-dual embedding (7) as SCS, so we can compare a first-order and a second-order

method on the same embedding.

6.1 SCS

Our implementation, which we call SCS for ‘splitting conic solver,’ is written in

C and can solve cone programs involving any combination of nonnegative, second-

order, semidefinite, exponential, and power cones (and dual exponential and power

cones) [86]. It has multi-threaded and single-threaded versions, and computes the

(approximate) projections onto the subspace using either a direct method or an iterative

method. SCS is available online at https://github.com/cvxgrp/scs.
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along with the code to run the numerical examples. SCS can be used in other C, C++,

Python, MATLAB, R, Julia, Java, and Scala programs and is a supported solver in

parser-solvers CVX [87], CVXPY [88], Convex.jl [89], and YALMIP [90]. It is now

the default solver for CVXPY and Convex.jl for problems that cannot be expressed

using the standard symmetric cones.

The direct implementation uses a single-threaded sparse permuted LDLT decompo-

sition from the SuiteSparse package [73,91,92]. The sparse indirect implementation,

which uses conjugate gradient, can perform the matrix multiplications on the CPU or

on the GPU. The CPU version uses a basic sparse multiplication routine parallelized

using OpenMP [93]. By default, the GPU version uses the sparse CUDA BLAS library

[94]. By default, the indirect solver uses ζ k = (1/k)1.5 as the termination tolerance at

iteration k, where the tolerance is defined in (19).

SCS handles the usual nonnegative, second-order, and semidefinite cones, as well

as the exponential cone and its dual [64, Sect. 6.3.4],

Kexp = {(x, y, z) : y > 0, yex/y ≤ z} ∪ {(x, y, z) : x ≤ 0, y = 0, z ≥ 0},
K ∗

exp = {(u, v, w) : u < 0, − uev/u ≤ ew} ∪ {(0, v, w) : v ≥ 0, w ≥ 0},

and the power cone and its dual [95–97], defined as

K a
pwr = {(x, y, z) : xa y(1−a) ≥ |z|, x ≥ 0, y ≥ 0},

(

K a
pwr

)∗
= {(u, v, w) : (u/a)a(v/(1 − a))(1−a) ≥ |w|, u ≥ 0, v ≥ 0},

for any a ∈ [0, 1]. Projections onto the semidefinite cone are performed using the

LAPACK dsyevr method for computing the eigendecomposition; projections onto

the other cones are implemented in C. The multi-threaded version computes the pro-

jections onto the cones in parallel.

In the experiments reported below, we use the termination criteria described in

Sects. 3.5 and 5, with the default values

ǫpri = ǫdual = ǫgap = ǫunbdd = ǫinfeas = 10−3.

The objective value reported for SCS in the experiments below is the average of the

primal and dual objectives at termination. The time required to do any preprocessing

(such as the matrix factorization) and to carry out and undo the scaling are included

in the total solve times.

All the experiments were carried out on a system with 32 2.2 GHz cores and 512 GB

of RAM, running Linux. (The single-threaded versions, of course, do not make use

of the multiple cores). The GPU used was a Geforce GTX Titan X with 12 GB of

memory.
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6.2 Lasso

Consider the following optimization problem:

minimize (1/2)‖Fz − g‖2
2 + μ‖z‖1, (29)

over z ∈ R
p, where F ∈ R

q×p, g ∈ R
q and μ ∈ R+ are data. This problem, known

as the lasso [98], is widely studied in high-dimensional statistics, machine learning,

and compressed sensing. Roughly speaking, (29) seeks a sparse vector z such that

Fz ≈ g, and the parameter μ trades off between quality of fit and sparsity. It has been

observed that first-order methods can perform very well on lasso-type problems when

the solution is sparse [99,100].

The lasso problem can be formulated as the SOCP [101]

minimize (1/2)w + μ1Tt

s.t. −t ≤ z ≤ t,

∥

∥

∥

∥

1 − w

2(Fz − g)

∥

∥

∥

∥

2

≤ 1 + w

with variables z ∈ R
p, t ∈ R

p and w ∈ R. This formulation is easily transformed in

turn into the standard form (1).

Problem Instances We generated data for the numerical instances as follows. First,

the entries of F were sampled independently from a standard normal distribution.

We randomly generated a sparse vector ẑ with p entries, only p/10 of which were

nonzero. We then set g = Fẑ +w, where the entries in w were sampled independently

and identically from N (0, 0.1). We chose μ = 0.1μmax for all instances, where

μmax = ‖FTg‖∞ is the smallest value of μ for which the solution to (29) is zero.

Results The results are summarized in Table 1. For the small, medium, and large

instances, the fastest implementation of SCS, indirect on the GPU, provides a speedup

of roughly 30×, 190×, and 1000×, respectively over SDPT3 and Sedumi. In the

largest case, SCS takes <4 min compared to nearly 3 days for SDPT3 and Sedumi.

In other words, not only is the degree of speedup dramatic in each case, but it also

continues to increase as the problem size gets larger; this is consistent with our goal

of solving problems outside the ability of traditional interior-point methods.

SCS is meant to provide solutions of modest, not high, accuracy. However, we see

that the solutions returned attain an objective value within 0.01 % of the optimal value

attained by SDPT3 and Sedumi, a negligible difference in applications.

If we compare the direct and indirect CPU implementations of SCS, we see that for

small problems the direct version of SCS is faster, but for larger problems the multi-

threaded indirect method dominates. The sparsity pattern in this problem lends itself

to an efficient multi-threaded matrix multiply since the columns in the data matrix A

have a similar number of nonzeros. This speedup is even more pronounced when the

matrix multiplications are performed on the GPU.
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Table 1 Results for the lasso example

Small Medium Large

Variables p 10,000 30,000 1,00,000

Measurements q 2000 6000 20,000

Standard form variables n 2001 6001 20,001

Standard form constraints m 22,002 66,002 220,002

Nonzeros in A 3.8 × 106 3.4 × 107 3.9 × 108

SDPT3

Total solve time (s) 196.5 4.2 × 103 2.3 × 105

Objective 682.2 2088.0 6802.6

Sedumi

Total solve time (s) 138.0 5.6 × 103 2.5 × 105

Objective 682.2 2088.0 6802.6

SCS direct

Total solve time (s) 21.9 3.6 × 102 6.6 × 103

Factorization time (s) 5.5 1.1 × 102 4.2 × 103

Iterations 400 540 500

Objective 682.2 2088.1 6803.5

SCS indirect

Total solve time (s) 31.6 1.2 × 102 7.5 × 102

Average CG iterations 5.9 5.9 5.9

Iterations 400 540 500

Objective 682.2 2088.1 6803.6

SCS indirect GPU

Total solve time (s) 4.6 22.0 2.1 × 102

6.3 Portfolio Optimization

Consider a simple long-only portfolio optimization problem [52,102], [65, Sect. 4.4.1],

in which we choose the relative weights of assets to maximize the expected risk-

adjusted return of a portfolio:

maximize
[

μTz − γ (zT�z)
]

s.t. 1Tz = 1, z ≥ 0,

where the variable z ∈ R
p represents the portfolio of p assets, μ ∈ R

p is the vector

of expected returns, γ > 0 is the risk aversion parameter, and � ∈ R
p×p is the asset

return covariance matrix, also known as the risk model. The risk model is expressed

in factor model form

� = FFT + D,
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where F ∈ R
p×q is the factor loading matrix and D ∈ R

p×p is a diagonal matrix

representing ‘idiosyncratic’ or asset-specific risk. The number of risk factors q is

typically much less than the number of assets p. (The factor model form is widely

used in practice).

This problem can be converted in the standard way into an SOCP:

maximize μTz − γ (t + s)

s.t. 1Tz = 1, z ≥ 0, ‖D1/2z‖2 ≤ u, ‖FTz‖2 ≤ v

‖(1 − t, 2u)‖2 ≤ 1 + t, ‖(1 − s, 2v)‖2 ≤ 1 + s,

(30)

with variables z ∈ R
p, t ∈ R, s ∈ R, u ∈ R, and v ∈ R. This can be transformed into

standard form (1) in turn.

Problem Instances The vector of log-returns, log(μ), was sampled from a standard

normal distribution, yielding lognormally distributed returns. The entries in F were

sampled independently from N (0, 0.1), and the diagonal entries of D were sampled

independently from a uniform distribution on [0, 0.1]. For all problems, we chose

γ = 1.

Results The results are summarized in Table 2. In all cases the objective value attained

by SCS was within 0.5 % of the optimal value. The worst budget constraint violation

of the solution returned by SCS in any instance was only 0.002 and the worst nonneg-

ativity constraint violation was only 5 × 10−7. SCS direct is more than seven times

faster than SDPT3 on the largest instance, and much faster than Sedumi, which did

not manage to solve the largest instance after a week of computation.

Unlike the previous example, the direct solver is faster than the indirect solver on

the CPU for all instances. This is due to imbalance in the number of nonzeros per

column which, for the simple multi-threaded matrix multiply we’re using, leads to

some threads handling much more data than others, and so the speedup provided by

parallelization is modest. The indirect method on the GPU is fastest for the medium

sized example. For the small example the cost of transferring the data to the GPU

outweighs the benefits of performing the computation on the GPU, and the large

example could not fit into the GPU memory.

7 Conclusions

We presented an algorithm that can return primal and dual optimal points for convex

cone programs when possible, and certificates of primal or dual infeasibility otherwise.

The technique involves applying an operator splitting method, the alternating direc-

tion method of multipliers, to the homogeneous self-dual embedding of the original

optimization problem. This embedding is a feasibility problem that involves finding

a point in the intersection of an affine set and a convex cone, and each iteration of

our method solves a system of linear equations and projects a point onto the cone.

We showed how these individual steps can be implemented efficiently and are often

amenable to parallelization. We discuss methods for automatic problem scaling, a

critical step in making the method robust.
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Table 2 Results for the portfolio optimization example

Small Medium Large

Assets p 1,00,000 5,00,000 25,00,000

Factors q 100 500 2500

Standard form variables n 100,103 500,503 2,502,503

Standard form constraints m 200,104 1,000,504 5,002,504

Nonzeros in A 1.3 × 106 2.5 × 107 5.1 × 108

SDPT3

Total solve time (s) 70.7 1.6 × 103 6.3 × 104

Objective 0.0388 0.0364 0.0369

Sedumi

Total solve time (s) 100.6 7.9 × 103 >6.1 × 105

Objective 0.0388 0.0364 ?

SCS direct

Total solve time (s) 13.0 190 9.6 × 103

Factorization time (s) 0.6 19.2 913

Iterations 500 440 980

Objective 0.388 0.0365 0.0367

SCS indirect

Total solve time (s) 27.6 313 2.5 × 104

Average CG iterations 3.0 3.0 3.0

Iterations 500 440 980

Objective 0.0388 0.0365 0.0367

SCS indirect GPU

Total solve time (s) 27.8 184 OOM

We provide a reference implementation of our algorithm in C, which we call SCS.

We show that this solver can solve large instances of cone problems to modest accuracy

quickly and is particularly well suited to solving large cone problems outside of the

reach of standard interior-point methods.
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Appendix: Nonexpansivity

In this appendix we show that the mapping consisting of one iteration of the algorithm

(17) is nonexpansive, i.e., if we denote the mapping by φ, then we shall show that
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‖φ(u, v) − φ(û, v̂)‖2 ≤ ‖(u, v) − (û, v̂)‖2,

for any (u, v) and (û, v̂).

From (17) we can write the mapping as the composition of two operators, φ = P◦L ,

where

P(x) = (�C(x),−�−C∗(x)),

and

L(u, v) = (I + Q)−1(u + v) − v.

To show that φ is nonexpansive, we only need to show that both P and L are nonex-

pansive.

To show that P is nonexpansive, we proceed as follows

‖x − x̂‖2
2 = ‖�C(x) + �−C∗(x) − �C(x̂) − �−C∗(x̂)‖2

2

= ‖�C(x) − �C(x̂)‖2
2 + ‖�−C∗(x) − �−C∗(x̂)‖2

2

− 2�C(x̂)T�−C∗(x) − 2�C(x)T�−C∗(x̂)

≥ ‖�C(x) − �C(x̂)‖2
2 + ‖�−C∗(x) − �−C∗(x̂)‖2

2

= ‖(�C(x) − �C(x̂)),−(�−C∗(x) − �−C∗(x̂))‖2
2

= ‖P(x) − P(x̂)‖2
2,

where the first equality is from the Moreau decompositions of x and x̂ with respect

to the cone C, the second follows by expanding the norm squared and the fact that

�C(x) ⊥ �−C∗(x) for any x , and the inequality follows from �C(x̂)T�−C∗(x) ≤ 0

by the definition of dual cones.

Similarly for L we have

‖L(u, v) − L(û, v̂)‖2 =
∥

∥

∥
(I + Q)−1(u − û + v − v̂) − v + v̂

∥

∥

∥

2

=
∥

∥

[

(I + Q)−1 −(I − (I + Q)−1)
]

(u − û, v − v̂)
∥

∥

2

≤ ‖(u − û, v − v̂)‖2 = ‖(u, v) − (û, v̂)‖2,

where the inequality can be seen from the fact that

[

(I + Q)−1 −(I − (I + Q)−1)
] [

(I + Q)−1 −(I − (I + Q)−1)
]T = I

by the skew symmetry of Q, and so
∥

∥

[

(I + Q)−1 −(I − (I + Q)−1)
]
∥

∥

2
= 1.
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