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#### Abstract

The problem of integral similarity of block-triangular matrices over the ring of integers is connected to that of finding representatives of the classes of an equivalence relation on general integer matrices. A complete list of representatives of conjugacy classes of torsion in the $4 \times 4$ general linear group over ring of integers is given. There are 45 distinct such classes and each torsion element has order of $1,2,3,4,5,6,8,10$ or 12 .
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1. Introduction. The problem that we consider in this paper is the determination of the conjugacy classes of torsion matrices in the $n \times n$ general linear group over $\mathbb{Z}$, the ring of integers.

Let $M_{n \times m}(\mathbb{Z})$ be the set of $n \times m$ matrices over $\mathbb{Z}$. For a matrix $A \in M_{n \times m}(\mathbb{Z})$, the transpose of $A$ is denoted by $A^{\mathrm{T}}$. When $n=m$ we simply denote $M_{n \times m}(\mathbb{Z})$ by $M_{n}(\mathbb{Z})$. Let $I_{n}$ be the identity matrix in $M_{n}(\mathbb{Z})$.

A unimodular matrix of size $n$ is an $n \times n$ integer matrix having determinant +1 or -1 . The general linear group of size $n$ over $\mathbb{Z}$, denoted by $G L_{n}(\mathbb{Z})$, is the set of unimodular matrices in $M_{n}(\mathbb{Z})$ together with the operation of ordinary matrix multiplication. That is,

$$
G L_{n}(\mathbb{Z})=\left\{A \in M_{n}(\mathbb{Z})| | A \mid= \pm 1\right\}
$$

where $|A|$ is the determinant of $A$. An element $T$ of $G L_{n}(\mathbb{Z})$ is a torsion element if it has finite order, i.e., if there is a positive integer $m$ such that $A^{m}=I$. A $d$-torsion element is a torsion element that has order $d$.

Two matrices $A, B$ of $M_{n}(\mathbb{Z})$ are conjugates or integrally similar, denoted by $A \sim B$, if there is a matrix $Q \in G L_{n}(\mathbb{Z})$ such that $B=Q^{-1} A Q$.

Finding finite groups or torsion of integral matrices up to conjugation has a long history, see [5].

[^0]Given a matrix $A \in M_{n}(\mathbb{Z})$, we denote the characteristic polynomial of $A$ by

$$
f_{A}(x)=|x I-A| .
$$

If $A \in G L_{n}(\mathbb{Z})$, then $f_{A}(x)$ is a monic polynomial with constant term $f(0)= \pm 1$.
Let $f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0} \in \mathbb{Z}[x]$, the polynomial ring over $\mathbb{Z}$, with $f(0)= \pm 1$. The set of all integral matrices with characteristic polynomial $f(x)$ is denoted by $M_{f}$. That is,

$$
M_{f}=\left\{A \in G L_{n}(\mathbb{Z}) \mid f_{A}(x)=f(x)\right\} .
$$

Let $\mathcal{M}_{f}$ be the set of all conjugacy classes of matrices in $M_{f}$. The size of $\mathcal{M}_{f}$ is denoted by $\left|\mathcal{M}_{f}\right|$.

The matrix $C_{f}$ given by

$$
C_{f}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & \cdots & 0 & -a_{2} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_{n-1}
\end{array}\right]
$$

is known as the companion matrix of $f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}$. It is known that $C_{f} \in M_{f}$, and thus, $\mathcal{M}_{f} \neq \emptyset$.

For any $A \in G L_{n}(\mathbb{Z})$, we use $C(A)$ to denote its centralizer in $G L_{n}(\mathbb{Z})$. If $A$ is similar to the companion matrix of a polynomial over $\mathbb{Z}$, then its centralizer is

$$
C(A)=\left\{g(A) \in G L_{n}(\mathbb{Z}) \mid g(x) \in \mathbb{Z}[x] \text { is of degree less than } n\right\}
$$

For $A \in M_{n \times m}(\mathbb{Z})$ and $B \in M_{s \times t}(\mathbb{Z})$, the direct sum of $A$ and $B$ is

$$
A \oplus B=\left[\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right] \in M_{(n+s) \times(m+t)}(\mathbb{Z})
$$

Obviously, $A \oplus B$ is a unimodular matrix if and only if both $A$ and $B$ are unimodular matrices.

A matrix $A \in G L_{n}(\mathbb{Z})$ is decomposable if it is conjugate to a direct sum of two matrices which have smaller sizes; otherwise, $A$ is said to be indecomposable.

The characteristic polynomial of a decomposable matrix is reducible over $\mathbb{Z}$, but the converse is not true.

In this paper, we mainly consider the integral similarity problem for upper blocktriangular matrices of the form

$$
\left[\begin{array}{cc}
A & X  \tag{1.1}\\
0 & B
\end{array}\right]
$$

where $A, B$ are unimodular matrices with coprime minimal polynomials. Our results are based on the following lemmas. We state them without proof.

Lemma 1.1. Each $A$ in $M_{n}(\mathbb{Z})$ is integrally similar to a block-triangular matrix

$$
\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 r} \\
0 & A_{22} & \cdots & A_{2 r} \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & A_{r r}
\end{array}\right]
$$

where the characteristic polynomial of $A_{i i}$ is irreducible, $1 \leq i \leq r$. The blocktriangularization can be attained with the diagonal blocks in any prescribed order.

See [6, 9] for a proof.
Lemma 1.2. Let $A \in G L_{n}(\mathbb{Z})$ have irreducible minimal polynomial $p(x)$ with $\left|\mathcal{M}_{p}\right|=1$. Then $A$ is integrally similar to

$$
C_{p} \oplus C_{p} \oplus \cdots \oplus C_{p}
$$

where $C_{p}$ is the companion matrix of $p(x)$. That is $\left|\mathcal{M}_{p^{k}}\right|=1$.

See also [6].
Consider two monic polynomials

$$
f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0} \quad \text { and } \quad g(x)=x^{m}+b_{m-1} x^{m-1}+\cdots+b_{0}
$$

in $\mathbb{Z}[x]$. Recall that the resultant of $f(x)$ and $g(x)$ is the determinant

It is known that $f(x)$ and $g(x)$ are coprime if and only if $R(f, g) \neq 0$.
The following theorem, which is a corollary of Lemma 3.1, gives a sufficient condition for decomposability.

Theorem 1.3. Let $A \in M_{n}(\mathbb{Z})$ with its characteristic polynomial a product of two coprime polynomials whose resultant is $\pm 1$. Then $A$ is decomposable.

To explain our results, we need to develop some notation. For any $A \in G L_{n}(\mathbb{Z})$, we use $A^{+}, A^{-}$to denote the block matrices $\left[\begin{array}{cc}A & e \\ 0 & 1\end{array}\right],\left[\begin{array}{cc}A & e \\ 0 & -1\end{array}\right]$ respectively, where $e=(1,0, \ldots, 0)^{\mathrm{T}} \in M_{n \times 1}(\mathbb{Z})$. Clearly, $A^{+}, A^{-} \in G L_{n+1}(\mathbb{Z})$. Also, we let $C_{n}$ denote the companion matrix of $\Phi_{n}(x)$, the $n$th cyclotomic polynomial of degree $\varphi(n)$, where $\varphi$ is the Euler's totient function.

Our results are given in following theorems. We will prove them in Section 3
Theorem 1.4. Let $n>1$ and $A=C_{n} \oplus C_{n} \oplus \cdots \oplus C_{n}$, the direct sum of $s$-copies of $C_{n}$. Let

$$
M=\left[\begin{array}{cc}
A & X \\
0 & I_{m}
\end{array}\right], \quad \text { where } \quad X \in M_{s \varphi(n) \times m}(\mathbb{Z}) \text {. }
$$

1. If $n=p^{k}$, where $p$ is a prime number and $k \geq 1$, then

$$
\begin{equation*}
M \sim \underbrace{C_{n}^{+} \oplus \cdots \oplus C_{n}^{+}}_{t} \oplus \underbrace{C_{n} \oplus \cdots \oplus C_{n}}_{s-t} \oplus I_{m-t} \tag{1.2}
\end{equation*}
$$

where the number $t$ of $C_{n}^{+}$satisfies $0 \leq t \leq \min (s, m)$ and is uniquely determined by $M$.
2. If $n$ is not a power of a prime, then $M \sim A \oplus I_{m}$.

The special case $n=2$ was established by Hua and Reiner, 4. Similarly, we have the following.

TheOrem 1.5. Let $n>2$ and $A=C_{n} \oplus C_{n} \oplus \cdots \oplus C_{n}$, the direct sum of s-copies of $C_{n}$. Let

$$
M=\left[\begin{array}{cc}
A & X \\
0 & -I_{m}
\end{array}\right], \quad \text { where } \quad X \in M_{s \varphi(n) \times m}(\mathbb{Z}) \text {. }
$$

1. If $n=2 p^{k}$, where $p$ is a prime and $k \geq 1$, then

$$
M \sim \underbrace{C_{n}^{-} \oplus \cdots \oplus C_{n}^{-}}_{t} \oplus \underbrace{C_{n} \oplus \cdots \oplus C_{n}}_{s-t} \oplus\left(-I_{m-t}\right)
$$

where the number $t$ of $C_{n}^{-}$satisfies $0 \leq t \leq \min (s, m)$ and is uniquely determined by $M$.
2. If $n \neq 2 p^{k}$, then $M \sim A \oplus\left(-I_{m}\right)$.

A complete conjugacy list of torsion in $G L_{2}(\mathbb{Z})$ is already known.
Lemma 1.6. All torsion in $G L_{2}(\mathbb{Z})$ up to conjugation are given in the following table together with the centralizers and minimal polynomials of the conjugacy class representatives

| order | $A$ | $C(A)$ | $m_{A}(x)$ |
| :---: | :---: | :---: | :---: |
| 1 | $I$ | $G L_{2}(\mathbb{Z})$ | $\Phi_{1}(x)=(x-1)$ |
|  | $-I$ | $G L_{2}(\mathbb{Z})$ | $\Phi_{2}(x)=(x+1)$ |
| 2 | $K$ | $\pm I, \pm K$ | $(x-1)(x+1)$ |
|  | $U$ | $\pm I, \pm U$ | $(x-1)(x+1)$ |
| 3 | $W$ | $\pm I, \pm W, \pm(I+W)$ | $\Phi_{3}(x)=x^{2}+x+1$ |
| 4 | $J$ | $\pm I, \pm J$ | $\Phi_{4}(x)=x^{2}+1$ |
| 6 | $-W$ | $\pm I, \pm W, \pm(I+W)$ | $\Phi_{6}(x)=x^{2}-x+1$ |

where $I=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right], K=\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right], \quad U=\left[\begin{array}{cc}1 & 1 \\ 0 & -1\end{array}\right], W=C_{3}=\left[\begin{array}{ll}0 & -1 \\ 1 & -1\end{array}\right], \quad J=C_{4}=$ $\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$.

For a proof, see 8 .
Although the maximal finite subgroups of $G L_{4}(\mathbb{Z})$ up to conjugation have been determined by Dade $\mathbb{1}$, a complete set of non-conjugate classes of torsion in $G L_{4}(\mathbb{Z})$ is of value. We have solved the closely related problem of classifying the conjugacy classes of elements of finite order in the $4 \times 4$ symplectic group over $\mathbb{Z}$, see 12 .

If $A$ is a $d$-torsion element in $G L_{4}(\mathbb{Z})$, then its minimal polynomial $m_{A}(x)$ is a factor of $x^{d}-1$, i.e., $m_{A}(x)$ is a product of cyclotomic polynomials. It is easy to check that any torsion element $A$ in $G L_{4}(\mathbb{Z})$ has order $1,2,3,4,5,6,8,10$ or 12 . Note that $\varphi(5)=\varphi(8)=\varphi(10)=\varphi(12)=4$ and then $\Phi_{n}(x)$ is a quartic polynomial for $n=5,8,10$ or 12. According to Latimer, MacDuffee and Taussky [11], if the characteristic polynomial of $A$ is $\Phi_{5}(x), \Phi_{8}(x), \Phi_{10}(x)$ or $\Phi_{12}(x)$, then $A$ is conjugate to $C_{5}, C_{8}, C_{10}$ or $C_{12}$ respectively since $\mathbb{Q}\left(\zeta_{m}\right)$, where $\zeta_{m}$ is a primitive $m$ th root of unity, has class number one for all positive integers $m$ less than 12 . We reduce the problem to the case that the characteristic polynomial of $A$ is reducible. The cases where $m_{A}(x)$ is an irreducible quadratic polynomial, that is $m_{A}(x)=\Phi_{n}(x), n=3,4$
or 6 , can be solved by Lemma 1.2 and Lemma 1.6 Furthermore, the case where $A^{2}=I$ was solved in complete generality by Hua and Reiner [4]. We only need to consider the cases where $m_{A}(x)$ is one of the following: $\left(x^{2}+1\right)(x-1),\left(x^{2}+1\right)(x+1)$, $\left(x^{2} \pm x+1\right)(x-1),\left(x^{2} \pm x+1\right)(x+1),\left(x^{2} \pm x+1\right)\left(x^{2}+1\right),\left(x^{2}+x+1\right)\left(x^{2}-x+1\right)$, $\left(x^{2}-1\right)\left(x^{2}+1\right)$ and $\left(x^{2}-1\right)\left(x^{2} \pm x+1\right)$. As a consequence, by Lemma 1.1, $A$ is integrally similar to a block upper triangular matrix with different diagonal $2 \times 2$ blocks chosen from Lemma 1.6, By applying Theorem 1.4 or Theorem [1.5 we can solve the problem for the first four cases where one and only one of $\pm 1$ is an eigenvalue. The case where $m_{A}(x)=\left(x^{2} \pm x+1\right)\left(x^{2}+1\right)$ can be solved by Theorem 1.3] For the remaining three cases, we have the following result.

Theorem 1.7. All elements in $G L_{4}(\mathbb{Z})$ with some given reducible characteristic polynomials $f(x)$ up to conjugation are listed below:

1. When $f(x)=\left(x^{2}-1\right)\left(x^{2}+\lambda x+1\right)$, where $\lambda= \pm 1$,

$$
\mathcal{M}_{f}=\left\{\lambda\left[\begin{array}{cc}
K & 0 \\
0 & W
\end{array}\right], \lambda\left[\begin{array}{cc}
K & E \\
0 & W
\end{array}\right], \lambda\left[\begin{array}{cc}
U & 0 \\
0 & W
\end{array}\right], \lambda\left[\begin{array}{cc}
U & E \\
0 & W
\end{array}\right]\right\}
$$

2. When $f(x)=\left(x^{2}-1\right)\left(x^{2}+1\right)$,

$$
\mathcal{M}_{f}=\left\{\left[\begin{array}{cc}
K & 0 \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
K & E \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
K & I \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
K & I-E \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
U & 0 \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
U & E \\
0 & J
\end{array}\right],\left[\begin{array}{cc}
U & I \\
0 & J
\end{array}\right]\right\}
$$

3. When $f(x)=\left(x^{2}+x+1\right)\left(x^{2}-x+1\right)$,

$$
\mathcal{M}_{f}=\left\{\left[\begin{array}{cc}
W & 0 \\
0 & -W
\end{array}\right],\left[\begin{array}{cc}
W & E \\
0 & -W
\end{array}\right]\right\},
$$

where $E=\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$.

To prove our results we need to develop some new tools. The idea we use in this paper comes from Roth's Theorem 10. For a general form of Roth's Theorem, see [2] or [3]. We shall generalize Roth's Theorem to the integral similarity problem for upper block-triangular matrices of the form (1.1) with the diagonal blocks have coprime characteristic polynomials. In Section 2 we shall study $(A, B)$-equivalence in $M_{n \times m}(\mathbb{Z})$. Then we transform our similarity problem to the problem finding $(A, B)$ equivalent classes and prove our results in Section3. We use the program Mathematica to calculate some of results in this paper.
2. $(A, B)$-equivalence. Let $A \in G L_{n}(\mathbb{Z}), B \in G L_{m}(\mathbb{Z})$ and suppose that their respective characteristic polynomials $f(x)$ and $g(x)$ are coprime. We define a linear
transformation $\psi$ on $M_{n \times m}(\mathbb{Z})$ by

$$
\psi: M_{n \times m}(\mathbb{Z}) \rightarrow M_{n \times m}(\mathbb{Z}), \quad T \mapsto A T-T B .
$$

Since $f(x), g(x)$ are coprime, $\psi$ is injective. Let $\langle A, B\rangle$ be the image of $\psi$, that is

$$
\langle A, B\rangle=\left\{A T-T B \mid T \in M_{n \times m}(\mathbb{Z})\right\} .
$$

By choosing a suitable basis, the matrix of $\psi$ is $A \otimes I_{m}-I_{n} \otimes B^{\mathrm{T}}$, where $\otimes$ is the Kronecker product of matrices. Then the determinant of $\psi$ is equal to $R(f, g)$, the resultant of $f(x)$ and $g(x)$. Let $r=|R(f, g)|$, the absolute value of $R(f, g)$. The quotient module $M_{n \times m}(\mathbb{Z}) /\langle A, B\rangle$, called the cokernel of $\psi$ and denoted by coker $\psi$, is of order $r$. Let $X \in M_{n \times m}(\mathbb{Z})$. Then an equivalent condition for $X \in\langle A, B\rangle$ is that the Sylvester equation

$$
\begin{equation*}
A T-T B=X \tag{2.1}
\end{equation*}
$$

has a unique integral solution for matrix $T$. Clearly, if $X \equiv 0(\bmod r)$, then $X \in$ $\langle A, B\rangle$.

Lemma 2.1. Let $C_{f}$ be the companion matrix of $f(x)$ of degree $n$ and $\alpha \in$ $M_{n \times 1}(\mathbb{Z})$ be an integral column vector. Then $\alpha \in\left\langle C_{f}, I_{1}\right\rangle$ if and only if the integer number $f(1)$ divides $\ell(\alpha)$, the sum of components of $\alpha$.

Proof. Let $f(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}$ and $\alpha=\left(c_{1}, c_{2}, \ldots, c_{n}\right)^{\mathrm{T}}$. In this case,

$$
\left\langle C_{f}, I_{1}\right\rangle=\left\{\left(C_{f}-I\right) X \mid X=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\mathrm{T}} \in M_{n \times 1}(\mathbb{Z})\right\} .
$$

So, $\alpha \in\left\langle C_{f}, I_{1}\right\rangle$ if and only if the system of linear equations

$$
\left\{\begin{array}{rr}
-x_{1} & -a_{0} x_{n}=c_{1} \\
x_{1}-x_{2} & -a_{1} x_{n}=c_{2} \\
x_{2}-x_{3} & -a_{2} x_{n}=c_{3} \\
& \vdots \\
& x_{n-1}-\left(1+a_{n-1}\right) x_{n}
\end{array}=c_{n} .\right.
$$

has an integral solution. This system is equivalent to the following system,

$$
\left\{\begin{array}{rl}
-a_{0} x_{n} & =c_{1} \\
-x_{1} & -\left(a_{0}+a_{1}\right) x_{n}
\end{array}=c_{1}+c_{2} .\right.
$$

which has an integer solution for $x_{1}, x_{2}, \ldots, x_{n}$ if and only if

$$
f(1)=\left(1+a_{0}+a_{1}+\cdots+a_{n-1}+a_{n}\right) \mid\left(c_{1}+c_{2}+\cdots+c_{n-1}+c_{n}\right)=\ell(\alpha)
$$

Thus, $\alpha \in\left\langle C_{f}, I_{1}\right\rangle$ if and only if $f(1)$ divides $\ell(\alpha)$. प
Similarly, $\alpha \in\left\langle C_{f},-I_{1}\right\rangle$ if and only if $f(-1)$ divides $c_{1}-c_{2}+\cdots+(-1)^{n-1} c_{n}$, the alternating sum of components of $\alpha$.

We now define an equivalence relation on $M_{n \times m}(\mathbb{Z})$.

Definition 2.2. Let $X, Y \in M_{n \times m}(\mathbb{Z})$ be any two matrices. $X$ and $Y$ are said to be $(A, B)$-equivalent, denoted by $X \cong Y(\bmod A, B)$ or $X \cong Y$ for short, if there exist $P \in C(A)$ and $Q \in C(B)$ such that $X Q-P Y \in\langle A, B\rangle$. The set of $(A, B)$-equivalent classes is denoted by $\mathcal{S}(A, B)$.

It is obvious that if $X-Y \in\langle A, B\rangle$, then $X \cong Y(\bmod A, B)$. But the converse is not necessarily true.

Lemma 2.3. Let $X, Y \in M_{n \times m}(\mathbb{Z})$. Then

1. $X \cong Y(\bmod A, B)$ if and only if $X-P Y Q^{-1} \in\langle A, B\rangle$ for some $P \in C(A)$, $Q \in C(B)$;
2. $X \cong P X Q(\bmod A, B)$, where $P \in C(A)$ and $Q \in C(B)$. In particular, $X \cong-X ;$
3. If $X \equiv Y(\bmod r)$, then $X \cong Y(\bmod A, B)$, where $r=|R(f, g)|$.

Proof. By definition, $X \cong Y$ if and only if there exist $P \in C(A)$ and $Q \in C(B)$ such that

$$
\begin{equation*}
X Q-P Y=A T-T B \tag{2.2}
\end{equation*}
$$

for some $T \in M_{n \times m}(\mathbb{Z})$. Since $Q$ commutes $B$, so does $Q^{-1}$, and then (2.2) is equivalent to

$$
X-P Y Q^{-1}=A\left(T Q^{-1}\right)-\left(T Q^{-1}\right) B
$$

Therefore, Part 1 is true.
Part 2 is obtained by $P X Q-(P X Q)=0$, and $\left(-I_{n}\right) \in C(A)$.
Part 3 is true since $X-Y \in\langle A, B\rangle$, whenever $X \equiv Y(\bmod r)$.
Suppose that the cokernel of $\psi$ has a set of representative

$$
\operatorname{coker} \psi=\left\{\bar{S}_{1}, \bar{S}_{2}, \ldots, \bar{S}_{r} \mid S_{i} \in M_{n \times m}(\mathbb{Z})\right\}
$$

where $\bar{S}_{i}=S_{i}+\langle A, B\rangle, i=1, \ldots, r$, are all cosets of $\langle A, B\rangle$ in $M_{n \times m}(\mathbb{Z})$. We define a group action of $C(A) \times C(B)$ on coker $\psi$ given by

$$
P \bar{S}_{i} Q=\overline{P S_{i} Q}
$$

for any $(P, Q) \in C(A) \times C(B)$. The action is well defined since $P\langle A, B\rangle=\langle A, B\rangle=$ $\langle A, B\rangle Q$. The set of orbits is denoted by coker $\psi / C(A) \times C(B)$.

Lemma 2.4. Let $X, Y \in M_{n \times m}(\mathbb{Z})$. Then a necessary and sufficient condition for $X \cong Y$ is that $\bar{X}$ and $\bar{Y}$ are in the same orbit of the action. That is

$$
\mathcal{S}(A, B)=\operatorname{coker} \psi / C(A) \times C(B) .
$$

Proof. Note that $X \cong Y$ if and only if $X-P Y Q \in\langle A, B\rangle$ for some $(P, Q) \in$ $C(A) \times C(B)$, which is equivalent to $\bar{X}=P \bar{Y} Q$. Therefore, $X \cong Y$ if and only if $\bar{X}$ and $\bar{Y}$ are in the same orbit.

From Lemma 2.4, when $r=1,|\mathcal{S}(A, B)|$, the class number of $(A, B)$-equivalence, is equal to 1 . If $r>1$, then $1<|\mathcal{S}(A, B)| \leq r$, because $\langle A, B\rangle$ is a fixed point for all elements in $C(A) \times C(B)$. In particular, if $r=2,|\mathcal{S}(A, B)|=2$.

Let $M=A \oplus A \oplus \cdots \oplus A$ be the direct sum of $s$-copies of $A$, and $N=B \oplus B \oplus \cdots \oplus B$ be the direct sum of $t$-copies of $B$. Let

$$
X=\left[\begin{array}{cccc}
X_{11} & X_{12} & \cdots & X_{1 t} \\
X_{21} & X_{22} & \cdots & X_{2 t} \\
\vdots & \vdots & & \vdots \\
X_{s 1} & X_{s 2} & \cdots & X_{s t}
\end{array}\right] \in M_{s n \times t m}(\mathbb{Z})
$$

where $X_{i j} \in M_{n \times m}$. Then we have the following.
Lemma 2.5. $\quad X \in\langle M, N\rangle$ if and only if $X_{i j} \in\langle A, B\rangle$, for $i=1, \ldots, s ; j=$ $1, \ldots, t$.

It is also easy to prove that the following block row/column elementary operations on $X$ preserve the equivalence:

1. Row/column switching
$R_{i} \leftrightarrow R_{j}$ : switch the $i$-th row blocks and the $j$-th row blocks;
$C_{i} \leftrightarrow C_{j}$ : switch the $i$-th column blocks and the $j$-th column blocks.
2. Row/column multiplication
$R_{i} \rightarrow P R_{i}$ : left-multiply the $i$-th row blocks by $P$, where $P \in C(A)$;
$C_{i} \rightarrow C_{i} Q$ : right-multiply the $i$-th column blocks by $Q$, where $Q \in C(B)$.
3. Row/column addition
$R_{i} \rightarrow R_{i}+P R_{j}$ : add the $j$-th row blocks left-multiplied by $P$ to the $i$-th row;
$C_{i} \rightarrow C_{i}+C_{j} Q$ : add the $j$-th column blocks right-multiplied by $Q$ to the $i$-th column, where $P \in M_{n}(\mathbb{Z})$ commutes $A$, and $Q \in M_{m}(\mathbb{Z})$ commutes $B$.
4. Proofs. Before the proof, we need to give a connection of $(A, B)$-equivalence with integral similarity of matrices of the form (1.1).

Lemma 3.1. Let $A \in M_{n}(\mathbb{Z}), B \in M_{m}(\mathbb{Z})$ and suppose that they have coprime characteristic polynomials. Then $\left[\begin{array}{cc}A & X \\ 0 & B\end{array}\right] \sim\left[\begin{array}{cc}A & Y \\ 0 & B\end{array}\right]$ if and only if $X \cong Y$ $(\bmod A, B)$.

Proof. First suppose that $\left[\begin{array}{ll}A & X \\ 0 & B\end{array}\right] \sim\left[\begin{array}{cc}A & Y \\ 0 & B\end{array}\right]$. There is $Q=\left[\begin{array}{ll}Q_{11} & Q_{12} \\ Q_{21} & Q_{22}\end{array}\right] \in$ $G L_{n+m}(\mathbb{Z})$ such that

$$
\left[\begin{array}{cc}
A & X \\
0 & B
\end{array}\right]\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{cc}
A & Y \\
0 & B
\end{array}\right] .
$$

We get that

$$
\begin{align*}
A Q_{11}+X Q_{21} & =Q_{11} A  \tag{3.1}\\
A Q_{12}+X Q_{22} & =Q_{11} Y+Q_{12} B  \tag{3.2}\\
B Q_{21} & =Q_{21} A  \tag{3.3}\\
B Q_{22} & =Q_{21} Y+Q_{22} B \tag{3.4}
\end{align*}
$$

By hypothesis, (3.3) implies $Q_{21}=0$. Then $Q=\left[\begin{array}{cc}Q_{11} & Q_{12} \\ 0 & Q_{22}\end{array}\right]$, and (3.1), (3.4) say that $Q_{11} \in C(A)$ and $Q_{22} \in C(B)$. Thus, (3.2) means $X \cong Y$.

Conversely, if $X \cong Y$ by some $(P, Q) \in C(A) \times C(B)$ and $T \in M_{n \times m}(\mathbb{Z})$, then $\left[\begin{array}{cc}A & X \\ 0 & B\end{array}\right] \sim\left[\begin{array}{cc}A & Y \\ 0 & B\end{array}\right]$ via the similarity $\left[\begin{array}{cc}P & -T \\ 0 & Q\end{array}\right] . \square$

According to Lemma 3.1, integral similarity problem for block-triangular matrices of the form (1.1) can be transformed to the problem of finding $(A, B)$-equivalent classes.

Now we can prove our theorems.
Proof of Theorem 1.4. For any matrix $X \in M_{s \varphi(n) \times m}(\mathbb{Z})$, we write $X$ as a block
matrix

$$
X=\left[\begin{array}{cccc}
\alpha_{11} & \alpha_{12} & \cdots & \alpha_{1 m} \\
\alpha_{21} & \alpha_{22} & \cdots & \alpha_{2 m} \\
\vdots & \vdots & & \vdots \\
\alpha_{s 1} & \alpha_{s 2} & \cdots & \alpha_{s m}
\end{array}\right]
$$

where $\alpha_{i j} \in M_{\varphi(n) \times 1}(\mathbb{Z})$. Then by Lemma 2.5, $X \in\left\langle A, I_{m}\right\rangle$ if and only if $\alpha_{i j} \in$ $\left\langle C_{n}, I_{1}\right\rangle$, which is equivalent to that $\Phi_{n}(1)$ is a factor of $\ell\left(\alpha_{i j}\right)$ by Lemma 2.1, for all $\alpha_{i j}$. Note that for $n>2$, see [7],

$$
\Phi_{n}(1)= \begin{cases}p, & n=p^{k}, p \text { prime, } k \geq 1  \tag{3.5}\\ 1, & \text { otherwise }\end{cases}
$$

Case 1. $n=p^{k}$ is a power of prime $p$, then $\Phi_{n}(1)=p$.
We first show that $\mathcal{S}\left(C_{n}, I_{1}\right)=\{\overline{0}, \bar{e}\}$. For any $\alpha \in M_{\varphi(n) \times 1}(\mathbb{Z})$, let $b=\ell(\alpha)$.

$$
\ell(\alpha-b e)=\ell(\alpha)-b \ell(e)=b-b \cdot 1=0
$$

So, $\alpha \cong b e\left(\bmod C_{n}, I_{1}\right)$. We only need to show $b e \cong e\left(\bmod C_{n}, I_{1}\right)$ provided $p \nmid b$. Without loss of generality, we assume $0<b \leq p-1$. Let $P=I+C_{n}+C_{n}^{2}+\cdots+C_{n}^{b-1}$. Then $P\left(I-C_{n}\right)=I-C_{n}^{b}$, and thus, the determinant of $P$ satisfies

$$
|P|\left|I-C_{n}\right|=\left|I-C_{n}^{b}\right|
$$

Since $(b, p)=1, C_{n}$ and $C_{n}^{b}$ have the same characteristic polynomial $\Phi_{n}(x)$. So,

$$
\left|I-C_{n}\right|=\left|I-C_{n}^{b}\right|=\Phi_{n}(1)=p
$$

Therefore, $|P|=1$ and $P \in G L_{\varphi(n)}(\mathbb{Z})$. Also, $P$ commutes with $C_{n}$. It is easy to verify that $\ell(P e)=b$, and then $\ell(b e-P e)=0$. So $b e \cong e\left(\bmod C_{n}, I_{1}\right)$, and hence, $\mathcal{S}\left(C_{n}, I_{1}\right)=\{\overline{0}, \bar{e}\}$.

Now suppose that there is $\alpha_{i j} \notin\left\langle C_{n}, I_{1}\right\rangle$. We can use row or column switchings move it to the left-top position. So, we may assume that $\alpha_{11} \notin\left\langle C_{n}, I_{1}\right\rangle$. There is $P \in C_{n}$ such that $P \alpha_{11}-e \in\left\langle C_{n}, I_{1}\right\rangle$. Then by a row multiplication and Lemma 2.5,

$$
X \xrightarrow{R_{1} \rightarrow P R_{1}}\left[\begin{array}{cccc}
P \alpha_{11} & \beta_{12} & \cdots & \beta_{1 m} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2 m} \\
\vdots & \vdots & & \vdots \\
\beta_{s 1} & \beta_{s 2} & \cdots & \beta_{s m}
\end{array}\right] \cong\left[\begin{array}{cccc}
e & \beta_{12} & \cdots & \beta_{1 m} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2 m} \\
\vdots & \vdots & & \vdots \\
\beta_{s 1} & \beta_{s 2} & \cdots & \beta_{s m}
\end{array}\right]
$$

By row additions, $R_{i} \rightarrow R_{i}-\ell\left(\beta_{i 1}\right) R_{1}$, and column additions, $C_{j} \rightarrow C_{j}-\ell\left(\beta_{1 j}\right) C_{1}$, we get

$$
\left[\begin{array}{cccc}
e & \beta_{12} & \cdots & \beta_{1 m} \\
\beta_{21} & \beta_{22} & \cdots & \beta_{2 m} \\
\vdots & \vdots & & \vdots \\
\beta_{s 1} & \beta_{s 2} & \cdots & \beta_{s m}
\end{array}\right] \longrightarrow\left[\begin{array}{cccc}
e & \gamma_{12} & \cdots & \gamma_{1 m} \\
\gamma_{21} & \gamma_{22} & \cdots & \gamma_{2 m} \\
\vdots & \vdots & & \vdots \\
\gamma_{s 1} & \gamma_{s 2} & \cdots & \gamma_{s m}
\end{array}\right] \cong\left[\begin{array}{cccc}
e & 0 & \cdots & 0 \\
0 & \gamma_{22} & \cdots & \gamma_{2 m} \\
\vdots & \vdots & & \vdots \\
0 & \gamma_{s 2} & \cdots & \gamma_{s m}
\end{array}\right]
$$

where $\gamma_{i 1}=\beta_{i 1}-\ell\left(\beta_{i 1}\right) e, \gamma_{1 j}=\beta_{1 j}-\ell\left(\beta_{1 j}\right) e \in\left\langle C_{n}, I_{1}\right\rangle$. Continue this process to the submatrix obtained by deleting first row block and first column, and so on, we obtain

$$
X \cong\left[\begin{array}{ll}
Y & 0 \\
0 & 0
\end{array}\right], \quad \text { where } \quad Y=\underbrace{e \oplus e \oplus \cdots \oplus e}_{t}
$$

for some $1 \leq t \leq \min (s, m)$. Therefore, by Lemma 3.1,

$$
\left[\begin{array}{ccc}
A & X \\
0 & I_{m}
\end{array}\right] \sim\left[\begin{array}{ccccccccc}
C_{n} & & & & & & e & & \\
& \ddots & & & & & & \ddots & \\
& & & C_{n} & & & & & \\
& & & \\
& & & C_{n} & & & & & \\
\\
& & & & \ddots & & & & \\
\\
& & & & & C_{n} & & & \\
& & & & & & 1 & & \\
\\
& & & & & & & \ddots & \\
& & & & & & & & 1
\end{array}\right]
$$

where the number of $C_{n}$ is $s$ and the number of $e$ is $t$. By some pairs of row and column switchings, we get the matrix on the right is conjugate to the matrix (1.2).

For the uniqueness, let $X_{i}=\underbrace{e \oplus e \oplus \cdots \oplus e}_{t_{i}}, i=1,2$, with $t_{1}>t_{2}$ and suppose that

$$
\left[\begin{array}{cc}
X_{1} & 0 \\
0 & 0
\end{array}\right] \cong\left[\begin{array}{cc}
X_{2} & 0 \\
0 & 0
\end{array}\right]
$$

There are $P=\left[\begin{array}{ll}P_{11} & P_{12} \\ P_{21} & P_{22}\end{array}\right] \in C(A), Q=\left[\begin{array}{ll}Q_{11} & Q_{12} \\ Q_{21} & Q_{22}\end{array}\right] \in C(B)$, where $P_{11}$ is $t_{1} \times t_{2}$ matrix, $Q_{11}$ is $t_{1} \times t_{2}$ matrix, such that

$$
\left[\begin{array}{cc}
X_{1} & 0 \\
0 & 0
\end{array}\right] Q-P\left[\begin{array}{cc}
X_{2} & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
X_{1} Q_{11}-P_{11} X_{2} & X_{1} Q_{12} \\
-P_{21} X_{2} & 0
\end{array}\right] \in\left\langle A, I_{m}\right\rangle
$$

We get $X_{1} Q_{12} \equiv 0(\bmod p)$, so $Q_{12} \equiv 0(\bmod p)$. Note that the block $Q_{12}$ is a $t_{1} \times\left(m-t_{2}\right)$ matrix and $t_{1}+\left(m-t_{2}\right)>m$, the size of $Q$. Therefore, the determinant of $Q$ satisfies $|Q| \equiv 0(\bmod p)$. This is impossible since $Q$ is an unimodular matrix. This completes the proof of uniqueness.

Case 2. $n$ is not a power of prime. From (3.5), $\Phi_{n}(1)=1$, and then $M_{\varphi(n) \times 1}(\mathbb{Z})=$ $\left\langle C_{n}, I_{1}\right\rangle$. There is only one ( $A, I_{m}$ )-equivalent class. Therefore, $M \sim A \oplus I_{m}$ 。 $\square$

The proof of Theorem 1.5 is similar. In this case, we use the fact that

$$
\Phi_{n}(-1)= \begin{cases}p, & n=2 p^{k}, p \text { prime, } k \geq 1  \tag{3.6}\\ 1, & \text { otherwise },\end{cases}
$$

see [7].
Proof of Theorem 1.7. By Lemma 1.1 and Lemma 3.1] we only need to calculate $(A, B)$-equivalent classes for some special pairs of $2 \times 2$ matrices in Lemma 1.6

When $A=K$ and $B=W$. Clearly, $r=3$. The linear transformation $\psi$ is given by $\psi(T)=K T-T W$. Then the Sylvester equation (2.1) becomes

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] T-T\left[\begin{array}{ll}
0 & -1 \\
1 & -1
\end{array}\right]=\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]
$$

It is equivalent to the system of linear equations

$$
\left\{\begin{aligned}
t_{11}-t_{12} & =a \\
t_{11}+2 t_{12} & =b \\
-t_{21}-t_{22} & =c \\
t_{21} & =d,
\end{aligned}\right.
$$

which has integral solutions if and only if $3 \mid a-b$. Thus, the submodule $\langle K, W\rangle$, the image of $\psi$, is

$$
\langle K, W\rangle=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a \equiv b(\bmod 3)\right\}
$$

It is obvious that $E, 2 E \notin\langle K, W\rangle$. Therefore, coker $\psi=M_{2}(\mathbb{Z}) /\langle K, W\rangle=\{\overline{0}, \bar{E}, \overline{2 E}\}$. By choosing $P=-I \in C(K), Q=I \in C(W)$, we see that

$$
E Q-P(2 E)=\left[\begin{array}{ll}
3 & 0 \\
0 & 0
\end{array}\right] \in\langle K, W\rangle
$$

and thus, $E \cong 2 E(\bmod K, W)$. Note that $|\mathcal{S}(K, W)|>1$, hence $\mathcal{S}(K, W)=\{\overline{0}, \bar{E}\}$.

When $A=U$ and $B=W$. We also have $r=3$. This time the Sylvester equation is equivalent to

$$
\left\{\begin{aligned}
t_{11}-t_{12}+t_{21} & =a \\
t_{11}+2 t_{12}+t_{22} & =b \\
-t_{21}-t_{22} & =c \\
t_{21} & =d
\end{aligned}\right.
$$

It is clear that

$$
\langle U, W\rangle=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a+d \equiv b+c(\bmod 3)\right\}
$$

So, coker $\psi=\{\overline{0}, \bar{E}, \overline{2 E}\}$ and then $\mathcal{S}(U, W)=\{\overline{0}, \bar{E}\}$.
Since $\langle-A,-B\rangle=\langle A, B\rangle$ for any $A$ and $B$, we obtain that $\mathcal{S}(-K,-W)=$ $\mathcal{S}(-U,-W)=\{\overline{0}, \bar{E}\}$.

Similarly, we have

$$
\begin{gathered}
\langle K, J\rangle=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a+b \equiv c+d \equiv 0(\bmod 2)\right\}, \mathcal{S}(K, J)=\{\overline{0}, \bar{E}, \bar{I}, \overline{I-E}\}, \\
\langle U, J\rangle=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a+b+c \equiv c+d \equiv 0(\bmod 2)\right\}, \mathcal{S}(U, J)=\{\overline{0}, \bar{E}, \bar{I}\}, \\
\langle W,-W\rangle=\left\{\left.\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \in M_{2}(\mathbb{Z}) \right\rvert\, a+b+c \equiv a \equiv d(\bmod 2)\right\}, \mathcal{S}(W,-W)=\{\overline{0}, \bar{E}\} .
\end{gathered}
$$

In summary, we have the following table

| $A$ | $B$ | $\mathcal{S}(A, B)$ |
| :---: | :---: | :---: |
| $K$ or $U$ | $W$ | $\overline{0}, \bar{E}$ |
| $-K$ or $-U$ | $-W$ | $\overline{0}, \bar{E}$ |
| $K$ | $J$ | $\overline{0}, \bar{E}, \bar{I}, \overline{I-E}$ |
| $U$ | $J$ | $\overline{0}, \bar{E}, \bar{I}$ |
| $W$ | $-W$ | $\overline{0}, \bar{E}$ |

We can use the results in this table, Lemma 1.1 and Lemma 3.1 to complete the proof.

From above theorems, and some simple calculations, all torsion in $G L_{4}(\mathbb{Z})$ up to
conjugation are listed as follows:
$d=1 \quad I_{4} ;$
$d=2 \quad-I_{4} ; \quad K \oplus(-I), \quad U \oplus(-I) ;$
$I \oplus(-I), \quad K \oplus U, \quad U \oplus U ; \quad I \oplus K, \quad I \oplus U$;
$d=3 \quad W \oplus W ; \quad I \oplus W, \quad\left[\begin{array}{cc}I & E \\ 0 & W\end{array}\right] ;$
$d=4 \quad J \oplus J ; \quad I \oplus J, \quad\left[\begin{array}{cc}I & E \\ 0 & J\end{array}\right] ; \quad(-I) \oplus J, \quad\left[\begin{array}{cc}-I & E \\ 0 & J\end{array}\right] ;$
$K \oplus J, \quad\left[\begin{array}{cc}K & E \\ 0 & J\end{array}\right], \quad\left[\begin{array}{cc}K & I \\ 0 & J\end{array}\right], \quad\left[\begin{array}{cc}K & I-E \\ 0 & J\end{array}\right] ;$
$U \oplus J, \quad\left[\begin{array}{cc}U & E \\ 0 & J\end{array}\right], \quad\left[\begin{array}{cc}U & I \\ 0 & J\end{array}\right] ;$
$d=5 \quad C_{5} ;$
$d=6 \quad-(W \oplus W) ; \quad I \oplus(-W) ; \quad(-I) \oplus W ; \quad-(I \oplus W), \quad\left[\begin{array}{cc}-I & E \\ 0 & -W\end{array}\right] ;$
$K \oplus W, \quad\left[\begin{array}{cc}K & E \\ 0 & W\end{array}\right] ; \quad U \oplus W, \quad\left[\begin{array}{cc}U & E \\ 0 & W\end{array}\right] ;$
$-(K \oplus W), \quad\left[\begin{array}{cc}-K & E \\ 0 & -W\end{array}\right] ; \quad-(U \oplus W), \quad\left[\begin{array}{cc}-U & E \\ 0 & -W\end{array}\right] ;$
$W \oplus(-W), \quad\left[\begin{array}{cc}W & E \\ 0 & -W\end{array}\right] ;$
$d=8 \quad C_{8} ;$
$d=10 \quad-C_{5}$;
$d=12 \quad C_{12} ; \quad J \oplus W ; \quad J \oplus(-W)$.
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