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Abstract: Problem statement: Many approaches have been proposed in previousasitie classic
sequential connected components labeling algonitmich is relies on two subsequent raster-scans of
a binary image. This method produced good perfooman terms of accuracy, but because of the
implementation of the image processing systems rexyuires faster process of the computer, the
speed of this technique’s process has become aortamp issue.Approach: A computational
approach, called components neighbors-scan labalgagithm for connected component labeling was
presented in this study. This algorithm require@dnsing through an image only once to label
connected components. The algorithm started bynsegrfrom the head of the component’s group,
before tracing all the components neighbors by qudime main component’s information. This
algorithm had desirable characteristics, it is anphile promoted accuracy and low time consuming.
By using a table of components, this approach gése other advantages as the information for the
next higher procesResults. The approach had been tested with a collectiobimdry images. In
practically all cases, the technique had succdgsf@iven the desired result. Averagely, from the
results the algorithm increased the speed around%G7#rom the two times scanning method.
Conclusion: Conclusion from the comparison with the previowsthod, the approach of components
neighbors-scan for connected component labelingnpted speed, accuracy and simplicity. The
results showed that the approach has a good pexfaenin terms of accuracy, the time consumed and
the simplicity of the algorithm.
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INTRODUCTION component is labeled and displayed as output images
(Leeet al., 2007). Points belonging to a surface project
One of the purposes of image processing is tdo spatially closed points. The notion of ‘spatiall
identify and recognize the shape of an object on &losed’ is captured by connected components irtadigi
digital image. From this identification, the resuttan  images.
be used for certain purpose, such as pattern The classic sequential connected components
recognition. Therefore, some techniques are netaled labeling algorithm dates back to the early days of
support the identification process to make it gasiel  computer vision and image processing (&hid., 1995;
faster. The technique that can be used for thipga&r Rosenfeld and Kak, 1982; Klette and Zamperoni, 1996
is the connected component labeling technique. The algorithm relies on two subsequent raster-sofas
Connected component labeling is one of the mosbinary image. This method produced good performance
common operations in virtually all image processingin terms of accuracy, but because of the implentienta
applications. In machine vision most objects haveof the image processing systems now requires faster
surfaces. The points in a connected component &orm process of the computer, the speed of this techisqu
candidate region to represent an object. The imagprocess has become an important issue.
object, which is the component, is separated froen t Improvement on the accuracy and labeling speed
background image on binary image. Then eachhas been reported in various researches @ted.,
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2007; Falcaoet al., 2005; Sossa and Guzman, 2000;the connected label while others reduced the
Yang and Zhang, 2003; Rosenfeld and Pfaltz, 1966)omplexity of the algorithm.

For instance, Di Stefano and Bulgarelli (1999) and

Rosenfeld and Pfaltz (1966) developed the very

Jonaset al. (1997) proposed a comparatively morefirst algorithm in. The algorithm scans the imagent
efficient and much simpler algorithm, that shows anleft to right and top to bottom. This algorithm ssé
improvement in the efficiency of the labeling prese neighbor forward raster scan mask as shown inIFig.

Other connected component labeling algorithms have

The main pixel scanned is in the “e” position of

also been proposed by (Yang and Zhang, 2003; ldirali the mask. The main position is the decision valre f
and Shapiro, 1991; Samet and Tamminen, 198@riggering the labeling process. The mask will be
Dillencourt et al., 1992), where most of the algorithms moved to the next scanning position if the valughef

rely on two subsequent raster-scans of a binargema

current pixel position e is 0. On the other hanthd

In the first scan a temporary label is assigned tanain pixel e is 1 and all other 4-nbr positions @re
each foreground pixel, based on the values of itshen a new label is assigned to pixel “e”. If toairfa,
neighbors (in the sense of 4-connectivity or 8-b, c, d neighbors are not zero, all of the pixeil lve
connectivity) that are already visited. When aassigned with the lowest label. These data label ar
foreground pixel with its foreground neighbors stored in a matrix array. With this matrix arraye th

carrying different labels is found, the labels assied

redundancies in labels are recognized after theldab

with the pixels in the neighborhood are registeasd are identified. From this matrix the redundancies a
being equivalent. The second scan replaces eaaemoved and replaced with the certain class label.
temporary label by the identifier of its correspimyd  After that the pixels will be replaced with the din
equivalence class. Another technique is using 8nan equivalence classes in the second scan pass. Beafius
clustering method. One of the methods was proposete large data contained in the matrix the prospsgd

by Yang and Zhang (2003), which scans the pix@ lin are affected (Fig. 2).

by line and searching the neighbors of the pixels.

In this study, we describe a Components
Neighbors-Scan algorithm to label connected
components. The algorithm is an alternative apgroac
in connected component labeling that is relatively
time consuming. This simple and easy to understand

alb|c | e
d|e ‘ c|b
@) (b)

algorithm extends to its easy implementation. Imyna Fig. 1: The labeling mask of eight connected

applications it is desirable to compute component
characteristics while performing the labeling pse
This is enabled in the presented algorithm, asait ¢
capture the characteristics (such as size, positiuh
bounding rectangle) of the connected components,
conveniently making it easier to compute.

This study is organized as follows: The
Introduction discusses the basic ideas of the
Components Neighbors-Scan algorithm and explains
the implementation of the algorithm, respectivdly.
the Materials and Methods, the Components
Neighbors-Scan algorithm will be discussed in more
detail to give a clear understanding in term of its
methods. The speed process of the algorithm will be
presented in the Result and Discussion using the
natural image data for showing the performance.
Finally the Conclusions are drawn.

Related study: Several optimizations of connected
component labeling algorithms have also been attanp
by (Gonzalez and Woods, 1992; Eeal., 2007). Some

components. (a) Forward raster scan; (b)
Backward raster scan

Ip. 1q. 1x: labels assigned to p. q. x
B: background. F: foreground.
FIRST SCAN:

for(i=1; i*NROWS-1; i++)

for(j=1; j*NCOLS-1; j++) {

if(I[ij]==F) {

Ip=I[i-1]:

1q = 1ij-1].

if(lp == B && 1q ==B) {

NewLabel++:

Ix = NewLabel:}

else if((Ip = 1q)&&(lp = B)&&(1q 1= B)){
REGISTER EQUIVALENCE (lp.lg)

lx=1q:}

else if(lq '=B) Ix = 1q;

else if(lp I=B) Ix = Ip;

ijl=1x) )
FIND EQUIVALENCE CLASSES
SECOND SCAN

of them enhanced the time consumed for processingig. 2: The classical algorithm
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method there are two scan masks used, firstly the
Neighbor region forward scan mask as shown in Fig. 1a and secasdly
ik the backward scan mask as shown in Fig. 1b. Tke fir
process is the forward scanning that uses the forwa
mask (Fig. 1a). In each step of scanning the makk w
perform its local process which is scanning itsrfou
connected component in a, b, ¢ and d position (Big.

Currentregion

K if b(x,y)=FK

Fig. 3: Merge of the last pixel in the first row die g(x,y) =4 m,(m= m+ 1) it]{i,jl]Ms}g(x. LY SDF.
current region and the last pixel in the first cotu Guin (X, Y) oterwise
of the neighbor region on the north-east side

- (w,y)=min[{g(x =i,y =) [i,j OM
To reduce the processing time (Rosenfeld and Goin () Hobe=ty=DhJEM
Pfaltz, 1966; Jung-Met al., 2000) reduces the size of ]
the equivalent matrix array of the Rosenfeld araltPf Where: .
(1966) method. The enhancement starts by dividieg t (M =M+1) = Anincrement of m -
original image into NxN small regions and applying Mn(-) = Operator calculating the minimum value
the Rosenfeld and Pfaltz (1966) algorithm to eachIS B T_he region of the mask except the object
region independently to generate local labels farhe pixel, i.e., b(x-1,y-1), b(x,y-1), b(x+1,y-
region. After that the regions will be connectedhwi 1) and b(x-1,yXYapa and Harada, 2008)
the region neighbors by resolving the region bounda
Jung-Me et al. (2000) uses NxNpointer array
Label_List[i] as the array that maintain all the labels in
the image. Label List[i]points to the array for
Region[i] where each array element is a global labe ) Y
within the entire image and the index for eacharra 'S four connected component in a, b, ¢ and d joosit
element is a local label within Region[i]. Jung-eteal.  (F19- 1D):
(2000) shows that his algorithm is faster than
|

The second process is the backward scanning that
uses the forward mask (Fig. 1b). It is the saméhas
forward scanning, in each step of the scanning the
|mask will perform its local process which is scagni

K if b(x,y)=FK

Resenfeld and Pfaltz (1966) algorithm. There areeth
minf{g(x —i,y =Di,jOM }]  oterwise

conditions to resolve label equivalences on region
boundaries when merging regions with its neighbor

regions in Jung-Met al. (2000) method: The forward and backward scans are repeated

) ) ) ) . alternatively until no provisional labels changedan
* Merge pixels values of neighboring regions with then the final labeled image can be obtained by
the first pixel of the current region assigning unique labels for each connected region
» Merge pixels in the first column of the current (Yapa and Harada, 2008).
region and last column of the neighbor region on An improvement of the two scanning method was
the west direction also proposed by Di Stefano and Bulgarelli (1999),
* Merge the pixels in first row of the current region they described a two-scan algorithm for labeling
and the last row of the neighbor region on northconnected components in binary images in raster
direction of the current region. But according to format. Unlike the classical two-scan approachijrthe
this algorithm, an object similar to the Fig. 3'isn  algorithm processes equivalences during the faahs
recognized as belonging to a same single region by merging equivalence classes as soon as a new
equivalence is found as shown in Fig. 5. They show
According to (Yapa and Harada, 2008), thethat algorithm significantly improves the efficignof
forward and backward algorithm repeats passethe labeling process with respect to the classical
through a binary image b(x,yn the forward and approach. The data structure used to support the
backward raster directions alternatively. For ex@mp handling of equivalences is a 1Darray. This rentiees
(Yapa and Harada, 2008), a binary image b(X,Ymore frequent operation of finding class identsier
consists of pixel values,fs the objects ancsfas the  very fast, while the less-frequent class merging
background and label m as the provisional labethi®  operation has a relatively high computational cost.
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C has been initialised { C[i]=i ):
FIRST SCAN
for(i=1; i<NROWS-1; i++)
for(j=1: j<NCOLS-1: j==){
if (I[1j]1 == F){
Ip = I[i-1];
1q = 1[ij-1]
if{lp == B && 1g == B){
NewLabel++;
lx = NewLabel:}
else if{(C[lp]!=C[lq])&&(lp != B)&&(1q = B)){
for(k=0; k==Newlabel; k++)
if (C[k] == C[Ip]) C[KI=Cllq]:

Ix=1q:}

else ifilqg '=B) lx = Iq;
else ifilp '=B) lx = Ip;
Iij] = 1x:}}

SECOND SCAN
for(i=1; {<NROWS-1: {++)
for(j=1; j<NCOLS-1; j++)

implied by the label value used to mark foreground
pixels. This is done by setting C[B] = IB, i.e.pigally
C[B] = B. When two labels, li and lj, are found be
equivalent during the first scan, the corresponding
classes, CJli] and CJlj], are merged. The merging
consists in first setting one of two class ideattito be
the survivor and the other to be deleted and then
storing the survivor identifier into the entries the
Class Array equal to the deleted one. The choidbef
survivor can be arbitrary (for example: Always meta
C[li], always retain C[lj], retain min(C[liJ; C[I})...).
Keeping equivalence classes in their correct,
updated state during the first scan allows the kliec
a new equivalence to be carried out in the classailo
rather than in the label domain. More preciselyewh
conflict between li and |j is found, the algorittahecks
whether C[li] and C[lj]are different or not and then
handle the equivalence (i.e., merge the two classes

U] =B I1=CHIL only in the former case

After completion of the first scan the Class Array
holds the class identifier associated with each
temporary label and thus can be used as a lookhlp t

Fig. 4: Di Stefano and Bulgarelli (1999) algorithm

in the second scan to change label values inta thei
o w0 AL f . . .
ol le T corresponding class identifiers. Figure 4 showsGhe
sele® (e alzlz 2z 1 code of the Di Stefano and Bulgarelli (1999) altjori
. . 2 1 in the 4-connectivity case.
hLILIEI CICI0) 313(3131513|3 The merging operation in the algorithm is used to
automatically note all the equivalences between the
merged classes members which are implied through th
oo i transitive property. The algorithm will not handtee
s | 1B .
slelole Te AFFIFEE new _equn_/alencgs that are already found. It ha® bee
. » ] 1 exploited in the first pass.
D00 00C 2f2{2/2]2/2 Samet and Tamminen (1986) and Dillencatidl .
(1992) has also presented ideas of merging equivale

classes and performing the check for conflicts lass
identifiers. They propose a general labeling athoni
capable of handling in a unified way a wide m®anof

In their labeling algorithm equivalences are
processed directly in the first scan so that eden@® image representation schemes (such as two-
classes are always maintain updated during the. scafimensional arrays, run lengths, bintrees, quasir¢e
This is obtained by associating a new equivalet&ssc and making use of a tree structure based on fhither
with each new label and by merging the correspandinto represent each equivalence class.
classes as soon as a new equivalence is found. They Suzukiet al. (2003) has seen some weaknesses in
perform the merging operation using a simple datahis two scanning algorithm especially for the time
structure called Class Array (C). C is a oneconsumed if the image has complex form and also
dimensional array as large as the maximum labeleval |arge pixel data. He proposed an improvement by
and containing for each label value its correspogdi adding one dimensional table called label connactio
class identifier (i.e., C[i] is the equivalence sda table to memorize label equivalences. It improves t
associated with labeli). C is initialized by p@sC[i]  algorithms’ performance. This algorithm propagates
= i; i = O<maxlabel; this means that, initially,aba  provisional labels not only on the image but alade
possible label is assumed to belong to a distifedsc  |abel connection table. The table can reduce the
It is used to reserve one entry in C to expresthén  number of forward and backward scans to complete th
class identifiers domain the relation among pixelsiabeling by reflecting the connectivity of provigal
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labels at a geometrical distance, in the connectiocomponents. The approach constructed must be simple

table. in order to make the computational process steps
In the Suzuki et al. (2003) algorithm, he shorter. The approach has to avoid the complexity o

determines the provisional label for each pixetteg the conditional statements process in the algogthm

position “e” as follows: This approach is constructed without modifying the
hardware parts, so it will focus on the algorithantp.
F if b(x,y)=F, The first step of this algorithm is started with
g(x,y)=sm,(m=m+ 1) i0{,jOMJg(x —i,y —j)F identifying the first pixel p (X, y) of the component.
T (xY) oterwise This first pixel henceforth in this study will belted as

the head of the component. There are some waystto g
) ] L this components’ head. It could be by using thedbea
Ton(%,y) = MinfTIg(x =i,y =)T}.j M ¥ rule which is if the pixel component are scannethwi
the heads’ rules from the certain direction it does
Then the connection label table always updatethave any single neighbors,(p p, + ps + ps = 0), or it

with the provisional label assignment with: could be using a common scanning that find any
common pixels in the scanning which are not bekong
non- operational if b(x,yF £ any group label (p(x, y) = -1). -1 is given for the
T[m]=m ifdi,j M 9(x +y H)F 4 components that are not included in any grouphis t
Tlo(x —i,y = )] =T,.(x.Y) if g(x =i,y —j) #F, approach there are two kind of propagation usedahvhi

are the one which is propagating on the image pixel
Suzuki et al. (2003) algorithm successfully and the one which is propagating on array tablgsiH][
improves the conventional forward and backward@"d Cli; i. The head table is needed if the head's
algorithm. It can reduce the process time in thecOmponents table is given from the previous phase.
conventional forward and backward algorithm. ButThis head’s component table H[j, i] is useful for
Wu et al. (2005) still see an opportunity to improve SP€€ding up the process, because it can help the
this Suzuki et al. (2003) forward and backward Scanning process to go directly to the head of the
algorithm by reducing the number of neig|.]b0rscomponents. It_can also reduce the numk_Jer of sagnni
examined during the scanning steps and reducing thyocesses. It is the same as the (Di Stefano and
cost of union find algorithm by array based Bulgarelli, 1999; Jung-Meet a., 2000; Yapa and

equivalence matrix rather than pointer based roote§farada, 2008; Suzuket al., 2003; Wuet al., 2005;
trees. Samet and Tamminen, 1986), the process of labaling

Wu et al. (2005) focuses on the neighbors pixelsthis @lgorithm is not propagating only on the casted
of the image which are correlated. In his theorghea COMPONents but also on the array table. The diifeze
pixels in an image which are belong to one or manyS On the array’s dimension. Di Stefano and Bullfjare
object would be related to each other. With a blgta (1999), only one dimensional array is used while th
data structures it can scan less than four. Fram th@gorithm uses two dimensional arrays. It is good t
strategy, he proposed an algorithm to examing/S€ two-dimensional arrays, because it can alseap
neighbor pixels based on a decision tree and same Qther information about the pixels such as thetjousi
Suzuki's algorithm, Wuet al. (2005) also store the @nd the size of the object, so it can ease theimage-
label equivalence information. processing process. The two o_Ilme_nsmnaI array afl he

Conclusively, the two major concerns in the Hl, il @nd the component CJj, i] will be explained a
connected component labeling algorithm are the tim@ne-dimensional array H(i] and C[i. It is aimeddive
consumed and the complexity of the algorithm. In@ cIear.understgndlng_of th|s algorithm’s processes
order to obtain a good speed for the labeling msce This algorithm is different than the current
hardware upgrade had also been attempted by tHB€thod that uses double scanning forward and
researchers; however, an enhancement on tHeackward (Heet al., 2007), in this algorithm only the
algorithm itself is much more desired, which isaka forward scanning is used. In the current method,

what this study is presenting. mostly the main scanning mask will use the mask tha
is used by (Rosenfeld and Pfaltz, 1966). In this
MATERIALSAND METHODS algorithm, the scanning mask in (Rosenfeld andt®fal

1966) is only used in the pre-labeling processsihg
The target of this approach is to make the procesthe component’'s head table. But if the component's
run faster without any failures in labeling the head table is not used, then the scanning mask
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(Rosenfeld and Pfaltz, 1966) would not be used. The

main scanning in this algorithm is implementing &e

After the head of the component H[data is
identified, the pixels are traced from the firstatie

connected component Components Neighbors-Scamrray H[i = O] to the last heads array H[i = n].€Th

On each pixel CJi], it will scan its neighbors in
clockwise direction. The component that are coretect

heads will be the starting point of the Components
Neighbors-Scan. The component heads will be

to the main component scanned CJ[i], can be definegrocessed if the head is not with any component
using distance measurement such as the Euclididabeled (-1), otherwise the process will skip te tiext

distance, or just by justifying the closest pixEbr

example, in the 8-connected component are the ixel

heads.
The pixel head Hiill scan its neighbors to find

that are located beside the main component as showhe connected pixels which are the i) », ps, Ps, Ps,

in Fig. 6.
So the closest connected component

in 8-

Pe, Pz and R.
Each neighbors found are stored in a component

connected component (in raster image coordinatk) wiarray C[i] (Fig. 7). After it finishes to scan the

be:

P = p(x-1,y)
P, = p(x-1,y-1)
Ps = (X, y-1)
Py = po(x+1,y-1)
P5 = p)(X+1v y)
PG = p)(x-l-lv y+1)
I:)7 = p)(X, y+1)
P8 = p)(X'l, y+1)

The variable pis indicating the pixel position
while the xand y are the coordinate of the pixel.
Referring to the pixels position in graphic coomti
the pixel g position is on the West of the main pixgl p
where the coordinate will be x-1 while ig still the
same as the main pixel position, pixel ip on the
North West of the main pixelowith the x-1 and y-1,
pixel p; is on the North of the main pixeh pvhere the
coordinate xthe same as they position while y-1,
pixel ps is on the North East of the main pixglyhere
x+1 and y-1, pixel pis on the East of the main pixe p
where x+1 and fas the same position witly, pixel p
is on the South East of the main pixghgth x+1 and
y+1, pixel g is on the South of the main pixeJ where
the coordinate the same as the main pixel while y+1
and the last pixelgis on the South West of the main
pixel py where the coordinate will be x-1 and y+1.
These positions are very important to be identified
the next neighbor scanning process.

2 | 3| 4
1 Lo | s
8 |7 | 6

Fig. 6: 8-connected component

neighbors, the next process is to scan the C[i+n]
neighbors to find the other neighbors of the curren
pixel C[i].

Similar as the head H]i], the components also scan
its neighbors. In this stage the process doesnchide
the head of the component, as it is already taletind
components (Fig. 8). Now the components scan their
neighbors without the heads. The process will be
stopped until it cannot find any available compdsen
that are not already join the other groups.

The algorithms constructed for this approach are
also simple. It consists of two main neighbors saam
for the head and the components. The scanningnis ru
on the array and on the image.

Component
Cy
C,
Cs
Cy

Ca

Fig. 7: Component’s table

Fig. 8: Neighbors scanning
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RESULTS With the algorithm working as expected, it is next
tested with more various and bigger size of imame t

An implementation and experiment has beersee its accuracy in handling data. Firstly theingsis
conducted using data of simple images and naturatarted with numbers of simple shapes (Fig. 9-Ii2).
images to see the performance. The natural imagdhis test, the algorithm gives results without @nsors
used in this experiment are the standard imageand failures. It successfully groups the objecth s
downloaded from Volume 3 (Miscellaneous) of theclusters numbers. The speed of this process ace als
image data base of University of Southern Californi satisfactory.

(USC, database link: Now the algorithm is given a more natural (real)
http://sipi.usc.edu/services/database/databaseatgi? data image (Fig. 13). In these data, the shapdbeof
me=misc). component are more complex and it has numbers of

To analyze the accuracy of the presentedyroups.
approach, a simple shape of object in an imageés.u
It is aimed to give a clear view of the algorithrstep.
Suppose there is a shape of object as Fig. 9. ifste f
process starts from pixel 1 (red arrow) which hat n
join any other groups or -1. After identifying thidte
pixel is still in the free status or is not in agrpup, the
system will find the pixel (blue arrow) that is dily to
be the member of the head’s components. This psoces
is iterated continuously to the last pixel. Fromsth _. . .
simple shape of object experiments, it can be fegn Fig. 11: Simple shape image
the algorithm constructed give a good result withou

any errors. It proves that the algorithm of this
connected component labeling algorithm works

properly and gives results as expected.

Fig. 12: Image with numbers of shapes

Fig. 9: Binary and component labeling

Fori:=0tondo

Begin
If (H[i]=-1}then
Begin
Scan H[i] neighbors;
LabelingComponent;
Store C[j1;
Forj=0twondo
Begin
Scan C[j] neighbors;
LabelingComponent;
Store C[j1;
End:
End:
End:

Fig. 10: Neighbors scan algorithm Fig. 14: Labeling results
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In this test, the algorithm also gives a good ltesu The difference between this approach and the method
without any errors and failures. It successfullpugrs  are in the steps of the algorithm and the time comesl
the objects. The speeds of process needed are alfw the process. For this experiment the algorithias
relatively fast (Fig. 14). constructed to be as simple as possible. It is @itoe
meet the connected component labeling requirements.

As it can be seen in the Fig. 10, the algorithm of
) _ this approach is relatively simple compare to the E

In discussion, the performance of the presented,q 4 algorithm. In the term of time consumed, the
approach is compared WiFh other ava_\ilable methatl th_ experiment result shows that the approach has d goo
uses well-known two time scanning method (Digpeed of process. It is considerably fast compathe

Stefano and Bulgarelli, 1999). The accuracy of théyiher methods. It can be seen from the test résult
presented approach and the other methods i$gple 1.

significantly accurate, according to their testdl. &
the methods give a good result in accurassyes.

DISCUSSION

From the natural image testing, the result shows
that the presented approach is slightly faster tinen

Table 1: Speed test result two times scan method. Averagely, from the Table 1

Time (m sec) result the algorithm increases the speed around?67.

....................... from the two times scanning method.
Nunber Sample Size CNS TTS
1 4.1.01 256x256 0 11
2 4.1.02 256x256 0 11 CONCLUSION
3 4.1.03 256x256 0 12
g j-i-gg gggxggg 8 ﬂ An approach of Components Neighbors-Scan

X . . . .
6 4106 256x256 0 11 connected component labeling technique in image
7 4.1.07 256x256 0 12 processing is presented. The approach promotesl,spee
8 4.1.08 256x256 0 11 accuracy and simplicity.
9 4.2.01 512x512 0 40 An implementation and experiment has been done
10 4.2.02 512x512 31 47 ) ‘ h . i
11 4203 519x512 15 55 o measure its performance. In the experimentalltes .
12 4.2.04 512x512 15 46 it shows that the approach has a good performance i
ﬁ j-g-gg gigxgg i’é jg terms of accuracy, the time consumed and the
L. X . .. .
15 4207 512x512 15 42 Simplicity of the algorithm.
16 5.1.09 256x256 0 13
g gﬁcl) gggzggg 8 E’ Future study: There are still some techniques for
19 5112 2E6X256 0 1o improving and_ implementing  this connected
20 5.1.13 256x256 0 12 component labeling approach.
21 5.1.14 256x256 0 13 For example for the speed of process, it can be
22 5.2.08 512x512 31 47 h d with llel ind b . itiol
23 5209 512x512 31 a9 enhanced with parallel processing by using multiple
24 5.2.10 512x512 16 46  processors or it could use a multi-thread programgmi
25 5.3.01 1024x1024 94 172 technique.
26 5.3.02 1024x1024 46 204
27 7.1.01 512x512 31 48
28 7.1.02 512x512 31 48 ACKNOWLEDGMENT
29 7.1.03 512x512 31 48
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