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Isn’t quadratic time efficient enough?
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Solved daily on huge sequences: n = 3 - 10° for the human genome.

Algorithms:
Smith-Waterman dynamic programming 0 (n?).
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Compression tricks O ( = )
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Most cited paper in the 90s:
BLAST: Basic Local Alignment Search Tool
A heuristic algorithm for Local Alignment.

Today: Theoretical evidence that the answer is “no”!



o(n*)vs 0O(nlogn) 2

No superlinear bot



Every NP-complete

A surprising

Unexpected breakthroughs

a' orithm for . indifferentareas

(/;3 A refined version of NP-hardness..




“Theorem”:




[STOC 10’: Patrascu] The 3SUM Conjecture: ‘

» A long list of 3SUM-hard problems.



The 3SSUM Conjecture:

[C.G. 95: Gajentaan - Oevrmars|

[SODA 01’: Barequet - Har Peled]

Graph
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“Theorem”:




|01’: Impagliazzo - Paturi -- Zane]
T'he Strong Exponential Time Hyvpothesis (SETH):




The Strong Exponential Time Hypothesis (SETH):

Theorem(s):

[SODA 10’: Patrascu -- Williams]

[STOC 13’: Roditty - Vassilevska Williams]

[FOCS 14’: - Vassilevska Williams]

OCS 14’: Bringmann |



“Theorem”:

Bottom line: Local Alignment probably requires ~n? to solve optimally,
and we should settle for heuristics in practice...










Theorem: The SETH implies that LCS* on binary
strings requires n2=°M time!




Theorem: The SETH implies that LCS* on binary strings requires
n27°M time!

xn/z —

There are N = 2™2 such a’s and f8’s
Goal of alg: find a pair such that (a - ) sat .




Theorem: The SETH implies that LCS* on binary strings requires
n27°M time!




Theorem: The SETH implies that LCS* on binary strings requires
n27°M time!

T $$

]#...




[ESA 14’: - Lew1 - Williams]

|~nflogn l

Define substrings of length d: 2. contains pairs
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d by h(x), h(y)




Questions?

® Subcubic Tree Edit Distance?
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