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Abstract

Consequences of Non-Trivial Band Topology in
Condensed Matter Systems

by

Pavan Ramakrishna Hosur

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Ashvin Vishwanath, Chair

The commonly adopted classification of the electronic phases of matter as metals, in-
sulators, semimetals, semiconductors and superconductors can be refined by studying the
topological properties of the band structure in these phases. This unveils a rich and diverse
substructure, and helps to conclude the existence of topological phases – phases whose prop-
erties are robust against perturbations, possibly with the requirement that the perturbations
preserve certain symmetries. In this dissertation, several topological phases are studied, and
predictions are made for some unusual physical phenomena involving these phases. Some
of these phenomena may be observable using current experimental techniques. Topological
phases often carry unconventional surface states; experimental signatures for the surface
states of a strong topological insulator are presented as well.

We begin by systematically discussing the gapped phases, including some topological
insulators and topological superconductors, proximate to a three-dimensional Dirac node.
Studying topological defects in these phases reveals interesting duality relations between
them, which provide potential routes for unconventional or non-Landau-Ginzburg-Wilson
continuous phase transitions between them. Topological textures, on the other hand, can
lead to very different physics, and we show that a bulk superconductor vortex in a topological
insulator – a texture with a non-trivial Hopf index – acts like a fermion. As a corollary, we
show that if the vortex string is terminated by a surface, the resulting dangling end traps a
Majorana zero mode. The Majorana mode is found to be stable against doping the topolog-
ical insulator, provided the doping is below a critical value set by Berry phase properties of
the Fermi surface of the doped insulator. Importantly, several existing superconductors such
as Cu-doped Bi2Se3 and TlBiTe2 are predicted to host surface Majorana modes. In the ab-
sence of superconductivity, the surface of a topological insulator has gapless, spin-momentum
locked states. This locking leads to an interesting response to circularly polarized radiation,
with the dominant photocurrent being tied to the Berry curvature of the surface bands.

Having studied several theoretical and experimental implications of gapped topological
phases, we turn our attention towards a gapless topological phase – the Weyl semimetal.
We investigate transport in this phase in the presence of Coulomb interactions or disorder
at finite temperature, and compare our results to experimental data on the candidate Weyl
semimetal Y2Ir2O7, finding encouraging agreement.
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Chapter 1

Introduction to band structure topology

The earliest classification of the forms of matter we see around us, typically presented to us
in our early school days, consists of solids, liquids and gases. High school physics textbooks
and experience later teach us that solids can be further classified based on their electronic
properties as conductors and insulators. Solid state physics courses in college add semi-
conductors, semimetals and superconductors to that list, and explain the basic physics that
governs the electronic properties of these phases. More precisely, as long as the electrons
in a solid are non-interacting, solids with partially filled bands are shown to be metals or
conductors while those with no partially filled bands and a gap between the valence and
the conduction bands are insulators or semiconductors. If the gap is extremely small or
vanishing or if there is a very small overlap between the valence and the conduction bands,
the material is semimetallic. Superconductors are argued to be the fate of a metal cooled to
extremely low temperatures.

However, vast quantitative as well as qualitative differences between the properties of
materials within a single category are often observed. For instance, some insulators have
conducting surfaces (e.g. topological insulators) while others do not. Moreover, the surface
conduction is stable against perturbations as well as deformations in the band structure
as long as the underlying symmetries of the system are preserved and the system remains
insulating after the deformations. Similarly, interactions and certain perturbations can gap
out some semimetals and turn them insulating but not others (e.g. Weyl semimetals). These
observations call for further refinement in the classification of solids, especially one that
explains why the properties of some phases are robust to certain deformations, interactions
and perturbations. In other words, an understanding for why some phases are topological
while other are not, is required. The study of the topology of the bands provides a powerful
unifying framework for accomplishing this task.

Topology shows up in two distinct ways in the band structures of non-interacting Hamil-
tonians depending on whether the spectrum is gapped or gapless. In systems with gapped
band structures, which include insulators and most superconductors, the wavefunctions wind
non-trivially across the Brillouin zone in the topological phases, as described in Sec. 1.1.
What constitutes a non-trivial winding depends strongly on the symmetries and the dimen-
sionality of the system under consideration, thus, revealing a rich substrucutre within the
insulating and superconducting phases. On the other hand, gapless band structures contain
topological objects in momentum space which can be characterized by the winding of the
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Figure 1.1.1: Gaussian surfaces of different shapes but the same topology and the same
enclosed charge. The electric flux piercing each surface is the same and thus, is a topological
invariant.

Green’s function around the object, as exemplified in Sec. 1.2.
A key feature of topological media is that they typically have unconventional surface

states which, in many cases, cannot exist independently of the bulk phase in one lower
dimension. For instance, the two dimensional surface of a three dimensional topological
insulator hosts pseudorelativistic electrons and cannot exist as an independent two dimen-
sional system. Because of this intimate surface-bulk connection and because the surface is
usually more accessible than the bulk, experiments usually probe the surface states in order
to identify the bulk topological phase. The surface states are also extremely valuable from
a practical point of view, since the unconventional properties bestowed upon them by the
non-trivial bulk topology may be exploited to design novel electronic devices.

1.1 Topological band structures

The role topology plays in the band structures of gapped non-interacting Hamiltonians is
analogous to its manifestation in an early example of topology in physics – Gauss’s law in
electrostatics.

Gauss’s law states that the total electric flux piercing a closed surface is determined only
by the charge enclosed by it and is independent of its shape or the precise charge distribution.
Thus, the total flux through each surface in Figure 1.1.1 is four units. For gapped non-
interacting lattice Hamiltonians, the analog of the Gaussian surface is the Brillouin zone,
and different Gaussian surfaces correspond to different Brillouin zones in the extended zone
scheme or to different bands in the reduced zone scheme. The electric charge, then, maps
to an appropriate topological invariant whose exact form depends on the symmetries of the
system under consideration. This topological invariant can be written as an integral over
the Brillouin zone of an appropriate field derived from the Bloch functions of the occupied
bands, analogous to how the electric charge enclosed by a Gaussian surface is equal to an
integral of the electric field over it. The analogy is generalizable to continuum Hamiltonians,
defined over all of momentum space, as well, provided the points at infinity are identified.
This identification compactifies momentum space to the topological equivalent of a sphere,
which, being a closed surface, permits the application of (analogs of) Gauss’s law.

Next, assuming every charge that exists in the universe is inside a Gaussian surface, the
only way to change the amount of charge enclosed by a single surface is by fusing it with
another Gaussian surface, moving charges across the junction and pinching the junction off
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Figure 1.1.2: If charges can only exist inside Gaussian surfaces, the only way charge can be
transferred from one surface to another is by fusing the surfaces together, passing charge
across the neck of the resultant dumbbell and separating the spheres again.

Band structure entity Gauss’s law analog
Topological invariant, ν Enclosed electric charge, Q

Some function f of the Bloch functions uk Electric field, E
Brillouin zone Gaussian surface
ν =
¸

k∈BZ f [uk] Q = 1
4π

¸

E · dS
Changing ν requires band-touching Changing Q requires Gaussian surfaces to touch

Table 1.1: Band structure entities and their Gauss’s law analogs

to get the original surfaces back, as illustrated in Figure 1.1.2. Similarly, for band structures,
topological invariants can only be defined for Brillouin zones wavefunctions in the extended
zone scheme or equivalently, for bands in the more common reduced zone scheme. Analo-
gous to exchanging charges between Gaussian surfaces, changing the topological invariant
necessarily requires two sets of Brillouin zone wavefunctions or equivalently, two bands to
touch and exchange quanta of the invariant. Thus, the system becomes gapless as it is tuned
across a topological phase transition. Table 1.1 contains a list of analogies between Gauss’s
law in electrostatics and topological phenomena in non-interacting band structures.

An important consequence of the gaplessness of band structures as they are tuned across
a topological phase transition is the existence of protected gapless states on the surface of
a topological insulator or superconductor. If a topological insulator or superconductor is
placed next to a topologically trivial one, including vacuum, the phases on the two sides of
the interface are topologically distinct. Thus, gapless states exist at the interface and survive
in the presence of weak perturbations as long as certain basic symmetries of the system are
preserved by the perturbations. The number of such protected surface states is intimately
tied to the value of the bulk topological invariant. These surface states are very important
from a practical point of view as well as they are more easily accessible to many experimental
probes than the bulk states and hence, help in identifying the topology of the bulk bands
without requiring the bulk bands to be probed directly. Moreover, the surface states fully
determine the low energy physics in the presence of a bulk gap and hence, are the only ones
relevant for transport. And finally, the surface states of many topological phases display
various unusual phenomena that ordinary quasiparticle states do not. These phenomena
may be of interest both from a fundamental as well as a practical point of view.

As mentioned earlier, the precise form of the topological invariant in terms of the Bloch
functions depends on the symmetry properties of the system of interest. Table 1.2 lists the

3



System Cartan nomenclature TRS PHS SLS d = 1 d = 2 d = 3

Standard
(Wigner-Dyson)

A (unitary) 0 0 0 − Z −
AI (orthogonal) +1 0 0 − − −
AII (symplectic) −1 0 0 − Z2 Z2

Chiral
(sublattice)

AIII (chiral unitary) 0 0 1 Z − Z

BDI (chiral orthogonal) +1 +1 1 Z − −
CII (chiral symplectic) −1 −1 1 Z − Z2

BdG

D 0 +1 0 Z2 Z −
C 0 −1 0 − Z −

DIII −1 +1 1 Z2 Z2 Z

CI +1 −1 1 − − Z

Table 1.2: The ten possible classes of single-particle Hamiltonians classified in terms of
the presence or absence of time-reversal symmetry (TRS), particle-hole symmetry (PHS)
and sublattice symmetry (SLS), and the sets of their topologically distinct quantum ground
states in spatial dimensions d = 1, d = 2 and d = 3. In columns 3-5, 0 denotes the absence
of a symmetry and ±1 denotes the value to which the (anti-unitary, in case of TRS and
PHS) symmetry operator squares, if present. In columns 6-8, − denotes the absence of any
topologically nontrivial ground states, Z2 denotes two kinds of topologically distinct ground
states, while Z indicates that the topologically distinct ground states can be labeled by the
set of integers. (See [119])

classes of non-interacting Hamiltonians classified using their symmetry properties, and the
sets of topologically distinct gapped phases each class of Hamiltonians may have in one, two
and three spatial dimensions [119]. The only physical symmetries used in the classification
process are time-reversal symmetry (TRS) and particle-hole symmetry (PHS), since these
are the only ones generic to random, disordered systems. Thus, crystal symmetries, which
are in general absent in disordered systems, are not considered. The sublattice symmetry
(SLS) in Table 1.2 is defined as the product of TRS and PHS. The ten classes are obtained
as follows: both time-reversal and particle-hole conjugation are anti-unitary operations and
hence, can either be absent, or be present and square to either +1 or −1. This gives 9 classes
of Hamiltonians. The tenth class, AIII is one where both TRS and PHS are broken but their
product, the SLS, is preserved.

In the last three columns, while ‘−’ denotes the absence of any topologically non-trivial
phases, Z(Z2) indicates that the topologically distinct ground states can be labeled by the
set of integers (integers modulo 2). This table contains several well-known phases. We briefly
review some topological phases in one and two dimensions below, and review the Z2 phase
in class AII in d = 3, famously called the ‘Strong Topological Insulator’, in more detail in
Chapter 2.
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1.1.1 Quantum Hall effect (class A, d = 2)

The most famous example of a topological phase of non-interacting electrons is the Integer
Quantum Hall insulator, which results when a two-dimensional electron gas is subjected to
a large perpendicular magnetic field. The spectrum of this system is discrete and consists
of highly degenerate states known as Landau levels. If ν Landau levels are filled, the Hall
conductivity is quantized to be νe2/h, and this value has been experimentally found to be
extremely robust against disorder [133]. While the bulk is insulating, the edge carries exactly
ν gapless states, as expected for a topological phase from the previous discussion. A phase
transition between two insulating phases with different ν takes place through a critical point
at which the bulk becomes gapless.

The integer quantum Hall insulator has a lattice analog known as the Chern insulator. In
this phase, there is no external magnetic field, but time-reversal symmetry is broken by effects
such as complex hopping amplitudes between sites or magnetic ordering [50]. The number of
gapless edge states and the Hall conductivity (in units of e2/h) are both ν [55], where ν ∈ Z

is the total Chern number of the occupied bands. Also known as the TKNN integer [130], it
is the total Berry curvature of the occupied bands integrated over the Brillouin zone:

ν =
1

2π

∑

n∈occ

ˆ

k∈B.Z.
dkxdkyFn(k) , Fn(k) = i

〈

∂kxun(k)|∂kyun(k)
〉

+ h.c. (1.1.1)

where |un(k)〉 is the Bloch function at k in the nth band. The edge states of a quantum Hall
system or Chern insulator are chiral, that is, they only disperse one way. Since there are no
states available to backscatter into, an impurity at the edge cannot localize the edge state.
Thus, the edge states are protected against disorder.

1.1.2 Quantum spin Hall effect (class AII, d = 2)

The quantum spin Hall effect, in the simplest situation, can be thought of as two copies
of the quantum Hall effect – one for each spin – with opposite magnetic fields or time-
reversal breaking effects. Since both spin and magnetic field get flipped under time-reversal,
this system is time-reversal symmetric. The edge now carries a pair of counter-propagating
states, with spin up moving one way and spin down, the other. Such states, where spin is
locked to the direction of motion, are known as helical states. An effective Hamiltonian for
such states is of the form

Heff = vFσzkz (1.1.2)

where vF is a velocity, the edge is taken to be along z and σz is chosen as the quantiza-
tion direction for the spins. In the presence of weak disorder, these states clearly cannot
backscatter into each other and localize if the disorder cannot flip the spin. However, Kane
and Mele showed in 2005 that the stability is much stronger: the edge states and indeed,
the insulating bulk, are stable as long as time-reversal symmetry is preserved [74]. If Sz
is not conserved, the form of Heff in (1.1.2) survives, but σz now represents spin tied to
orbital degrees of freedom. Thus, only time-reversal symmetry breaking perturbations such
as magnetic impurities and magnetic ordering can potentially localize the edge states. The
proof of this argument comes from Kramer’s theorem which says that
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Figure 1.1.3: Two potential backscattering processes when there are two pairs of counter-
propagating edge states, each pair centred at a time-reversal invariant momentum. While
the process shown on the left is forbidden by time-reversal symmetry, the one on the right
is not and localization by non-magnetic disorder is possible.

1. in a time-reversal symmetric fermionic system (such that T 2 = −1), every state is
doubly degenerate:

If T HT −1 = H and H|ψ〉 = E|ψ〉 , then H (T |ψ〉) = E (T |ψ〉) and 〈ψ|T ψ〉 = 0
(1.1.3)

and

2. the two degenerate states in a Kramer’s pair cannot scatter into each other to first
order in a time-reversal symmetric perturbation:

If T V T −1 = V , then 〈ψ|V |T ψ〉 = 0 (1.1.4)

Both these statements can be easily proven using the property T 2 = −1, which is true for
fermionic systems. Note, however, that time-reversal symmetry cannot prevent the counter-
propagating pairs of edge states from localizing if there is an even number of such pairs, as
illustrated in Figure 1.1.3. Thus, only an odd number of linearly dispersing or Diraclike edge
nodes are protected, which suggests a Z2 classification of time-reversal invariant insulators
in two dimensions.

The topological invariant ν ∈ Z2 takes values 0 for an ordinary insulator or 1 for a
topologically non-trivial insulator or the quantum spin Hall insulator. It can be written in
terms of the Bloch functions u(k) as [34]

ν =
1

2π

∑

n∈occ









˛

∂(half BZ)

dk ·An(k)−
ˆ

k∈(half BZ)

dkxdkyFn(k)









mod 2 (1.1.5)

where An(k) ≡ i 〈un(k) |∇k| un(k)〉 is the Berry connection of the nth band at k and the
integrals involve only a continuous half of the Brillouin zone. Note that time-reversal trans-
forms k to −k, so the states over the entire Brillouin zone are, in fact, involved in the
definition of ν.

There is another equivalent way of defining ν [35]. Define a matrix w that measures the
overlap between Bloch states |u{n}(k)〉 and the time-reversals of their Kramer’s conjugates
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|u{n̄}(−k)〉: wn̄n(k) = 〈un̄(−k) |T | un(k)〉. In two-dimensions, there are exactly four time-
reversal invariant momenta (TRIMs) in the Brillouin zone, that is, k-points which are the
same as −k. At each of these points, w can be shown to be anti-symmetric, which allows
a Pfaffian – the square root of the determinant upto a sign – to be defined for w. The
topological invariant ν turns out to be related to the product of the sign of the Pfaffian over
all TRIMs and all occupied bands

(−1)ν =
∏

k∈TRIM

∏

n∈occ
sign [Pf (wn̄n(k))] (1.1.6)

A tremendous simplification occurs when the lattice has inversion symmetry [35]. Then, the
states at the TRIMs have well-defined parities, and the sign of Pf(w) turns out to equal the
parity eigenvalue, upto an overall gauge. Since parity eigenvalues are supplied by routine
band structure calculations, the determination of the Z2 topological characteristic of a time-
reversal symmetric insulator is greatly facilitated. Helped by this observation, the quantum
spin Hall effect has been observed in HgTe/CdTe quantum wells [81].

1.1.3 Spinless px + ipy superconductor (class D, d = 2)

The spinless px + ipy superconductor is a spin-triplet superconductor that can be thought
of as the superconducting version of the spin-polarized or spinless integer quantum Hall
system. In this phase, the superconducting pairing amplitude couples to the Stotal

z = +1
(or −1) component of the angular momentum of a pair of spin-1/2 electrons, and is complex
and momentum dependent. Its momentum dependence is such that while its magnitude is
always non-zero, hence giving a gapped phase since the gap is proportional to the magnitude,
its phase winds by 2π around the origin. Explicitly, the pairing term that enters the BdG
Hamiltonian in momentum space is of the form

∆0c
†
p↑c

†
−p↑(px + ipy) + h.c. (1.1.7)

The topological invariant ν, as for the Chern insulator, is the Chern number of the occupied
Bogoliubov-deGennes (BdG) bands, and for an ordinary metallic Fermi surface in the absence
of pairing is simply the winding number of the phase of the pairing amplitude around the
origin. The number of chiral edge states is also equal to ν. However, in contrast to the
integer quantum Hall state, they carry of BdG quasiparticles rather than ordinary electrons.
Another difference, compared to the Chern insulator, is that the BdG Hamiltonian has a
built-in particle-hole symmetry which is absent in the Chern insulator. As a result of this
additional symmetry, the spinless px+ ipy superconductor falls into the D class in Table 1.2.
A remarkable property of the spinless px + ipy superconductor is that the core of a vortex
in this phase traps a Majorana zero mode [114] – a fermionic state which is its own anti-
particle. In the language of second quantization, their creation and annihilation operators
are the same, upto a gauge transformation, i.e.,

c† ≡ c =⇒ c is a Majorana fermion (1.1.8)

Majorana fermions, first predicted by Ettore Majorana in 1931, have intrigued high-energy
physicists for decades, but have evaded experimental detection thus far. Among condensed
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matter systems, these states can appear in superconductors, and are expected to exhibit
remarkable properties such as immunity against arbitrary local noise and non-Abelian ex-
change statistics [95]. Majorana modes will be discussed in some more detail in Chapter
5.

1.1.4 Spinful px + ipy superconductor (class A, d = 2)

A close cousin of the spinless px+ ipy superconductor is the spinful px+ ipy superconductor.
In contrast to the spinless px + ipy superconductor, the pairing couples to the Stotal

z = 0
component of the angular momentum of a pair of electrons, so that the corresponding pairing
term in the BdG Hamiltonian is of the form

∆0

(

c†p↑c
†
−p↓ + c†p↓c

†
−p↑

)

(px + ipy) (1.1.9)

A unique property of this phase is that it supports half-quantum vortices – vortices that trap
a magnetic flux of h/4e – and protected Majorana modes at their cores. The topological
invariant has the same expression in terms of the Bloch states as for the spinless px + ipy
superconductor. There are several candidate systems for this phase, namely, the superfluid A
phase of He-3 confined to a thin slab [9, 8], Sr2RuO4 [73], and, from a rather different context,
the Moore-Read state which is a candidate ground state for the 5/2 fractional quantum Hall
effect [95].

1.1.5 Kitaev wire (class D, d = 1)

The Kitaev wire is the simplest example of a topological superconductor. While Majorana
modes appear in vortices in px+ipy superconductors, the Kitaev wire provides an example of
a system where Majorana modes appear directly as the edge states of a topological phase. It
consists of spin-polarized electrons hopping on a one-dimensional chain under the influence
of p-wave pairing. The real space Hamiltonian is [78]

HKitaev =
∑

i

(

−tc†ici+1 +∆cici+1 −
µ

2
c†ici

)

+ h.c. (1.1.10)

Kitaev showed that if |µ| > t, the resulting phase is topologically trivial with no edge modes.
On the other hand, |µ| < t gives a topological superconductor with a protected Majorana
mode at each end of the chain [78]. The topological invariant ν ∈ Z2 is the Berry phase –
the integral of the Berry connection – around the one-dimensional Brillouin zone modulo π
[129]:

ν =

˛

dkA(k) mod π (1.1.11)

Several theoretical proposals involving topological insulator or spin-orbit coupled semicon-
ductor quantum wires in a heterostructure with an s-wave superconductor have been made
for realizing this phase [92, 24]. The Majorana mode discussed in Chapter 5 falls in this class
as well. Very recently, Mourik et. al. reported experimental evidence for a system Majorana
modes [99], and the particular realization of Majorana modes there is in the same class as
the Kitaev wire.
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1.2 Band structure singularities

The second way in which topology appears in band Hamiltonians is in the form of topolog-
ical defects in momentum space. These defects occur at points where the band structure
becomes gapless and are analogous to real space topological defects such as domain walls,
vortices and hedgehogs, where an order parameter has a non-trivial winding around the
defect and vanishes at the defect. Like real space topological defects, topological defects in
momentum space can be combined by moving them in momentum space while keeping their
total topological quantum number conserved.

On a finite system, band structure singularities result in peculiar surface states. Whereas
gapped topological phases carry dispersing surface states, gapless topological phases host
dispersionless or flat bands on their surface. The flatness of these bands is protected by
the topological nature of the bulk band structure and cannot be removed as long as the
topological objects in the bulk band structure survive.

One crucial manner in which the topological nature of gapless band structures is different
from that of gapped ones is that the former is not immune arbitrary disorder. Since the
topological entities occur in momentum space, it is vital that momentum be a good quantum
number. Thus, perturbations that break translational symmetry can potentially gap out the
topological defects.

We now briefly review two common instances of band structure singularities and their
associated flat surface bands.

1.2.1 Fermi surface

The ordinary Fermi surface in metals is the analog of a vortex in (ω,k) space [132]. In
this space and assuming a single band for simplicity, a Fermi surface is represented by the
ω = ǫ(k) = 0 and the inverse Green’s function G−1(iω,k) = iω − ǫ(k) vanishes. Away
from the Fermi surface, G−1 is non-vanishing and its phase winds by 2π around a loop
pierced by the Fermi surface, as illustrated in Figure 1.2.1. In more complex systems with
multiple bands, the winding number can be any non-zero integer. However in all cases, this
winding cannot be changed continuously to zero, which makes the Fermi surface robust to
perturbative interactions. The stability of the Fermi surface against perturbative interactions
is at the heart of Landau’s Fermi liquid theory – the effective low energy theory of systems
with a Fermi surface – and the above picture of G−1 winding around points on the Fermi
surface provides a natural explanation for the phenomenon.

In a finite geometry, the surface of the system has a dispersionless or flat region in
momentum space and this region is precisely the projection of the bulk Fermi surface onto
the surface. While the correspondence between a topological object in the bulk – the Fermi
surface – and a flat band on the surface may seem fairly obvious in the current example, the
next example of Weyl points gives a more surprising result.

1.2.2 Weyl points

Weyl points are points in three-dimensional band structures where a pair of non-degenerate
bands accidentally touch, as depicted in Figure 1.2.2. Near each such point, the Hamiltonian
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Figure 1.2.1: The phase of the Green’s function inverse for a single band changes by 2π
around a small loop (red circle) penetrated by the Fermi surface (black curve). The loop is
drawn in the ω-kx plane; the ky and kz axes are equivalent as far as the winding of G−1 is
concerned and are therefore superimposed for convenience.

resembles the Hamiltonian for the Weyl fermions that are well-known in particle physics
literature:

HWeyl =
∑

i,j∈{x,y,z}
vijkiσj (1.2.1)

where vij have dimensions of velocity, ki is the momentum relative to the Weyl point and σi
are Pauli matrices in the basis of the bands involved. Thus, this phase is known as a Weyl
semimetal.

Based on (1.2.1), each Weyl point in a Weyl semimetal can be characterized by a chirality
quantum number χ defined as χ = sgn[det(vij)]. The physical significance of the chirality is
that each Weyl point acts as a source of unit Chern flux, just like a magnetic monopole acts
as a source of unit magnetic flux in real space, and the chirality is the “magnetic charge”
corresponding to the the Chern flux. Nielsen and Ninomiya [103] showed that the number
of Weyl points in a band structure must be even with half of each chirality.

An immediate consequence of the form of HWeyl is that the Weyl points are topological
objects in momentum space. Since all three Pauli matrices have been used up in HWeyl,
there is no matrix that anticommutes with HWeyl and can gap out the spectrum. The only
way a Weyl point can be destroyed is by annihilating it with another Weyl point of opposite
chirality, either by explicitly moving the Weyl points in momentum space and merging them
or by allowing for scattering to occur between different Weyl nodes. The latter requires
the violation of translational invariance; thus, given a band structure, the Weyl nodes are
stable to arbitrary perturbations as long as translational invariance is preserved. Disorder, in
general, does not preserve this symmetry; however, if the disorder is smooth, many properties
of the Weyl semimetal that rely on the topological nature of the band structure should are
expected to survive.

Clearly, the topological stability of the Weyl nodes requires that the touching bands be
non-degenerate. For degenerate bands, terms that mix states within a degenerate subspace
can in general gap out the spectrum. Thus, the Weyl semimetal phase necessarily breaks at
least one out of time-reversal and inversion symmetries, as the presence of both will make
each state doubly degenerate. For the same reason, a Dirac node, which can be thought of
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Figure 1.2.2: Weyl semimetal with a pair of Weyl nodes of opposite chirality (denoted by
different colors green and blue) in a slab geometry. The surface has unusual Fermi arc states
(shown by red curves) that connect the projections of the Weyl points on the surface.

as two degenerate Weyl nodes, can be gapped out by various mass terms. This is described
in detail in Chapter 3.

The Fermi surface of a Weyl semimetal on a slab consists of unusual states known as
Fermi arcs. The Fermi arcs are like a two dimensional Fermi surface, except that the two
dimensional Fermi surface is broken into two parts (for the simplest case with exactly two
Weyl nodes) and one part is localized on the top surface while the other is localized on the
bottom surface. On each surface, the Fermi arc connects the projection of the bulk Weyl
nodes onto the surface, as shown in Figure 1.2.2. A simple way to understand the presence
of Fermi arcs is by recalling that the Weyl points are sources of Chern flux. Each two
dimensional slice in momentum space perpendicular to the line joining the Weyl nodes can
be thought of as a Chern insulator, and the Chern numbers of two slices on either side of a
Weyl node differ by one. Thus, if the slices in the region far away from the Weyl nodes have
Chern number 0, the Chern number of the slices between the Weyl nodes must be 1 (or −1)
and so on. The Fermi arcs, then, are simply the edge states of the Chern insulators.

In summary, there are two broad ways in which topology manifests itself in the spectra
of non-interacting band Hamiltonians. For gapped Hamiltonians, a topological phase exists
when the Bloch wavefunctions of the occupied bands form non-trivial topological textures
across the Brillouin zone. The exact class of textures that is stable against perturbations
depends on the symmetries and the dimensionality of the system. Gapless Hamiltonians, on
the other hand, can be characterized by topological invariants by focusing only on the states
near the gapless region. The latter manifestation of topology in band structures is, in some
sense, less stable than the former because it requires translational invariance and is thus not
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oblivious to disorder. Both classes of topological phases are associated with unconventional
states on the surface of a finite system – dispersing Dirac, Weyl or Majorana modes for
gapped phases and flat bands for gapless phases.

In the next chapter, the physics of a famous gapped topological phase – the strong
topological insulator – will be briefly introduced and reviewed. Some novel phenomena
associated with this phase as well as some material realizations will be mentioned.

12



Chapter 2

Review of topological insulators

In the last half of a decade, the buzzword that has perhaps stolen the greatest amount of
limelight in condensed matter physics is topological insulators. Two examples of insulators
with non-trivial band topology, hence topological insulators according to the definition, were
touched upon in the previous chapter. This section does a brief review of the phase that is
colloquially called the topological insulator and is the one that has actually captured most of
the attention. This is the three-dimensional insulator with time-reversal symmetry – class AII
according to Table 1.2 – which has a non-trivial Z2 topological invariant. Henceforth, unless
otherwise mentioned, the term ‘topological insulator’ will be used to refer to this particular
realization of an insulating topological phase. It is closely related to the quantum spin Hall
state; thus, the latter is often also termed the ‘two-dimensional topological insulator’.

2.1 Quantum spin Hall effect in three dimensions

In 2006, a natural generalization of the quantum spin Hall effect to three dimensions was
found [96, 117, 38]. It was realized that there are four Z2 invariants – ν0, ν1, ν2 and ν3 –
for time-reversal symmetric insulators in three dimensions and for a stack of quantum spin
Hall systems, (ν1ν2ν3) are the Miller indices for the stacking direction and ν0 = 0. While
stacking quantum spin Hall systems produces an insulating topological phase with at least
one of ν1,2,3 = 1, the resulting phase can be shown to host an even number of surface Dirac
nodes which, as depicted in Figure 1.1.3, are not immune to arbitrary disorder even in the
presence of time-reversal symmetry and can potentially be localized. Thus, this phase is
termed as a weak topological insulator and the indices (ν1ν2ν3) are known as weak indices.

In contrast, a strong topological insulator or simply, topological insulator, is the true
three-dimensional extension of the quantum spin Hall state. The surface carries an odd
number of Dirac nodes and non-magnetic disorder cannot localize all of them. The Z2

invariant ν0 = 1, and can be written in terms of the Pfaffians of an anti-symmetric matrix
at the eight time-reversal invariant points, analogous to (1.1.6). For inversion symmetric
systems, ν0 reduces, as for the quantum spin Hall system, to

(−1)ν0 =
∏

k∈TRIM

∏

n∈occ
Pnk (2.1.1)
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where Pnk is the parity eigenvalue of the Kramer’s pair at the time-reversal invariant mo-
mentum k in the nth band. This parity criterion is the one that has been used to identify all
the topological insulators known so far. Besides being based on a quantity that is available
from routine band structure calculations, it is also related to the concept of band inversion,
which helps in identifying topological insulators as well.

In ordinary insulators, the valence and conduction bands are typically made up of atomic
orbitals of opposite parities. While inversion takes k to −k, the time-reversal invariant
momenta remain unchanged under inversion and hence, the Bloch states at these points
have definite parity eigenvalues which are equal to the parities of the atomic orbitals the
respective bands are composed of. Thus, the right hand side of (2.1.1) equals 1, giving
ν0 = 1. On the other hand, if some term in the Hamiltonian (typically spin-orbit coupling)
causes the Kramer’s pair in the valence band at one (or an odd number) out of the eight points
to exchange places with the pair in the conduction band at the same momentum, the right
hand side of (2.1.1) equals −1, hence, ν0 = 1, which describes a topological insulator. This
exchange of places between conduction and valence band states at a time-reversal invariant
momentum is termed as band inversion in the literature.

In the simplest case, the surface of a topological insulator hosts a single Dirac node and
can be described by the effective Hamiltonian

Hsurf = vFσ · k (2.1.2)

where vF is a velocity, k is the two-dimensional momentum in the surface Brillouin zone
and σx,y are Pauli matrices representing electron spin. Hsurf is identical to the Hamiltonian
for massless relativistic fermions in 2 + 1 dimensional spacetime provided the velocity vF
is thought of as an effective “speed-of-light”. This phenomenon also occurs in graphene;
however, the Pauli matrices in graphene operate on the sublattice index of the underlying
honeycomb lattice, there is an additional spin degeneracy and there are two Dirac nodes
in the Brillouin zone. This effective surface theory (2.1.2) reveals two crucial properties of
topological insulators:

1. The phase requires spin-orbit coupling, which is evident from the fact that on the
surface, spin is maximally coupled to momentum. In the absence of spin-orbit coupling,
the surface states would be doubly degenerate which would result in an even number
of Dirac nodes which, as discussed earlier, are not topologically protected.

2. The Berry phase picked up by quasiparticles around a surface Fermi surface is π, since
the spin direction rotates by 2π as an electron travels around a surface Fermi surface.

Having reviewed the physics of topological insulators in terms of properties of its band
structure, we now approach this phase from different point of view and review the theory of
its response to electromagnetic fields.

2.2 Effective field theory and axion electrodynamics

An effective field theory is a theory written in terms of the low energy and low momentum
degrees of freedom only, after smearing out the physics occurring at short length (or large
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momentum) and short time (or large energy) scales. If the effective theory involves external
fields such as electromagnetic fields, it describes the response of the system to small elec-
tric and magnetic fields. For instance, the effective field theory for ordinary time-reversal
invariant insulators coupled to electromagnetic perturbations is given by the action

S0 =
8

π

ˆ

dx3dt
(

ǫE2 − µ−1B2
)

(2.2.1)

to lowest order in E and B, where ǫ and µ are the dielectric constant and the permeability of
the insulator, and E and B are the dynamic electric and magnetic fields inside the insulator.
The usual set of Maxwell’s equations of electrodynamics descend from S0. Note that S0 does
not contain any fermion fields, as they are gapped and thus relevant only at energies larger
than the energy gap. S0 can be derived by minimally coupling fermions in the insulator to
electromagnetic fields and integrating over the fermion fields in the resulting path integral
in imaginary time. (2.2.1) also implies that the electric polarization (magnetization), given
by δS/δE (δS/δB), is proportional to E(B).

In contrast, the effective electromagnetic action for topological insulators is STI = S0+Sθ,
where1

Sθ =
θ

2π

e2

hc

ˆ

d3xdtE ·B (2.2.2)

and
θ = π (2.2.3)

[30, 109]. While STI is different from S0, one can show that the integrand in Sθ is a perfect
differential, so only terms on the boundary of the spacetime manifold contribute to the
integral. Furthermore, on a manifold with periodic boundary conditions in both space and
time, Sθ is quantized to be an integer multiple of θ and is immune to small variations in the
electromagnetic fields. Since physical responses are proportional to the change in the action
due to the field fluctuations, they do not pick up the effect of θ 6= 0 in a periodic system.

However, at the interface between a topological and a trivial insulator, θ changes from 0 to
π as one goes from the trivial to the topological insulator. This change in θ is measurable and
from the form of Sθ, it is obvious that the behavior to look for is a polarization proportional to
the magnetic field or a magnetization proportional to the electric field. This magnetoelectric
effect can be exploited to obtain unusual phenomena such as image magnetic monopoles
[110], which are discussed below along with other exotic phenomena involving topological
insulator surface states.

2.3 Exotic phenomena

2.3.1 Majorana modes in surface superconductors

One way to gap out the metallic surface states of a topological insulator is by depositing an
ordinary s-wave superconductor on top of it. The proximity to a superconductor induces

1θ can only take values 0 and π for time-reversal invariant insulators. This is because under time-reversal,
E → E and B → −B, so θ → −θ, which permits θ = 0. Additionally, θ is only defined modulo 2π for a
periodic system because a change in θ by 2π can always be undone by a gauge transformation. Thus, θ = ±π

represents the same system and thus, θ = π is allowed for time-reversal symmetric insulators.
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pairing in the surface states and gaps them out. Fu and Kane [36] showed that a vortex in
this surface superconductor traps a topologically protected Majorana zero mode, similar to
the Majorana modes mentioned in Sec. 1.1.3. This can be seen as follows.

Consider a topological insulator surface represented by Hsurf as in (2.1.2) in the presence
of s-wave pairing ∆(r). The appropriate BdG Hamiltonian in real space is

HBdG =

ˆ

d2rΨ†(r)

(

−ivFσ ·∇ ∆(r)
∆(r) ivFσ ·∇

)

Ψ(r) (2.3.1)

where Ψ†(r) =
(

ψ†(r), σyψ(r)
)

and ψ(r) is a two-component spinor in spin space. Suppose
∆(r) forms a vortex around r = 0, that is, ∆(r) = ∆(r)eiθ, ∆(0) = 0 and ∆(r → ∞) = ∆0.
Then, it is straightforward to show that HBdG has exactly one zero energy solution and it is
given by

Ψ(r) = (i, 0, 0, 1)T e−
´ r

0 dr∆(r)/vF (2.3.2)

The corresponding field operator is γ0(r) =
(

ic↑ − ic†↑

)

e−
´ r

0 dr∆(r)/vF . Clearly, γ†0 = γ0, so γ0
is a Majorana mode.

Similarly, they showed that if ∆(r) was constrained to be real, domain walls separating
regions of opposite signs of ∆(r) trapped a pair of Majorana modes counter-propagating
along the walls. These Majorana wires can potentially be used to build circuits for trans-
porting Majorana fermions.

2.3.2 Half-integer quantum hall effect

The surface of a topological insulator shows a form of the integer quantum Hall effect in
which the surface Hall conductivity σxy is quantized to be a half-integer (in units of e2/h),
in contrast to the conventional integer quantum Hall effect where σxy is quantized to be an
integer. This can be seen in two ways.

The simplest way is by directly diagonalizing the surface Hamiltonian in the presence of
a time-reversal symmetry breaking perturbation such as a perpendicular magnetic field Bẑ.
Thus,

Hsurf(B) = −vF (i∇+ eA(r)) · σ (2.3.3)

where A(r) = 1
2
B(xŷ − yx̂) is the vector potential in the symmetric gauge, can be shown

to have the spectrum
En = sgn(n)

√

2|n|B , n = 0,±1,±2 . . . (2.3.4)

with each energy level having a degeneracy equal to the number of flux quanta penetrating
the surface. Due to the E → −E symmetry of the spectrum, the system at half-filling is
particle-hole symmetric, with the n < 0 (n > 0) Landau levels being filled (empty) and
the n = 0 Landau level being half-filled, thus making the system metallic. However, it
becomes insulating if the filling fraction ν is a half-integer. In particular, at ν = n + 1/2,
all the Landau levels up to the nth one are fully filled and the ones above are empty. Since
σxy changes by e2/h every time the Fermi level crosses a Landau level and vanishes at the
particle-hole symmetric point ν = 0 since electrons and hole contribute oppositely to it,
σxy = νe2/h = (n+1/2)e2/h. This is similar to the quantum Hall effect in graphene, except
that the Dirac nodes in graphene are four-fold degenerate.
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The second way is by explicitly breaking time-reversal symmetry on the surface and
gapping out the surface spectrum. This can be done by adding a term mσz, which corre-
sponds to a surface magnetization, to Hsurf in (2.1.2). Similarly to the conventional integer
quantum Hall effect, a Hall conductivity appears as long as the system is insulating, and
it is straightforward to show that σxy = 1

2
sgn(m)e2/h by explicitly computing the Chern

number of the valence band. Furthermore, the same result can be obtained directly from
the effective field theory, in which a surface parallel to the xy-plane can be simulated by
assuming θ to vary slowly from 0 to π along z, thus breaking time-reversal symmetry. Then,
Sθ = (e2/2πhc)

´

d3xdtθ(r)E ·B and evaluating the functional derivative jα = δL/δAα im-
mediately gives the desired result. Clearly, the half-integer quantum Hall effect is intimately
tied to the magnetoelectric effect because of the E · B term in the action for topological
insulators.

A caveat, however, is that a non-integer Hall conductivity does not imply the presence
of any kind of fractionally charged excitations. This is because the Hall conductivity of a
real sample receives contributions from both the top as well as the bottom surfaces, and is
actually an integer times e2/h.

2.3.3 Image magnetic monopole

A remarkable consequence of the magnetoelectric effect in topological insulators is the ap-
pearance of an image magnetic monopole when a point charge is brought near the surface
of a topological insulator [110]. The image magnetic charge appears in addition to the usual
image electric charge that appears for conventional electromagnetic media. Thus, for the
configuration show in Figure 2.3.1 where a point charge q is placed at a distance d from the
surface of a topological insulator, the total electromagnetic fields in the upper half plane are
due to the point charge q, the image electric charge q2 and the image magnetic monopole g2.

The appearance of the magnetic monopole can be understood as follows. The point charge
q placed a distance d near the surface produces an electric field which in turn generates
circulating currents on the surface because of the magnetoelectric effect, as shown in the
inset of a Figure 2.3.1. These circulating currents produce a magnetic field which can be
shown to be the same as that produced by an image monopole placed a distance d below
the surface. For the configuration of Figure 2.3.1, the strengths of the various electric and
magnetic charges are

q1 = q2 =
(ε1 − ε2) (1/µ1 + 1/µ2)− α2

ε1 (ε1 + ε2) (1/µ1 + 1/µ2) + α2
q (2.3.5)

g1 = −g2 = − 2α

(ε1 + ε2) (1/µ1 + 1/µ2) + α2
q (2.3.6)

where α = e2/~c is the fine structure constant.

2.4 Real materials

A crucial reason why topological insulators have gained so much popularity is that a number
of existing systems have been confirmed and many more have been predicted to be in this
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Figure 2.3.1: Illustration of the image charge and monopole of a point-like electric charge.
The lower-half space is occupied by a topological insulator (TI) with dielectric constant ε2
and magnetic permeability µ2. The upper-half space is occupied by a topologically trivial
insulator (or vacuum) with dielectric constant ε1 and magnetic permeability µ1. A point
electric charge q is located at (0, 0, d). When seen from the lower-half space, the image
electric charge q1 and magnetic monopole g1 are at (0, 0, d); when seen from the upper-half
space, the image electric charge q2 and magnetic monopole g2 are at (0, 0, –d). The red
solid lines represent the electric field lines, and blue solid lines represent magnetic field lines.
(Inset) Top-down view showing the in-plane component of the electric field at the surface
(red arrows) and the circulating surface current (black circles). (From Qi et. al., Science,
323(5918):1184–1187, 2009. Reprinted with permission from AAAS)
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phase. All the predictions so far have been made using the parity criterion (2.1.1) for
inversion symmetric systems (e.g. [152, 148, 147], and the experimental confirmations have
mostly been made by directly observing an odd number of surface Dirac cones in angle-
resolved photoemission spectroscopy (ARPES) experiments (e.g. [144, 86, 69, 70]).

The early topological insulators were all bismuth based. Owing to its fairly high atomic
number, electrons in Bi have strong spin-orbit coupling, which is a necessary ingredient for
topological insulators. The first confirmed candidate was BixSb1−x with x ∼ 0.9, which
was found to have five surface Dirac nodes [68]. Soon after, Bi2Se3 [144] and Bi2Te3 [22]
were found to have single surface Dirac nodes. Currently, there are over a dozen families of
candidate topological insulators, some of which have been confirmed. All of them have the
common feature that they contain at least one element with strong spin-orbit coupling such
as Tl [118, 23, 85, 147], Te [22, 135] and in some cases, rare-earth elements [20, 87].
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Chapter 3

Chiral topological insulators,

superconductors and other competing

orders in three dimensions

3.1 Introduction

Having reviewed the main ideas in band structure topology and the basics of topological
insulators, we now investigate other possible gapped phases of band Hamiltonians in three
dimensions. A convenient starting point is a three Dirac dispersion, since it is proximate to a
variety of orders, which when established, lead to an energy gap. In the context of graphene,
charge density wave [76, 82] and valence bond solid (VBS) (or Kekule) order [21, 67, 71] as
well as antiferromagnetism [124, 93, 107] are known to induce a gap, and lead to an insulating
state. Several years back Haldane pointed out that the integer quantum Hall state could
be realized starting from the graphene semimetal, in the absence of external magnetic fields
[50]. A valuable outcome of this Dirac proximity approach, was the discovery of an entirely
new phase of matter, the Z2 Quantum Spin Hall insulator [14, 81, 74], obtained in theory
by perturbing the graphene Dirac dispersion. By analogy, here we study three dimensional
Dirac fermions, and their proximate gapped phases, on a cubic lattice.

In three dimensions, Dirac points naturally occur in some heavy materials like bismuth
and antimony, with strong spin orbit interactions. A three dimensional version of the quan-
tum spin Hall state - the Z2 topological insulator [38, 96, 117, 35], can be realized by ap-
propriately perturbing such a state, as demonstrated in [38], in a toy model on the diamond
lattice. According to recent experiments, this phase is believed to be realized by several Bi-
based materials including Bi0.9Sb0.1 [68], Bi2Se3 [144] and Bi2Te3 [22]. Both the Z2 quantum
spin Hall and the Z2 topological insulator phases require time-reversal symmetry (TRS) to
be preserved. The Z2 index represents the fact that only an odd number of edge or surface
Dirac nodes are stable in these phases.

In contrast, in this chapter we study a toy model on the cubic lattice, with π flux through
the faces, which realizes three dimensional Dirac fermions, and identify the proximate states.
To begin with, we consider insulating phases of spin polarized electrons. In addition to
conventional insulators, e.g., with charge or bond order, we also find an additional novel

21



topological insulator phase within this model, the chiral Topological Insulator (cTI). This
provides a concrete realization of this phase, which was recently predicted on the basis of a
general topological classification of three dimensional insulators in different symmetry classes
[119, 77]. This phase is distinct from the spin-orbit Z2 topological insulators in two main
respects. First, it is realized in the absence of time-reversal symmetry. Instead, it relies on
another discrete symmetry called the chiral symmetry. Second, these insulators also host
protected Dirac nodes at their surface, but any integer number of Dirac nodes is stable on
its surface. Thus, it has a Z rather than Z2 character. In an insulator, chiral symmetry
restricts us to Hamiltonians with only hopping terms between opposite sublattices. Clearly,
this is not a physical symmetry, and hence such insulators are less robust than topological
insulators protected by time reversal symmetry. However our results will be relevant if such
symmetry breaking terms are weak, or in engineered band structures in lattice cold atom
systems [125]. With spin, an interesting gapped state that can be reached from the Dirac
limit is the singlet topological superconductor (sTS), also first discussed in [119]. This state
also possesses protected Dirac surface states. The stability of these states is guaranteed, as
long as time reversal symmetry and SU(2) spin symmetry, both physical symmetries, are
preserved.

The Dirac limit allows for an easy calculation of the charge (spin) response of the cTI
(sTS), and provides an intuitive picture of these phases. For example, the cTI can be
understood as arising from a quasi 2D limit of layered Dirac semi-metals, with a particular
pattern of node pairings, leading to a bulk gap, but protected surface states. It is hoped that
this intuition will help in the search for realistic examples of these phases. Additionally, this
picture helps in understanding Z2 topological insulators protected by TRS whose bulk Dirac
nodes are at time-reversal-invariant momenta (TRIM), such as Bi2Se3, Bi2Te3 and Sb2Se3
[152].

Finally, we utilize the Dirac starting point to derive relations between different gapped
phases. We show that there is a duality between Neel and VBS phases: point defects of
the Neel order (hedgehogs) are found to carry quantum numbers of the VBS state and vice
versa. This is done by studying the midgap states induced by these defects, and the results
agree with spin model calculations [98] that are appropriate deep in the insulating limit.
Thus, the Dirac approach is a convenient way to capture universal properties of the gapped
phases in its vicinity. These results are also derived following a technique applied to the
one and two dimensional cases [4, 2, 127, 121], by integrating out the Dirac fermions and
deriving an effective action for a set of orders. In particular we focus on the Berry’s phase (or
Wess-Zumino-Witten) term which, when present, implies non-trivial quantum interference
between them. Such sets of ‘quantum competing’ orders can be readily identified within this
formalism. We show that in addition to Neel and VBS orders, interestingly, Neel order and
the singlet topological superconductor also share such a relation. The consequence of such
a relation in 3D is discussed.

The organization of this chapter is as follows. We introduce the cubic lattice Dirac model
and a transformation on the low energy Dirac fermions to bring it into a ‘normal’ form in
Sec. 3.2.2, from which one can easily read off the orders that lead to an energy gap. The
chiral topological insulator is identified, and a microscopic model with hopping along the
body diagonals of the cube, is shown to lead to this phase. An intuitive picture in terms of a
quasi 2D starting point is developed in Sec. 3.3.2, which directly demonstrates the existence
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Figure 3.2.1: The cubic lattice with π-flux for each plaquette. Blue (bold) lines represent
negative hopping integrals. r is at the center of cube drawn above.

of surface Dirac states. Here, we also show how a Z2 topological insulator protected by
TRS with bulk Dirac nodes at TRIM can be understood within this picture. In Sec. 3.4 the
magnetoelectric coefficient ‘θ’ of such an insulator is argued to be quantized , and is calculated
to be θ = π for the spinless fermion model we discuss. Introducing spin, and studying gapped
superconducting states, we show in Sec. 3.6 that only a pair of singlet superconductors is
allowed, which, in addition to the regular onsite s-wave paired state, includes a singlet
topological superconductor, with pairing along the body diagonals. Sec. 3.7 describes an
attempt to move towards a more physical realization of the cTI phase, utilizing a layered
honeycomb lattice structure. Finally, in Sec. 3.8, we explore some topological properties
of the 3D Dirac fermion system by studying its physics in the presence of point topological
defects in its order parameters, and deriving the Berry’s phase terms that determine quantum
interference of different orders.

A word on our notation is warranted before taking the plunge into the main content.
Throughout the chapter, we use ‘H’ to denote the full Hamiltonian for a system. An ordinary
‘H’ shall represent the Hamiltonian as a function of certain indices, the expression being valid
over the entire energy range, and a calligraphic ‘H’ shall represent the Hamiltonian at low
energies. For example, H =

∑

k ψ
†
kHkψ

†
k when momentum is conserved and HQ+k ≃ Hk for

small k, if HQ = 0.

3.2 Cubic lattice Dirac model

Consider a 3D tight-binding model of spinless fermions on the cubic lattice shown in Figure
3.2.1:

H0 = −
∑

〈R,R′〉
tRR′c

†
RcR′ (3.2.1)

where cR is the fermion annihilation operator at site R on the cubic lattice and the nearest
neighbor hoppings are chosen so that each square plaquette encloses π-flux (

∏

�
tRR′
|tRR′ | = −1).

A particular gauge choice is shown in the Figure , where the blue (bold) lines represent
hopping with −|t| and the others with +|t|. We choose an enlarged eight site unit cell, that
turns out to be convenient for what follows, and label the sites A1, A2, B1, B2 in a layer and
A1′ , A2′ , B1′ , B2′ in the following layer. The A and B labels represent the two sublattices of
the cubic lattice, and will be denoted by the eigenvalues of the τz operator, a Pauli matrix.
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Similarly, the 1, 2 index will correspond to the νz operator, and the bilayer index, to the µz
operator.

With the Fourier transformation Ar−x

2
−y

2
− z

2
= V

−1/2
A

∑

k e
ik·(r−x

2
−y

2
− z

2
)Ak etc., with VA

being the total number of A sites, r denoting the locations of the 8-site unit cells and k

being in the (reduced) Brillouin zone (Bz), k ∈ (−π/2, π/2]3, the Hamiltonian is written in
momentum space as

H0 =
∑

k

f †
kH

0
kfk (3.2.2)

where the eight component fermion operator at momentum k is defined by

f †
k =

(

A†
1k, A

†
2k, A

†
1′k, A

†
2′k, B

†
1k, B

†
2k, B

†
1′k, B

†
2′k

)

(3.2.3)

and

H0
k = −2|t| (cos kxΓx + cos kyΓy + cos kzΓz) (3.2.4)

where
Γx = τx , Γy = τyνy , Γz = τyµyνx, (3.2.5)

Clearly, H0
k anticommutes with τz.

H0
kτz = −τzH0

k (3.2.6)

Hamiltonians for which such an anticommuting operator is present, will be called chiral
Hamiltonians. A consequence is that positive and negative energy eigenvalues will come
in pairs. Note that this operation amounts to changing the sign of the wavefunction on all
B sublattice sites. Applying this to the eigenstate with energy E, of a hopping Hamiltonian
that only connects opposite sublattices, maps it to an eigenstate with energy −E.

H0
k also preserves time-reversal symmetry (TRS):

H0∗
−k = H0

k (3.2.7)

3.2.1 Continuum limit

The energy spectrum of H0
k is given by

Ek = ±2|t|
√

cos2 kx + cos2 ky + cos2 kz (3.2.8)

and each band is four-fold degenerate for each k. The conduction and valence bands touch
at zero energy at the BZ corner

Q = (π/2, π/2, π/2). (3.2.9)

Hence, at half-filling, it is a Dirac semi-metal, with a three dimensional Dirac point. Near
this point, the Hamiltonian is Dirac like:

H0
Q+k ≃ Hk = vF

3
∑

i=x,y,z

kiΓi, (3.2.10)
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where we have introduced the Fermi velocity vF = 2|t|. From now on, we will assume vF ≡ 1.
This dispersion of the Dirac semimetal can acquire a gap, leading to an insulating state,

in a variety of ways. All of these require symmetry breaking of one kind or the other, leading
to different orders. Some obvious insulating state that can lead to such a gap (ignoring for
a moment the electron spin) are:

1. Charge Density Wave (CDW) order with wave-vector (π, π, π). This will lead to a
Staggered Potential (SP) on the two sublattices, ∆HCDW = (−1)rµ. This generates
a mass term for the Dirac equation, since ∆H ∝ τz, which anticommutes with the
velocity matrices Γi, leading to a gap.

2. Valence Bond Solid (VBS) order. Staggering the hopping matrix elements also opens
up a gap. For example, we pick hopping along the x direction and modulate their
amplitude as tRR+X̂ = t0 + (−1)Rxδt. The relevant order is called valence bond solid,
since in the extreme limit where only the stronger bonds are present, the resulting
insulating state may be thought of as a ‘molecule’ composed of pairs of sites connected
by these strong bonds. Similarly, one can construct VBS orders along the y and
z directions, leading to three different mass terms. Note, these preserve the chiral
property of the Hamiltonian, in that it still consists only of nearest neighbor hoppings.

3. Layered Quantum Hall Effect (QHE) in the xy, yz and zx layers. In three dimensional
lattices, a stacked version of the integer quantum Hall effect occurs [80], which, however,
breaks the cubic symmetry of the lattice. These orders can be realized by selecting a
plane, say, the xy-plane, and introducing imaginary hoppings between second neighbor
sites in this plane in such a way that the reflection symmetry mxy is broken, but myz

and mzx are unbroken. Note, time reversal symmetry is necessarily broken here.

It is possible to systematically list all the perturbations that describe distinct insulating
phases by looking at matrices that anticommute with the velocity-matrices, Γis. Each an-
ticommuting term introduces a mass gap and converts the system into a true insulator,
while leaving the fourfold degeneracy of each band intact. Such an insulating phase with
completely degenerate conduction and valence bands is representative of a given insulating
phase. We will list all such matrices in the next section, after a convenient canonical trans-
formation that makes the counting trivial and yields a total of eight matrices (for spinless
electrons). Thus, the seven orders listed above (the VBS and QHE have degeneracies of three
each) do not exhaust all possible insulating states. The remaining insulator will be found to
maintain the chiral condition, but will display unusual band topology. Hence we call it the
chiral Topological Insulator (cTI), and discuss its properties in the following section.

The Dirac mass matrices corresponding to these orders before the canonical transforma-
tion and their symmetry properties are summarized in Table 3.1.

3.2.2 Transformation to normal form

It will be useful to write the kinetic part of the Dirac Hamiltonian H0
k+Q in a form where the

Dirac and flavor indices are separated out. Since the Dirac matrices in three dimensions are
represented by 4×4 matrices, for the eight dimensional representation we have here this will
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Mass matrix (M) Physical interpretation TRS (spinless) Chiral symmetry Inversion
τyνz VBSx © © ©

−τyµzνx VBSy © © ©
−τyµxνx VBSz © © ©

τz CDW © × ×
τyµyνz cTI × © ©
τzµy QHyz × × ×

−τzµxνy QHzx × × ×
−τzµzνy QHxy × × ×

Table 3.1: Mass terms and their symmetries for spinless fermions in a geometrically friendly
representation, i.e., one in which the eight components of the spinor are simply the eight
sites of the unit cell. The kinetic matrices are Γx = τx , Γy = τyνy , Γz = τyµyνx © and ×
denote preserved and broken symmetry, respectively.

result in two flavors of Dirac fermions. We seek a representation where the velocity matrices
are independent of the flavor index. There are several distinct transformations that achieve
this, and we choose to use the following unitary transformation that selects µ as the flavor
index.

HDirac
k = UH0

k+QU
† , U = ei

π
4
νze−i

π
4
τxei

π
4
µyνy (3.2.11)

hence, giving us a new set of velocity matrices αi

HDirac
k = (kxαx + kyαy + kzαz)

αx = τx , αy = τzνx , αz = τzνz (3.2.12)

Note, they do not involve the µa Pauli matrices. Now, any mass term must anticommute
with these three matrices. There are two Dirac matrices that have this property, which we
call β0, β5:

β0 = τy, β5 = τzνy (3.2.13)

Note also, that these anticommute with one another {β0, β5} = 0. Any hermitian 2×2 flavor
matrix multiplying one of the matrices, will also lead to a mass term. Since there are four
such flavor matrices {I2×2, µx, µy, µz}, we have eight mass terms in all, representing eight
insulators that can be accessed from the Dirac theory. The seven orders identified earlier
can now be identified with their mass matrices as in Table 3.2. In addition we identify the
eighth mass term β5⊗I2×2 as that of a type of topological insulator, which satisfies the chiral
condition. The chiral condition (3.2.6) is now implemented by

{Hk, β0} = 0 (3.2.14)

and TRS for a Hamiltonian H =
∑

k f
†
kHkfk is preserved if

β0β5µyH
∗
−kµyβ5β0 = Hk (3.2.15)

While evaluating the TRS properties of the perturbations listed in Table 3.2, note that
under k → −k, the perturbations in the second set change sign.
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β0 τy

Order M
CDW β0
QHExy β0µx
QHEyz β0µy
QHEzx β0µz

β5 τzνy

Order M
cTI β5

VBSz β5µx
VBSx β5µy
VBSy β5µz

Table 3.2: Mass matrices (M) in canonical representation. The β matrices are antisymmetric
and anticommute with the symmetric α-matrices in (3.2.12) and also with each other. The
“flavor” index, µ, is absent from the α-matrices.

One advantage of writing the Hamiltonian in this form is that the commutation rela-
tionships between the various mass matrices can be determined trivially. Perturbations
described by commuting mass matrices are separated by a quantum critical point. For ex-
ample, a quantum phase transition is required to go from the VBS phase to the cTI phase,
but not to the CDW phase. The other advantage will be seen in Sec. 3.6.

3.3 Chiral topological insulator: Protected surface states

There is only one mass term which preserves the chiral symmetry (3.2.14) and breaks TRS
(3.2.15), and we propose that this is a 3D topological insulator discussed in [119]. We call this
a chiral Topological Insulator (cTI). On the cubic lattice, this mass term corresponds
to the purely imaginary third neighbor hopping, along the body diagonal of the cube. The
corresponding microscopic Hamiltonian is given by

Hb.d. = i|t′′|
∑

R

8
∑

∆R=1

c†RΦ
site
R Φdir

∆RcR+∆R (3.3.1)

where R = (X, Y, Z) labels sites on a cubic lattice with a one-site unit cell and ∆R =
(∆X,∆Y,∆Z) = (±1,±1± 1) connects the site at R to its eight third-neighbors. Φsite

R and
Φdir

∆R are phase factors depending on the siteR and the direction of ∆R, respectively, as

Φsite
R = (−1)X+Z , Φdir

∆R = ∆X∆Y∆Z (3.3.2)

The result is shown for a particular R in Figure 3.3.1. Note that the third neighbor hop-
ping texture that gives a cTI depends on the gauge choice. The texture shown is appropriate
for our chosen gauge, in which there are negative hoppings along Y and Z.

This renders the total Hamiltonian H =
´

d3k f †
k(H

0
k +Hb.d.

k )fk a member of symmetry
class AIII of the Altland-Zirnbauer classification [155, 60, 7]. A class AIII topological insu-
lator is characterized by a non-zero topological invariant ν introduced in [119], which, in this
case, is given by ν = ±1 where the sign depends on the sign of the third neighbor hopping.

3.3.1 Protected surface states

A physical consequence of the presence of the cTI mass term with non-zero winding number
ν = ±1 is the presence of a single (2+1)-dimensional Dirac cone at the surface. The node
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Figure 3.3.1: Imaginary third neighbor hopping pattern that results in a topological insulator.
The arrows denote the directions in which the hopping is +i. The Figure shows how a
particular site bonds to its eight third-neighbors. This pattern must be replicated around
each site, after taking into account the appropriate phase factor Φsite

R = (−1)X+Z for that
site. In other words, all the arrows must be reversed every time the pattern is translated by
a unit distance along X or Z.

is centered at zero energy. Figure 3.3.2 shows the results of a numerical calculation of
the surface band structure for the (001) surface. Clearly, there is a single Dirac cone at
(π/2, π/2).

This is analogous to the odd number of Dirac nodes found on the surface of the spin-
orbit topological insulators. However, there are several important differences. Firstly, the
surface nodes of the spin-orbit TIs are protected by TRS. In our model, however, TRS is
explicitly broken, given the imaginary third neighbor hoppings and spin polarized (spinless)
fermions. Instead, another discrete symmetry - the chiral symmetry - protects the node.
However, a much more striking difference is the fact that the cTI can host any integer
number of Dirac nodes on its surface, making it markedly different from the spin-orbit TIs
which become trivial insulators if there are even numbers of Dirac nodes on their surfaces.
We will explicitly prove these features of the cTI in the ensuing sections. Also, in the cTI, the
surface Dirac nodes are centered at the chemical potential, because of sublattice symmetry.

The fact that a single Dirac cone is stable should be contrasted with the corresponding
phenomenon on two-dimensional systems on a lattice, where the no-go theorem prohibits a
single Dirac cone, although that requires TRS. If TRS is broken, one can have a single Dirac
node in 2D, but it is not protected against disorder. In our model, one can never localize this
surface mode [91] for arbitrary strength of disorder, as far as the disorder respects the chiral
symmetry (3.2.6); the dc conductivity σxx is not affected by disorder, and is always given
by the dc conductivity of a clean (2+1)D Dirac fermion, σxx = 1/π (in unit of e2/h), for
arbitrary strength of disorder. The (surface) density of states exhibits power-law ρ(E) ∼ |E|α
with continuously varying exponent [91].

Figure 3.3.3 shows the exponential decay of the surface states into the bulk for various
values of the third-neighbor hopping strength |t′′|. The fermion “mass” in the low-energy
theory is 8|t′′|. Note, when 8|t′′| = 1 the wavefunction is exactly localized within one unit
cell of the surface. This should not come as a complete surprise. Other systems are known
in condensed matter physics that have edge states bound to a single cell on the surface at
a certain point in the parameter space of the coupling constants, and which decay into the
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Figure 3.3.2: The surface spectrum in the presence of the proposed cTI term for the (001)
surface for 100 bilayers in the z−direction. kx and ky were incremented in steps of π/40.
Only the lowest conduction and highest valence band states are shown. Higher conduction
and lower valence band levels that gradually merge into the bulk spectrum have not been
displayed for clarity.

bulk as we move away from this point. A famous example is the spin-1 Heisenberg chain
with a biquadratic coupling which carries a free spin-1/2 state at each end. Precisely at the
‘AKLT point’, each of these states lives exactly on the lattice site at its end, and seeps-in
along the chain as we move away from that point [5].

3.3.2 Physical picture

At the microscopic level, this feature of the surface spectrum can be understood by starting
from a quasi-2D limit and then increasing the strength of the interaction between adjacent
sheets. In the decoupled limit, each layer has a pair of Dirac nodes. In the presence of
interactions, the degeneracy between the states in adjacent sheets gets destroyed. However,
we will show that, on any given layer, the combination of direct and body-diagonal hopping
will cause one of the nodes to interact only with the layer above and the other, only with
the layer below. This way, the bulk will get gapped out but a single Dirac node will be
left on the surface. For calculational convenience and in order to interpret our results most
transparently, we work in a different gauge in this section.

We start by considering a system of decoupled square lattices with π-flux plaquettes.
For a two-site unit cell, this has two Dirac nodes at QR(L) =

[

π
2

(

−π
2

)

, 0
]

on each layer.
Then, we weakly couple these layers through regular nearest-neighbor hopping in the z
direction and imaginary third-neighbor interactions with textures like in Figs. 3.2.1 and
3.3.1, respectively, but modified for the current gauge choice. This is expected to mix the
nodes in different layers and open a gap. Once again, for ease of calculation and interpretation
of the results, we double the unit cell along z, i.e., imagine a stack of bilayers coupled weakly
both internally and externally. Now, the Pauli matrices νx,y,z act on the space of Dirac nodes.
τx,y,z act on the A/B sublattice index and µx,y,z act on the bilayer index along z (primed vs
unprimed fields), as before.

In the basis
Ψ = (ARA

′
RBRB

′
RALA

′
LBLB

′
L)
T (3.3.3)

where the primed and the unprimed wavefunctions represent different layers and A1R ≡
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Figure 3.3.3: Decay of the zero-energy surface states on the z = 0 surface into the bulk
for various values of the third-neighbor hopping strength |t′′| (in units of the bulk Fermi
velocity). The effective Dirac fermion mass is 8|t′′|. The total thickness of the lattice for this
calculation is the same as that in Figure 3.3.2, viz., 200 layers or 100 bilayers. At 8|t′′| = 1,
there is no penetration of the surface states into the bulk. In each case, the wavefunction is
normalized such that it is unity on the surface.

Figure 3.3.4: A quasi-2D approach to creating the π-flux cubic lattice. The blue (bold) lines
denote negative bonds. The in-plane hoppings have strength |t| and the interlayer hoppings
that are shown have strength |tz|. The imaginary third neighbor hoppings (strength |t′′|,
see text) have not been shown for clarity. Alternate layers are labeled by primed variables,
effectively doubling the unit cell in the vertical direction.
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Figure 3.3.5: Schematic representation of the staggered interlayer mixing pattern of Dirac
nodes. The degenerate Dirac points at the ends of the red arrows mix and split, opening up
a gap. A surface Dirac node (colored green) is left behind in (a). A pair of surface Dirac
nodes arises when we mix nodes separated by two layers as in (b).

A1(QR) etc., the intra-bilayer hopping Hamiltonian takes the form

Hin = − (|tz|+ 4|t′′|νz) τyµy (3.3.4)

whereas hopping from z − 1 to z is described by

H+ = (|tz| − 4|t′′|νz) iτy
(

µx + iµy
2

)

(3.3.5)

Here |tz| and |t′′| are the strengths of the regular and the third neighbor hoppings, respec-
tively.

In the limit |tz| = 4|t′′|, Hin and H+ become proportional to the orthogonal projection
operators 1+νz

2
and 1−νz

2
, respectively. This means that the R Dirac points mix and split only

within the bilayer, and the L Dirac points, only between bilayers, resulting in a staggered
mixing pattern as shown in Figure 3.3.5-(a). Clearly, if we terminate the lattice at a
surface, a single node is left unpaired. This model is in concurrence with the numerical
results presented in the previous section, because, when |tz| equals the in-plane hopping, the
above limit is equivalent to the condition 8|t′′| = 1.

When |tz| 6= 4|t′′|, the Hamiltonian can be split into two parts: one consisting of projection
operators as described above which leave the surface gapless, and the other, of the residual
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tz which does not open a gap anywhere (although it causes the surface states to penetrate
into the bulk). Thus, the surface remains gapless for arbitrary |tz| and |t′′| as well. Note that
since the right and the left nodes behave differently, TRS is explicitly broken as expected.

For the purists, a more rigorous calculation for the full theory shows the same.
In the basis Ψz

k = (AzkA
′z
k B

z
kB

′z
k )

T , the intra- and inter-bilayer Hamiltonians take the
form

H in
k = −2|t|(τx cos kx − τy sin ky) (3.3.6)

−{|tz|+ 2t′′ [sin(kx + ky) + sin(kx − ky)]} τyµy
H±

k = ±i {|tz| − 2t′′ [sin(kx + ky) + sin(kx − ky)]} τyµ±

where µ± = 1
2
(µx±iµy). By the cone-pairing picture described above, terminating the crystal

from below at an unprimed layer should result in a pair of zero-energy states at the L node.
Indeed, solving Schrödinger’s equation at E = 0 and k = QL with the boundary condition
Ψ0

QL
= 0 gives two solutions

Ψz
QL

=

(

1− α

1 + α

)z−1









1
0
0
0









(3.3.7)

and
(

1− α

1 + α

)z−1









0
0
1
0









where α = |tz|/|4t′′|. These are both wavefunctions localized at the surface. At k = QR,
effectively α → −α, resulting in exponentially growing solutions. When α → 1, Ψz

QL
→ 0

for z > 1. This is consistent with our model that when |tz| = 4|t′′|, there is no penetration
of the surface states into the bulk.

3.3.3 Stability of nodes and the Z-cTI

The single Dirac node is stable against static perturbations as long as the chiral condition
is preserved. This has been discussed in [119]. Here, we repeat the proof in brief.

In the absence of any perturbations, the low-energy surface Hamiltonian can be written
as

HS = −i∂xηx − i∂yηy (3.3.8)

=

(

−i∂
−i∂̄

)

where ηi are Pauli matrices corresponding to the two branches of the Dirac spectrum and
∂ = ∂x − i∂y , ∂̄ = ∂x + i∂y. Now, since the bulk chiral operator, which is simply the
CDW mass matrix, is local (i.e., purely on-site), it must have a well-defined realization on
the surface too. The only matrix that anti-commutes with HS is ηz. Thus, this must be
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the chiral operator for the surface. In other words, the chiral condition on the surface is
implemented by

{HS, ηz} = 0 (3.3.9)

All the other perturbations which open a bulk gap are non-local, and thus, will couple the
two Dirac cones on the two opposite surfaces of a finite slab system.

If the chiral symmetry is to be preserved, the only possible modifications to HS in the
presence of surface perturbations can be of the form

HS →
(

−i∂ + A
−i∂̄ + A∗

)

(3.3.10)

But this is simply a gauge transformation, and its only effect is to shift the location of the
Dirac node. Thus, the chiral symmetry protects gapless surface states.

The consequence of the chiral symmetry, though, is even more profound. Unlike the 2D
and 3D time-reversal symmetric topological insulators where only an odd number of gapless
surface nodes are stable leading to a Z2-classification, any integer number of surface nodes
is stable on the cTI and each belongs to a distinct university class. In the node-pairing
picture, a way to generate an integer n number of nodes is by assuming pairing only between
nodes that are n layers apart, as shown in Figure 3.3.5-(b) for n = 2. In other words, we
assume n independent intercalated layers. Alternately, we can think of the n layers as n
orbitals (or any n internal degrees of freedom) on the same layer. Since the surface modes
are protected by the chiral symmetry (3.2.6), mixing of the orbitals will not change the
topological characteristics of the surface. In other words, A in (3.3.10) becomes an n × n
matrix corresponding to the orbital space and A∗ → A†. Diagonalizing A by an appropriate
similarity transformation will give n copies of the single Dirac node, in general at different
positions in the surface Brillouin zone. Thus, the cTI can alternately be called a “Z-cTI” or
simply, “ZTI”.

3.3.4 Application to spin-orbit Z2 topological insulators

Here we show how three dimensional topological insulators with time reversal symmetry
[38, 96] can be realized using a node-pairing picture similar to the one shown above for a
cTI. Since, in the above description, the left and the right Dirac nodes behave differently,
TRS is explicitly broken. However, if the two nodes on the 2D sheets are both at TRIM,
it is possible to realize a TRS-protected Z2 topological insulator (TI) through a similar
mechanism. Here, we present a microscopic model for the same.

Consider a cubic lattice with each site carrying spin-orbit coupled s and p orbitals with
total angular momentum 1/2:

S+ = s ↑ , P+ =
1√
3
p0 ↑ −

√

2

3
p1 ↓

S− = s ↓ , P− =
1√
3
p0 ↓ +

√

2

3
p−1 ↑ (3.3.11)

where ↑ (↓) refers to up (down) spins, s and p are atomic-like orbitals and the subscripts
on the p’s refer to the z-components of their angular momenta, i.e., p0 = pz and p±1 =
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1√
2
(px ± ipy). S±(P±) are even (odd) under inversion. Under time-reversal, they transform

as

T S+ = S− , T P+ = P−

T S− = −S+ , T P− = −P+ (3.3.12)

where T is the time-reversal operator.
The tight-binding Hamiltonian for this system is particularly easy to write down, if we

only consider on-site and nearest neighbor overlaps between the various orbitals. Many
matrix elements vanish; for instance, the overlap integral between an s and a p0 orbital on
the same xy-plane vanishes since they opposite parities under z → −z. Similarly, overlap of
orbitals with opposite spin vanishes. On the other hand, s and px orbitals on nearest neighbor
sites in the same xy-plane have non-zero overlap. A similar calculation was performed in 2D
in [13]. The result is H =

∑

kΨ
†
kHkΨk where Ψ† =

(

S†
+, S

†
−, P

†
+, P

†
−

)

and

Hk = vf (τxσy sin kx − τxσx sin ky + τy sin kz)

+ [M +m (cos kx + cos ky + cos kz)] τz

+n (cos kx + cos ky + cos kz) . (3.3.13)

Here τi and σi are Pauli matrices and vF is the Fermi velocity. τi act on the S-P space
and σi act on the ± index. The first set of terms come from overlaps between orbitals
of different types on neighboring sites (e.g., S+ with P−). These terms, being off-diagonal
in the τ index are odd functions of momentum because of opposite parities of the S and P
orbitals. The overlap between each orbital with another orbital of the same type on the same
or neighboring site gives the remaining terms. Since the magnitude of the overlap integrals
will in general be different for the S and the P orbitals, we get two kinds of terms - one,
proportional to τz incorporates the difference in the magnitudes, and the other, proportional
to identity, describes their sum. The above Hamiltonian clearly preserves TRS:

σyH
∗
−kσy = Hk (3.3.14)

and inversion:
τzH−kτz = Hk. (3.3.15)

All the cubic symmetries are also preserved, because the basis states form representations of
the full three-dimensional rotation group and the Hamiltonian preserves inversion.

The term proportional to τz gaps out the spectrum. The only other term that can create
a gap must be proportional to σzτz, but that breaks TRS. Therefore, the τz term gives a
strong topological insulator (STI) for appropriate values of m and M .

For simplicity, let us assume n = 0. This ensures that the Fermi surface is always in the
gap, unless the gap closes, in which case the Fermi surface contains the Dirac point. If n 6= 0,
and sufficiently large, then it is possible that the system no longer remains insulating. Using
the prescription outlined in [35], according to which the topological character of the band
structure of an inversion symmetric system is determined by the parities of the occupied
bands at the TRIM, it is straightforward to obtain the phase diagram shown in Figure 3.3.6.
In particular, in the region 1/3 < m/M < 1, a strong topological insulator is obtained. We use
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Figure 3.3.6: Phase diagram for the 3D TRS Hamiltonian with Dirac nodes at the TRIM
points as a function of the parameter m/M in (3.3.13). We assume n = 0. The numbers
ν0; (ν1ν2ν3) are the Z2 invariants that characterize the phases [35]. ν0 is the so-called “strong
index” and ν1, ν2 and ν3 are the three “weak” indices corresponding to the x, y and z direc-
tions respectively. ν0 = 1 for a strong topological insulator, as in the region 1/3 < m/M < 1

the notation ν0; (ν1ν2ν3) to specify the “strong” index ν0 and the three “weak” indices ν1, ν2
and ν3 corresponding to the x, y and z directions respectively. For an inversion symmetric
system, (−1)ν0 =

∏

k∈TRIM Pk where Pk is the product of the parity eigenvalues of the
occupied states at momentum k, and a STI has ν0 = 1. For non-zero n, the system is in an
insulating state if |m|, |M | > |n|.

To understand how the STIs are formed, define

Ψ̃† =
1√
2

(

S†
+ + P †

+, S
†
− + P †

−,−S†
+ + P †

+,−S†
− + P †

−

)

(3.3.16)

If we turn off the interlayer coupling in the z-direction, we get decoupled 2D sheets with the
Hamiltonian

H̃k = vF (τzσy sin kx − τzσx sin ky) (3.3.17)

− [M +m (cos kx + cos ky)] τx (3.3.18)

in the new basis. If we now turn on the interlayer coupling, the total Hamiltonian can be
written as

H =
∑

kx,ky ,z

(

Ψ̃†
zH̃ Ψ̃z + Ψ̃†

zH
+Ψ̃z−1 + Ψ̃†

zH
−Ψ̃z+1

)

(3.3.19)

where H± = ±ivF
2
τy − m

2
τx. At the special point m = M/2 = vF , the 2D Hamiltonian is

gapless at (π, π) and H± = −vF
2
τ∓. This means that as the interlayer coupling is introduced,

the Dirac points are gapped out in the following way. The first pair of time-reversal partners
in each layer, S+ + P+ and S− + P−, mix with the second pair, −S+ + P+ and −S− + P− in
the layer above. Therefore, the surface of a finite insulator has a single Dirac node on the
surface. At the special point chosen here, the node is exactly on the surface. If we move
away from that point, the surface states start penetrating into the bulk.

In the current model, the full cubic symmetry is preserved. We may break some symme-
tries by, for example, changing the numerical coefficients of the p-orbitals in (3.3.11). Then,
there will be more parameters in the model and it is possible to get several more phases with
different weak indices.
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3.4 Chiral topological insulator: Electromagnetic response

We now discuss a field theory which describes the electromagnetic response of a chiral topo-
logical insulator which can be readily calculated from the Dirac limit. This can be done by
considering the fermionic path integral

ˆ

D
[

c†, c
]

eiS[c
†,c,Aµ] =: eiWeff [Aµ], (3.4.1)

where the fermionic action S[c†, c, Aµ] =
´

dtL[c†, c, Aµ] is given by

L =
∑

R,R′

c†R {(i∂t + A0)δRR′ −HRR′ [A]} cR′ ,

and HRR′ [A] represents a (tight-binding) Hamiltonian of a chiral topological insulator, min-
imally coupled to the external electromagnetic U(1) gauge field Aµ. [109, 30] Weff [Aµ] is the
effective action for the electromagnetic field, which encodes all electromagnetic responses of
the system. When the system of our interest is gapped in the bulk, Weff [Aµ] includes the
Maxwell term with modified permeability and dielectric constant. Besides the Maxwell term,
Weff [Aµ] can also include the so-called theta term [136],

θe2

4π2~
E ·B =

θe2

32π2~
ǫµνκλFµνFκλ, (3.4.2)

(Here we reinstated the Planck constant and the electric charge.) The effective field theory
of the same type was discussed previously for three-dimensional Z2 topological insulators
[109].

While in principle θ can take any value, in the presence of chiral symmetry, the theta
angle is constrained to be θ = 0 or π: When there is chiral symmetry, under the unitary
transformation (particle-hole transformation)

CcRC−1 = (−1)Rc†R, (3.4.3)

followed by time-reversal

T cR(t)T −1 = cR(−t), T iT −1 = −i, (3.4.4)

the fermion bilinear
´

dt
∑

R,R′ c
†
RHRR′ [A] cR′ is left unchanged while the sign of A0 is

flipped, i.e., T C sends

E → −E, B → B. (3.4.5)

Thus, θ can be mapped to −θ by T C. On the other hand, under periodic boundary condi-
tions, the theta term is invariant under θ → θ+2π. Thus, chiral symmetry is consistent with
θ = π as well as θ = 0. As we will show in Sec. 3.4.1, by integrating out fermions explicitly, a
chiral topological insulator realizes θ = π; θ = π is a hallmark of chiral topological insulators.
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This is anticipated since the theta term is a surface term

ǫµνκλFµνFκλ = 2ǫµνκλ∂µ (AνFκλ) (3.4.6)

and upon partial integration gives rise to the (2+1)-dimensional Chern-Simons action at the
surface of chiral topological insulator. When θ = π, the Hall conductivity σxy on the surface,
which is the coefficient of the surface Chern-Simons action, is one half, σxy = ±1/2 (in unit
of e2/h),

SCS =
σxy
4π

ˆ

d3x ǫµνρAµ∂νAρ, σxy = ±1

2
, (3.4.7)

which indeed reproduces our results from microscopic calculations.
Note that the effect of the theta term shows up only when θ is non-uniform [109, 145].

In particular, when we make an interface between a chiral topological insulator and a trivial
insulator (or vacuum), the theta angle changes from θ = π (inside the topological insulator)
to θ = 0 (outside the topological insulator). Then, in the presence of the chiral symmetry,
there exist gapless surface states. If the chiral symmetry is broken on the surface, for example,
by breaking the A/B sublattice symmetry, the surface states will be gapped and lead to a
quantized hall response. This also defines a smooth path for θ to evolve from 0 to π near
the surface.

3.4.1 Derivation of the theta term

Dirac model

In this section, we demonstrate θ = π in the chiral topological insulator we introduced
by carrying out the fermionic path integral. Below, we will use the Euclidean formalism
(imaginary-time path integral), in which case the theta term appears as the imaginary part
of the effective action while the Maxwell term appears as the real part. To compute the theta
angle of the effective action within the continuum Dirac Hamiltonian, it will prove useful to
compare the effective action for two different states, VBS and chiral topological insulator,

Weff,VBS, Weff,cTI. (3.4.8)

The two states can be connected to each other by continuous (adiabatic) deformation of
the Hamiltonian, if we break the chiral symmetry during the deformation. Namely, we can
interpolate, by one parameter, say, α ∈ [0, π], the two mass terms representing the TI (McTI),
and VBS (MVBS), respectively, without closing the bulk band gap,

M(α = 0) =McTI, M(α = π) =MVBS. (3.4.9)

The variation of the theta angle with respect to α, δθ/δα, can then be computed along
the deformation path. We know that the imaginary part of Weff should be zero for VBS,
ImWeff,VBS = 0, since the VBS state can continuously be connected, without breaking chiral
symmetry, to the trivial insulator, θ(α) = 0. The theta angle for chiral topological insulator
can then be obtained by integrating the variation δθ/δα with the boundary condition θ(α =
π) = 0.
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We now compute the variation δθ/δα. To connect MCTI and MVBS, we can flip the sign
of the mass term for a 4×4 subsector of the 8×8 Dirac Hamiltonian, while keeping the other
half intact: when we smoothly connect the Hamiltonians with the masses MCTI and MVBS,
H0

k + (1 − t)MCTI + tMVBS (0 ≤ t ≤ 1), keeping chiral symmetry during the interpolation,
four out of eight eigenvalues (for each k) cross while the remaining four are not affected by
the interpolation. We thus consider the following single 4× 4 continuum Dirac model,

H = k ·α+mβ. (3.4.10)

The corresponding partition function and the imaginary-time action are:

Z =

ˆ

D
[

ψ†, ψ
]

e−S,

S =

ˆ

dτd3r ψ† (∂τ − i∂ ·α+mβ)ψ, (3.4.11)

With ψ̄ = ψ†β, and with the inclusion of the background gauge field, the action can be
written as

S =

ˆ

d4x ψ̄ [(∂µ + iAµ) γµ +m]ψ, (3.4.12)

where µ = 1, . . . , 4, and we have introduced Euclidean gamma matrices, γi=1,2,3 = −iβαi,
γ4 = β, which satisfy

{γµ, γν} = 2δµν , γ†µ = γµ, µ = 1, 2, 3, 4. (3.4.13)

We also introduce

γ5 = −γ1γ2γ3γ4. (3.4.14)

As advertised, we can flip the sign of mass, in a continuous fashion, by the following
chiral rotation

ψ → ψ = eiαγ5/2ψ′, ψ̄ → ψ̄ = ψ̄′eiαγ5/2, (3.4.15)

under which

ψ̄ (∇µγµ +m)ψ = ψ̄′ (∇µγµ +m′(α))ψ′, (3.4.16)

m′(α) = meiαγ5 = m [cosα + iγ5 sinα] ,

so that m′(α = 0) = m and m′(α = π) = −m.

Calculation of the effective action by gradient expansion

The fermionic path integral defined by (3.4.11) and (3.4.12) can be evaluated for slowly
varying external gauge field Aµ by derivative expansion. Given the fact that the space-time
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variation of the theta angle couples to the electromagnetic field, it is convenient to consider
the case where the mass term also changes slowly in spacetime according to

m → m [cos (α(τ, x)) + iγ5 sin (α(τ, x))]

≃ m+ iγ5δm(τ, x),

δm(τ, x) = mδα(τ, x). (3.4.17)

Below, we compute the derivation of the theta angle with respect to small change in the
mass term, δθ/δα, by gradient expansion.

We integrate out the fermions and derive the effective action for the gauge fields Aµ and
δm,

ˆ

D
[

ψ̄, ψ
]

e−S = e−Weff [Aµ,δm], (3.4.18)

by a derivative expansion

Weff = −Tr ln
(

G−1
0 − V

)

= −Tr lnG−1
0 +

∞
∑

n=1

1

n
Tr (G0V )n , (3.4.19)

where G0 denotes the propagator of free (3+1)D massive Dirac fermions, which is given in
momentum space by

G0(k) = − i/k +m

k2 +m2
, (3.4.20)

whilst

V (q) = +i /A(q) + iγ5δm(q). (3.4.21)

The resultant effective action, to leading order in the derivative expansion, takes the
following form

iδImWeff =
i

8π

ˆ

d4x
δm

m
ǫµνρσ∂ρAµ∂σAν . (3.4.22)

Integrating the variation,

iImWeff =
i

8π

ˆ

d4x ǫµνρσ∂ρAµ∂σAν . (3.4.23)

Calculation of the effective action by Fujikawa method

We now give an alternative derivation based on the Fujikawa method [39]. Since MCTI can
continuously be rotated into MVBS, one would think, naively, Weff,VBS = Weff,CTI. This is
not true, however, as we have demonstrated: Weff,VBS and Weff,CTI should differ by the theta
term. The reason why this naive expectation breaks down is the chiral anomaly. The chiral
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transformation which rotates MCTI continuously into MVBS costs the Jacobian J of the path
integral measure,

ˆ

D
[

ψ̄, ψ
]

e−S[m] =

ˆ

D
[

ψ̄′, ψ′]J e−S[m′]. (3.4.24)

The chiral anomaly (the chiral Jacobian J ) is responsible for the theta term.
We now compute the Jacobian J explicitly, by breaking up the chiral transformation

into an infinitesimal chiral rotation

ψ → ψ = U(t)ψt ψ̄ → ψ̄ = ψ̄tU(t)

U(t) = etΘ, t ∈ [0, 1], Θ = iγ5
π

2
(3.4.25)

For each step t

ψ̄ (∇µγµ +m)ψ = ψ̄t
(

∇µγµ +me2i(π/2)tγ5
)

ψt

≡ ψ̄tDtψt. (3.4.26)

Observe that when t becomes unity, we completely flip the sign of the mass term. The
Jacobian is given by

J (t) = exp

[

−
ˆ t

0

duW(u)

]

,

W(u) =
d

du
(lnDetDu) . (3.4.27)

This can be computed as

W(u) = lim
∆u→0

1

∆u
Tr

[

D−1
u ∆u (ΘDu +DuΘ)

]

= 2Tr [Θ] . (3.4.28)

This expression, if naively interpreted, is divergent and should be regularized by the
heat-kernel method,

W(u) = lim
M2→∞

2Tr
[

Θe−D
2
u/M

2
]

, (3.4.29)

where M2 is the regulator mass which is sent to be infinity at the end of calculations. The
trace can explicitly evaluated by inserting the set of eigenstates of Du and then using the
momentum basis as

W(u) = 2 lim
M2→∞

ˆ

d4x

ˆ

d4k

(2π)4
tr

[

Θe−〈k|D2
u|k〉/M2

]

where 〈k|D2
u|k〉 is the matrix elements of D2

u in the momentum basis. Noting that

(

/∇
)2

= ∇µ∇µ +
i

4
[γµ, γν ]Fµν , (3.4.30)
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and keeping pieces which survive the limit M2 → ∞,

W(u) = 2 lim
M2→∞

ˆ

d4x

ˆ

d4k

(2π)4

×tr
[

Θe−ikxe−(∇µ∇µ+
i
4
[γµ,γν ]Fµν)/M2

e+ikx
]

= 2

ˆ

d4x tr

[

Θ
1

2!

(

− i

4
[γµ, γν ]Fµν

)2
]

×
ˆ

d4k

(2π)4
e−kµkµ (3.4.31)

Finally, noting tr [γ5 [γµ, γν ] [γκ, γλ]] = −16ǫµνκλ and
´

d4k/(2π)4e−kµkµ = 1/(16π2),

W(u) = 2i
π

2

−1

32π2
ǫµνκλFµνFκλ. (3.4.32)

By integrating over u ∈ [0, 1], we reproduce the previous result.

3.5 Chiral topological insulator with spin

In order to explore all possible insulating and superconducting phases, it is necessary to
introduce spin using the spin Pauli matrices σi:

~Mspinful = Mspinless ⊗ ~σ (3.5.1)

For example, the tensor product of the CDW mass matrix with the spin Pauli matrices gives
a mass matrix describing (π, π, π) Neel order. Similarly, we can get a spin-chiral Topo-
logical Insulator (s-cTI) by starting from the cTI mass (β5 in Table 3.2) and considering
its tensor product with σx,y,z, forming a spin-dependent and TRS mass term. The resulting
Hamiltonian is Hs−cTI =

∑

k(f
†
k↑ , f

†
k↓)σy ⊗Hcti

k (fk↑ , fk↓)
T where

Hcti
k = 2|t′′|[sin(kx + ky − kz)− sin(kx + ky − kz) (3.5.2)

+sin(kx − ky + kz)− sin(kx − ky − kz)]τyµyνz

and fk↑(↓) is as defined in (3.2.3) with obvious extension to include spin. According to Sec.
3.3, there are now two surface massless Dirac fermion states, one for each spin. The gapless
nature of these surface modes turns out to be stable, and the gapped Hamiltonian Hs−cTI
is indeed a topological insulator. In the terminology of [119], they can be also called class
CII topological insulator. In general, when arbitrary spin-orbit interactions are permitted,
spin chiral topological insulators are characterized by a Z2 quantity rather than the integer
winding number, which is the even-odd parity of the winding number ν for either one of the
two spin sectors. Spin chiral topological insulators are in many ways analogous to the more
familiar quantum spin Hall effect (QSHE) in two spatial dimensions, but require the chiral
symmetry in addition to TRS. To have an intuitive understanding of the QSHE, one can
first start from two decoupled and independent QHE states with opposite chirality for each
spin and glue them together. More general QSH states can then be obtained by rotating the
Sz conserving QSHE by SU(2) rotation, which is quite analogous to the construction of the
spin chiral topological insulators above.
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3.6 Singlet topological superconductors

The π-flux cubic lattice can also host various kinds of superconducting orders which can be
obtained by performing particle-hole transformations on the spin-versions of the insulators.

In order to enumerate the various classes of proximate superconductors, it is sufficient to
look at the low-energy physics in the vicinity of the Dirac nodes. Assuming pairing between
opposite crystal momenta, and looking for fully gapped superconductors, we may write a
general low-energy Hamiltonian as:

H(Q+ k) ≃ HSC(k) =
1

2

∑

k

(

F †
k, F−k

)

(

(k.α⊗ I4×4) ∆
∆† (k.α⊗ I4×4)

)(

Fk

F †
−k

)

(3.6.1)

where Fk is a fermion operator with 16 components, including the 8 sublattice indices and
spin. It is related to the microscopic fermion operators f via Fn = (U ⊗ σ0)nmfm, with U as
defined in (3.2.11) to bring the Dirac theory into canonical form, and σ0 the identity matrix in
the spin basis. ∆ is a 16×16 matrix describing the pair potential in the vicinity of the Dirac
node. From fermion anticommutation, it must be antisymmetric ∆ = −∆T. Also, in order to
anticommute with the kinetic energy and open up a full gap, it must be proportional to one of
the two Dirac mass terms β0, β5. Thus, in general ∆ = β0,5µiσj , i, j = 0, 1, 2, 3 where µ is the
node index. Since in the the normal form described in Sec.3.2.2, β0 and β5 are antisymmetric,
the product µiσj must be symmetric. Of the 10 symmetric possibilities for this product, 9 are
also symmetric in spin (µ0,x,zσ0,x,z) and thus describe triplet superconductors, whereas the
lone spin antisymmetric matrix µyσy describes spin singlets. Therefore, our model contains
two spin singlet superconductors - β0µyσy and β5µyσy. The former is readily shown to
be onsite s-wave pairing. The latter however is interesting and corresponds to a singlet
Topological Superconductor(sTS), and that is what we shall focus on now.

At the microscopic level, the singlet topological superconductor superconductor arises
when pairing is added along the body diagonals of the cube, in a specified form. It can
be conveniently obtained from the spin chiral topological insulator Hs−cTI , by performing a
spin-dependent particle-hole transformation

f↑ → f↑ , f↓ → τzf
†
↓ (3.6.2)

on the spin-cTI Hamiltonian. As a result of the hopping being imaginary, the sTS is a spin
singlet:

i|t′′|A†B + h.c. (spinless insulator)

−→ i|t′′|(A†
↑A

†
↓)σy

(

B↑
B↓

)

+ h.c. (spin-insulator) (3.6.3)

−→ −|t′′|(A†
↑B

†
↓ − A†

↓B
†
↑) + h.c. (singlet SC) (3.6.4)

In momentum space, (3.6.2) corresponds to

fk↑ → fk↑ , fk↓ → τzf
†
−k↓ (3.6.5)
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This converts Hs−cTI into a pairing Hamiltonian:

HsTS =
∑

(f †
k↑ τzf−k↓)σy ⊗Hcti

k

(

fk↑
τzf

†
−k↓

)

= −i
∑

k

f †
k↑H

cti
k τzf

†
−k↓ + h.c. (3.6.6)

which is clearly a superconducting singlet.
HsTS can be written as 1

2

∑

k Ψ
†
kH

sTS
k Ψk where Ψ†

k = (f †
k↑ f

†
k↓ f−k↑ f−k↓) and HsTS

k =

iπyσyH
cti
k τz where πy is a Pauli matrix in the particle-hole basis. It is SU(2)spin-symmetric:

πxH
sTS∗
−k πx = −HsTS

k (3.6.7)

it also preserves TRS:
σyH

sTS∗
−k σy = HsTS

k (3.6.8)

Thus, it belongs to class CI of BdG Hamiltonians according to the Altland-Zirnbauer clas-
sification.

Having been obtained from the cTI by particle-hole rotation allows us to conclude that
there are protected 2D Dirac nodes on the surface of the topological superconductor. In this
minimal case, a pair of Dirac nodes is present. The intuitive node pairing picture presented
for cTIs, should also hold here, which suggests a route to a topological superconductor by
stacking nodal two dimensional superconductors. Since the latter are commonly encountered,
we hope this might help in the search for these exotic paired states.

However, as shown in [119], the combination of TRS and SU(2)spin-symmetry results in
a second chiral condition (i.e., chiral symmetry which is not related to sublattice symmetry),
which, in our representation is

πxσyH
sTSσyπx = −HsTS (3.6.9)

As a consequence, the surface states of the sTS are protected by the physical symmetries
of time-reversal and spin-rotation, and are therefore robust against the destruction of the
chiral symmetry (3.2.6) which stabilizes the cTI.

The surface states can be detected, for example, by a tunneling experiment. In the
absence of disorder, the surface density of states ρ(E) is linear in energy, ρ(E) ∼ |E|,
characteristic to the 2D Dirac dispersion. On the other hand, randomness is a relevant
perturbation to the surface modes, and flows to a strong coupling renormalization group
fixed point. The random SU(2) gauge potential, known not to be able to localize the Dirac
fermions, renormalizes to an exactly solved strong coupling renormalization group (RG) fixed
point at long distances. Likewise to the surface Dirac fermion mode of a chiral topological
insulator (see Sec. 3.3.1), disorder is not able to localize the surface Dirac fermions in a singlet
topological superconductor. However, under the influence of disorder, the (tunneling) density
of states ρ(E) changes from a linear dependence to ρ(E) ∼ |E|1/7 [131, 83, 15, 90].

3.7 Toward physical realization

The π-flux cubic lattice, although very convenient for computational purposes, is somewhat
unnatural. Here, we discuss an alternate system which has the same salient features and
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Figure 3.7.1: Honeycomb sheets coupled via spin-orbit interactions as a result of the electric
fields (small arrows) generated by additional atoms (blue dots) at the centers of the vertical
faces normal to ŷ. An electron “going up” along a green (AB′ bond) or red (A′B bond) dotted
line effectively feels a hopping of −iλSO or iλSO, respectively. Thus, the path AB′A′BA
encloses a flux of π.

hence gives rise to the same physics for the ordered state as the π-flux cubic lattice, but is
somewhat more physical.

A stack of honeycomb sheets coupled in such a way that every vertical face encloses a
flux of π has three dimensional Dirac nodes in its band structure. However, unlike the cubic
lattice, the π-flux can be generated very naturally through spin-orbit (SO) interactions by
placing an atom with strong SO interactions at the center of every alternate vertical face, as
shown in Figure 3.7.1.

For a single honeycomb layer, the Hamiltonian takes the form

Hhoney
k = −t

[

A†
kBk(e

ikx + ei
−kx+

√
3ky

2 + ei
−kx−

√
3ky

2 )

]

+ h.c. , (3.7.1)

t being the hopping strength. For the layered system shown in Figure 3.7.1, we must add a
term

HSO =
∑

z

(vz ẑ × Ex̂).~σ ≡ i|λSO|σy (3.7.2)

at each (kx, ky) to the sum of single layer Hamiltonians of the form (3.7.1) for each layer.
Here, the velocity operator for the z-th layer is given by

vz = −i A†
z(B

′
z+1 − B′

z−1)− B†
z(A

′
z+1 − A′

z−1) + h.c., (3.7.3)

the electric field E = −|E| for the A − B′ bonds and +|E| for the A′ − B bonds, and σi
are Pauli matrices in the spin space. The planar momentum has been suppressed in (3.7.3)
to enhance its readability. The band structure of this system has three-dimensional Dirac
nodes at QR(L) =

(

0,± 4π
3
√
3
, 0
)

and the low-energy Hamiltonian now takes the form

Hp = τyµzpx + τxνzpy − 2|λSO|τyµyσypz (3.7.4)
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Figure 3.7.2: Hopping texture that results in a chiral topological insulator. The red (left
Figure ) and blue lines (right Figure ) represent bonds of opposite signs when the vertical
hopping is purely due to spin-orbit coupling, respectively. When ordinary real hopping in the
z-direction is also present, the two colors can be interpreted as bonds of different strengths
for some values of the parameters. Two separate Figure s have been drawn for clarity.

where τ , ν and µ are Pauli matrices on the sublattice, node and layer space, respectively.
This Hamiltonian preserves the chiral symmetry

τzHpτz = −Hp (3.7.5)

and TRS
σyνxH∗

−pνxσy = Hp. (3.7.6)

The cTI is now realized through a texture of real third-neighbor hoppings as shown in
Figure 3.7.2. In the low-energy theory, it corresponds to the mass term

McTI = τyνzµx. (3.7.7)

This preserves TRS for spinful electrons and thus, results in the spin-cTI discussed in Sec.
3.5. For spin-polarized electrons, the Hamiltonian for each spin individually breaks TRS, but
time-reversal connects the two components of the spin. Therefore, we get two time-reversal
related copies of the spinless cTI.

A calculation like that in Sec. 3.3.2 gives surface states that decay into the bulk as
(

|λSO|−3
√
3|tcTI |

|λSO|+3
√
3|tcTI |

)|z|
, where |tcTI | is the strength of the third-neighbor hopping and |z| is the

distance from the surface (|z| = 0 represents the surface bilayer).
This is still not very realistic, though. In a real system, we expect ordinary hopping in

the z-direction. Also, it is more natural for a system to have alternately strong and weak
third-neighbor bonds rather than bonds of opposite signs. Thus, we must include two more
terms into the Hamiltonian, vertical hopping of strength |tz| and a mean third-neighbor
hopping |tavg|. |tcTI | now becomes the deviation from this mean. It is straightforward to
check that both these terms are proportional to τxµx, and hence, destroy the pure Dirac
dispersion.

The system is a topological insulator if it has zero energy surface states while the bulk
is fully gapped. The latter condition can be easily checked to be true as long as 3

√
3|tcTI | >

|tz − 3tavg|, while an explicit calculation shows that the zero energy surface states exist and
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decay into the bulk as
[

|tz−3tavg |+τz(|λSO|−3
√
3|tcTI |)i

|tz−3tavg |−τz(|λSO|+3
√
3|tcTI |)i

]|z|
, where τz represents the eigenvalues of

τz Pauli matrix, for all values of |tavg| and |tcTI |. If |tavg| > |tCTI | , the bonds of opposite
signs now become bonds of different strengths. Thus, even in the presence of |tavg| and |tcTI |,
there is a region in parameter space where the system is still a cTI.

3.8 Topological defects and dualities

Finally, we make a slight digression and discuss duality relationships between the various
order parameters. Because of the plethora of phases possible for the 3D Dirac fermion
system, the physics of such a system in the presence of topological defects in one or more
of these phases is extremely rich. When a set of six order parameters is chosen so as to
form an O(6) vector in the space of mass matrices (see below for details), then the core of a
point topological defect in the 3D vector field defined by three components of such a vector
carries quantum numbers corresponding to the other three components. Such an intimate
connection among seemingly different order parameters, which are not related by symmetry
or symmetry breaking, is the heart of the non-Landau-Ginzburg transition that has been
discussed in two dimensions [122, 120, 127, 121]. In this section, we will explore the duality
relationships among order parameters we have discussed so far, for the simplest physically
interesting case.

3.8.1 VBS and Neel

We start by describing the duality between the VBS and Neel order parameters [127, 121].
Suppose the Hamiltonian contains VBS order:

H(r) = −i∂iαi + β5V .µ (3.8.1)

where β5µ the mass terms representing three VBS orders (Table 3.2), and V = (Vx, Vy, Vz)
is the corresponding VBS order parameter and could in general, be slowly varying on the
scale of the lattice spacing.

Let us study the physics of this system when V (r) contains a point topological defect at
the origin. For simplicity, let us assume an isotropic “hedgehog” configuration, V (r) = V (r)r̂
where V (0) = 0 to ensure analyticity. Then it is possible to analytically solve H(r)ψ(r) = 0
for the zero-energy modes ψ(r). Note that in general these are mid gap states, but for the
simple model we discuss here they appear precisely at zero energy. Since, V (r) has been
assumed to be isotropic, we seek solutions that depend only on the magnitude of r, i.e.,
ψ(r) ≡ ψ(r). Thus, we would like to solve

sin θ cosφ (−iαxψ′(r) + V (r)β5µxψ(r)) +

sin θ sinφ (−iαyψ′(r) + V (r)β5µyψ(r)) +

cos θ (−iαzψ′(r) + V (r)β5µzψ(r)) = 0 (3.8.2)

where θ and φ are the usual spherical polar co-ordinates in real space.
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The only angular dependence in this equation is through the trigonometric factors outside
the parentheses. Therefore, the solution must satisfy

− iαjψ
′(r) + V (r)β5µjψ(r) = 0 (3.8.3)

for j = x, y, z. Clearly, it must be of the form

ψ(r) = e−
´ r

0 V (r)drχ (3.8.4)

where χ satisfies iαxβ5µxχ = iαyβ5µyχ = iαzβ5µzχ = χ. (The eigenvectors χ of iαjβ5µj
corresponding to eigenvalues −1 lead to unnormalizable exponentially growing solutions,
ψ(r) = e+

´ r

0 V (r)drχ). Using the explicit forms of the matrices, it turns out that the only
non-zero component of χ is the one corresponding to the B1′ sites. Since our chosen texture
for V (r) has unit topological charge, we expect, and will show more rigorously in the next
subsection, that the solution just found is the only solution. Moreover, it ensures that any
topologically equivalent configuration must carry a single zero mode at its core. Analogous
calculations in D=2 were discussed in Refs. [67, 61].

We have not included the spin degree of freedom so far. For spinful electrons, there are
two degenerate zero-modes, and the texture carries spin 1

2
if one of these levels is filled.

Similarly, we expect that a hedgehog in Neel order carry a “VBS-spin-1/2” [127, 121]. This
is subtler, because the meaning of a “VBS-spin-1/2” must be defined first. This is easiest to
do for a cubic lattice. Along any given cubic direction, there are clearly two degenerate ways
of Kekule ordering of the bonds. These two degenerate patterns of alternating low (strong
bond) and high (weak bond) energy densities are defined as the “up” and “down” components
of a VBS-spin-1/2 along that direction.

We obtain the zero modes by repeating the above calculation after replacing the µi’s above
by σi’s and β5 by β0 to get the Neel order mass matrix [See Table 3.2 and (3.5.1)]. The (two)
zero modes we get have the following structure: within each zero mode wavefunction, the
real spins on neighboring sites are ferromagnetically ordered along one space direction and
Neel ordered in the perpendicular plane. However, all the spins are flipped as one goes from
one zero mode to the other [See Figure 3.8.1 (b) and (c)].

For ~N = N(r)r̂, the wavefunctions are

ψ1(r) = e−
´ r

0 N(r)dr

×(0, 1, 0, i, i, 0, 1, 0, i, 0,−1, 0, 0,−1, 0, i)T , (3.8.5)

ψ2(r) = e−
´ r

0 N(r)dr

×(1, 0,−i, 0, 0, i, 0,−1, 0, i, 0, 1,−1, 0,−i, 0)T ,

in the basis defined in Sec. 3.2 with the innermost gradation referring to spin, which is
quantized along z. Clearly, this is related to the two VBS patterns oriented along the vertical
direction of the cubic lattice. Also, under a unit translation in that direction followed by a
spin flip, to maintain the mean field Neel configuration, they exchange roles as one would
except from VBS orders. VBS-spins along along x and y can be obtained by performing
appropriate SU(2) rotations on the spinor (ψ1, ψ2)

T . Thus, the core of a Neel hedgehog
contains states defined by VBS-spin quantum numbers.
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Figure 3.8.1: The mean field spin configuration at site r (a) and the spin configurations
of the two zero modes ψ1 (b) and ψ2 (c) at the core of a point topological defect in Neel
order (See text). ψ1(ψ2) has spins parallel (anti-parallel) to the mean field spins on the
A1′B1′A2′B2′plane and anti-parallel (parallel) to them on the A1B1A2B2 plane.

3.8.2 O(6) vectors of order parameters and the WZW term

We now discuss the relation between the VBS and Neel order parameters in terms of the
effective field theory behind them. Subsequently, we will show that such relations exists for
a much wider class of order parameters.

The dual nature of the order parameters can be understood by observing that all the six
matrices in the sets β5~µ (the VBS mass terms) and β0~σ (the Neel mass terms) anticommute
with each other. As a result, with the mass term HM = V · β5~µ + N · β5~σ the energy
eigenvalues depend only on the length of the six component vector (V ,N ), but not on their
direction. Thus, we can separate the modulus and direction of the six components of order
parameters, the latter of which forms six component vector with fixed length.

n̂ =
1

√

V 2 +N 2
(V ,N ) (3.8.6)

The existence of the midgap states, and the quantum numbers thereof can then be com-
puted following the spirit of the Goldstone-Wilczek formula [47]: we integrate over gapped
fermions in the presence of the slowly varying background of the n̂ vector. The resulting
effective action has a Wess-Zumino-Witten (WZW) topological term. (See Refs. [127, 121, 2]
and Sec. 3.8.3). This is most conveniently written by introducing an additional fictitious
coordinate u ∈ [0, 1] such that one evolves from a reference configuration at u = 0 to the
desired space-time configuration of n̂ at u = 1. Then,

SWZW = i
2ǫa0a1a2a3a4a5

π2

ˆ

na0∂xn
a1∂yn

a2∂zn
a3∂tn

a4∂un
a5 (3.8.7)
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where ǫ is the antisymmetric symbol, the integral is over space-time and u, and a sum on
the ai = 0 . . . 5 is assumed.

The existence of the WZW topological term signals the fact that a solitonic configuration
of the order parameter is dressed by an appropriate quantum number; if the defect is created
in V (r) (N (r)) it carries a quantum number related to N (r) (V (r)), respectively. In turn,
this is ascribed, at the microscopic level, to the existence of the midgap states in the Dirac
Hamiltonian. This can be explicitly seen by assuming a static background texture for the
VBS order and deriving the consequences of (3.8.7). Assuming a hedgehog defect of the
VBS order, and integrating over space, one obtains an effective action for the Neel order
parameter ŝ = N/ ‖ N ‖ near the core of the defect.

Sdefect
WZW =

i

2

ˆ

dudt ŝ · ∂tŝ× ∂uŝ (3.8.8)

which is simply the action of a spin 1/2 object. Thus a hedgehog defect of the VBS order is
shown to carry spin 1/2. This also means that the hedgehog core hosts a single zero mode
as claimed in the previous subsection, because then the two degenerate states of a spinor-1/2
would correspond to the zero mode being occupied or unoccupied.

Such duality relation can be found for other sets of order parameters. Among order
parameters (fermion bilinears) we have discussed so far, we now look for a set of six mass
matrices Ma=1,...,6 which anticommutes with each other,

{Ma,Mb} = δab, a, b = 1, . . . , 6, (3.8.9)

and with the Dirac kinetic term −i∂iαi, and satisfies

tr [α1α2α3M1M2M3M4M5M6] = 16. (3.8.10)

(See Sec. 3.8.3 for details.) Such order parameters are intricately correlated with each other,
in the same way as the VBS and Neel order parameters are related to each other. Indeed, in
Sec. 3.8.3, we show for any such set of six anticommuting order parameters, the same WZW
term (3.8.7) exists when the gapped fermions are integrated out.

We list below some of such 6-tuplets of order parameters for the 3D π-flux lattice model.
We first note that the triplet of VBS order parameters (VBSx,y,z) can form a pair with
CDW and s-wave superconductivity (the real and imaginary components)(sSC). Similarly,
replacing the three VBS orders with a triplet of spin chiral topological insulators (s-cTIx,y,z)
(class CII) from Sec. 3.5 also leads to a WZW term in the action:

{VBSx,y,z,CDW, sSC} (3.8.11)

{s-cTIx,y,z,CDW, sSC} (3.8.12)

These are generalizations of known relations in two spatial dimensions discussed in [45, 120]
and [49] respectively.

Finally the singlet topological superconductor (sTS) discussed in Sec. 3.6 can be paired
with the triplet of Neel orders, and the chiral topological insulator (cTI) with spin degeneracy,

{Neelx,y,z, cTI, sTS}. (3.8.13)
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The last set is unique in a sense that it relates a singlet superconducting order to the triplet
of Neel orders. Indeed, there is no analog of this in 2D, either on the π-flux square lattice
or the honeycomb lattice, where singlet SC orders can be paired only with easy-plane SDW
order (SDWx,y), but not the full SU(2) set of Neel orders[112]. If we consider a situation
where only the Neel and superconducting orders are relevant, and the sixth component above
can be neglected, then one can derive a topological term for this five component set. This is
the higher dimensional analog of the Haldane O(3) topological term for the spin 1/2 chain.
Thus, if n̂ is the five component unit vector comprising of three Neel and the two (real and
imaginary parts) of the singlet Topological Superconductor, we have the following theta term
in the action:

STop = iθQ (3.8.14)

Q =
3

8π2

ˆ

d3xdtǫa1a2a3a4a5n
a1∂xn

a2∂yn
a3∂zn

a4∂tn
a5

where θ = π, and the quantity Q is an integer characterizing the topology Π4[S4] of smooth
four dimensional space-time configurations of this five component vector. Thus the quantum
interference between Neel order and superconductivity in D=3 is described by an SO(5)
model with a topological term. What is the physical consequence of such a term? In D=2,
these are associated with unconventional (deconfined) quantum critical points between the
pair of ordered states [122, 127, 121]. However, in D=3, a stable insulating spin liquid
phase, with a spin gap, can separate the Neel and superconducting state. Such a spin liquid
is expected to have electric and magnetic charges which are associated with the spin and
superconducting orders. Condensing one or the other will lead to the two ordered phases.
Further study of such competing orders in D=3 is left to future work.

3.8.3 Non-linear sigma model with WZW term

The purpose of this section is to show the duality relation for any 6-tuplets of order parame-
ters satisfying the anticommutation relation (3.8.9), in particular for the 6-tuplets discussed
in Sec. 3.8. We do so by showing that when gapped fermions are integrated out in the
presence of the slowly varying background of the O(6) vector, there is the WZW term.

Non-unitary transformation

Let us start from the Hamiltonian contains both VBS and Neel order parameters: [see (3.8.1)]

H(r) = −i∂iαi + β5V .µ+ β0N .σ (3.8.15)

where V represents the VBS order parameter, and N the Neel vector. The imaginary-
time path integral corresponding to this Hamiltonian is given by the partition function
Z =

´

D
[

χ†, χ
]

exp
(

−
´

dτd3xL
)

with the Lagrangian L = χ† (∂τ +H(r))χ where χ† and
χ are a fermionic path integral variable. We will integrate fermions out to derive the effective
action for the O(6) vector (N ,V ), from which we will try to read off the duality relation of
the order parameters. The same procedure can be repeated for any other 6-tuplets of order
parameters discussed in Sec. 3.8. But before doing this, we will make a change of variables
to transform the action into a canonical form.
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To discuss all duality relations discussed in Sec. 3.8 in a unified fashion, let us start from
a set of nine 24 × 24 anticommuting hermitian matrices,

ξiξj + ξjξi = 2δij, i, j = 1, . . . , 9, (3.8.16)

with

ξ9 = −ξ1ξ2 · · · ξ8. (3.8.17)

These matrices form a spinor representation of SO(9). Three out of these matrices ξ1,2,3 can
be used to form a Dirac kinetic energy, whereas the remaining six matrices can be used as a
mass matrix representing an order parameter,

Hk =
∑3

i=1
kiξi +

∑9

a=4
maξa, (3.8.18)

where ma=4,...,9 ∈ R represents a six-component order parameter. For example, for (3.8.15),

ξ1,2,3 = α1,2,3, ξ3,4,5 = β5µ1,2,3, ξ5,6,7 = β0σ1,2,3, (3.8.19)

and

m4,5,6 = (Vx, Vy, Vz), m7,8,9 = (Nx, Ny, Nz). (3.8.20)

The imaginary-time path Lagrangian is given by

L = χ†
(

∂τ +
∑3

i=1
kiξi +

∑9

a=4
maξa

)

χ. (3.8.21)

For other 6-tuplets discussed in Sec. 3.8, we can choose similarly an appropriate set of
9 matrices ξi, where the three matrices are for the Dirac kinetic term, and the remaining
three for the any O(6) order parameters in Sec. 3.8. To this end, observe that once we
consider superconducting orders we are lead to consider 25 × 25 mass matrices acting on
sublattice indices (τ), the 1 and 2 indices (ν) introduced in Figure 3.2.1, the bilayer indices
(µ), spin indices (σ), and particle-hole spaces (π). However, when we limit ourselves to
singlet superconductivity, by making use of spin rotation symmetry, we can always reduce
the dimensionality of mass matrices down to 24 × 24.

We now make a change of the fermionic path integral variables to transform the La-
grangian into the canonical form [see (3.8.23) below]. To this end, we introduce

ψ̄ := χ†ξ9, ψ := χ,

γ0 := ξ9, γi := −iξ9ξi (i = 1, . . . , 3),

γ5 = −γ0γ1γ2γ3,
Σa = (ξ4ξ5ξ6ξ7ξ8) ξa (a = 4, . . . , 8), (3.8.22)

wherein the Lagrangian in terms of the new variables is given by

L = ψ̄
(

∂µγµ +m9 +
∑8

a=4
maiγ5Σa

)

ψ. (3.8.23)
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The merit of this change of variables is that it untangles rotations in the order parameter
space and in the real space: the mass matrices (Σa=4,...,8) and the matrices entering in the
Dirac kinetic term (γµ=0,...,3) are made mutually commuting,

[γµ,Σa] = 0, ∀µ, a, (3.8.24)

where γs and Σs form SO(4) and SO(5), respectively,

γµγν + γνγµ = 2δµν , µ, ν = 0, 1, 2, 3,

ΣaΣb + ΣbΣa = 2δab, a, b = 4, . . . , 8. (3.8.25)

Below, we will use the following notation for the order parameters and mass matrices,

M := m9 +maiγ5Σ
a = |M |

6
∑

l=1

nlΥ
l, (3.8.26)

where the set of matrices Υl, the modulus |M |, and the six-component unit vector nl are
introduced by

Υl := {I, iγ5Σ4, · · · , iγ5Σ8} ,

|M |2 := m2
9 +

8
∑

a=4

m2
a,

nl := |M |−1 (m9,m4, · · · ,m8) . (3.8.27)

For later use, we also introduce

M̃ := m9 −maiγ5Σa, (3.8.28)

which satisfies MM̃ = |M |2I.

Gradient expansion

So far the order parameter m4,...,9 has been assumed to be static. We now consider a situation
where m4,...,9 changes slowly (smoothly) in space-time, m4,...,9 → m4,...,9(τ, x) [M →M(τ, x)].
We consider the case where length of the vector is constant,

∑9
a=4 |ma(τ, x)|2 = const.,

whereas its direction varies. I.e., the modulus |M | is constant whereas the six-component
unit vector nl in (3.8.27) changes in space-time.

We now proceed to derive the effective action for the bosonic field [the set of order
parameters m4,...,9(τ, x)], the O(6) non-linear sigma model with the WZW term, following
[2]. The effective action Seff is derived by integrating over fermions,

e−Seff :=

ˆ

D
[

ψ̄, ψ
]

e−S = elnDet (γµ∂µ+M),

Seff = −Tr ln (γµ∂µ +M) =: −Tr lnD. (3.8.29)
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We compute the effective action by first computing the variation δSeff [M ] under a small
change in the bosonic fieldM(τ, x), and then by recovering the full functional Seff [M ]. Taking
a small variation in M(τ, x),

D → D + δD, δD = δM, (3.8.30)

the change in the effective action to the leading order in δM is given by

δSeff = −Tr
[

(

p2 + |M |2 + γµ∂µM
)−1 (− γµ∂µ + M̃

)

δM
]

(3.8.31)

Assuming the order parameter field M changes smoothly in space-time, we expand

(

p2 + |M |2 + γµ∂µM
)−1

=
[

1 + (p2 + |M |2)−1γµ∂µM
]−1

(p2 + |M |2)−1 (3.8.32)

in terms of the derivative ∂µM , which leads to

δSeff = −
∑

n

(−1)nTr
{

[

(p2 + |M |2)−1γµ∂µM
]n

×(p2 + |M |2)−1
(

− γµ∂µ + M̃
)

δM
}

=
∑

n=0

δS
(n)
eff . (3.8.33)

The term which can potentially give rise to the WZW term is the following piece in δS(4)
eff :

δΓ := −Tr
{

[

(p2 + |M |2)−1γµ∂µM
]4
(p2 + |M |2)−1M̃δM (3.8.34)

This can be written as

δΓ = −|M |6tr16
[

γµ1Υ
a1γµ2Υ

a2γµ3Υ
a3γµ4Υ

a4Υ̃bΥc
]

×trk

{[

4
∏

i=1

(p2 + |M |2)−1(∂µinai)

]

nb(δnc)

}

,

where tr16 represents the 16-dimensional trace, whereas trk represents the trace over the
momenta/spatial coordinates. By noting

tr16

[

γµ1Υ
a1γµ2Υ

a2γµ3Υ
a3γµ4Υ

a4Υ̃bΥc
]

=16iǫµ1µ2µ3µ4ǫa1a2a3a4bc, (3.8.35)

δΓ is computed as

δΓ = −16iǫµ1µ2µ3µ4ǫa1a2a3a4bcJ

ˆ

d4x (3.8.36)

×(∂µ1na1)(∂µ2na2)(∂µ3na3)(∂µ4na4)nb(δnc),
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where the integral J is given by

J =

ˆ

d4p

(2π)4
|M |6

(p2 + |M |2)5 =
π

23
1

Area (S5)

1

4!
, (3.8.37)

and Area
(

Sd
)

:= 2π(d+1)/2/Γ [(d+ 1)/2] represents the area of the d-dimensional unit super-
sphere.

(3.8.36) can be rewritten, by introducing an artificial coordinate u ∈ [0, 1], as a surface
integral,

δΓ =
2πiǫµ1µ2µ3µ4ǫa1a2a3a4bc

Area (S5) 4!

ˆ

d4x

ˆ 1

0

du (3.8.38)

×∂u [(∂µ1na1)(∂µ2na2)(∂µ3na3)(∂µ4na4)nb(δnc)] ,

where we extend the integrand properly in such a way that (integrand) = 0 at u = 1,
whereas at u = 0 the integrand gives the original expression (3.8.36). (3.8.38) is nothing but
the functional derivative of the WZW functional,

Γ =
2πi

Area (S5) 5!

ˆ

D5

d5x ǫµ1···µ5ǫa1···a6 (3.8.39)

×(∂µ1na1)(∂µ2na2)(∂µ3na3)(∂µ4na4) (∂µ5na5)na6 ,

where dx5 = dud4x = dudτd3x, and the integration domain B is topologically equivalent to
a five-dimensional disk (i.e., ∂D5 = S4) with a boundary at u = 0. We thus conclude the
effective action Seff includes the WZW term Γ, together with the kinetic term of the SO(6)
non-linear sigma model.

We now discuss why this implies the presence of midgap modes when a defect is created
in the ordered state. For concreteness, consider the six components of n̂ above as being
composed of VBS and Neel order parameters. Introduce a static hedgehog defect in the
VBS order, and derive the effective action for the remaining Neel components. If we use the
ansatz n̂ = [ρ(r)v̂,

√

1− ρ2ŝ(t, u)], where ρ(r = 0) = 0 and ρ(r → ∞) = 1, and v̂ encodes
the hedgehog defect, one obtains after integration:

Sdefect
WZW =

i

2

ˆ

dudt ŝ · ∂tŝ× ∂uŝ (3.8.40)

which, for the Neel variables, is the action of a spin 1/2 object.

3.9 Conclusions

In this chapter, we have discussed chiral topological insulators and singlet topological su-
perconductors in three spatial dimensions, proposed in [119].

We constructed two concrete lattice models that realize a chiral topological insulator in
symmetry class AIII: The first model is constructed by starting from the 3D π-flux cubic
lattice model. The second model consists of stacked honeycomb layers with string SO inter-
actions generating non-trivial π-flux for hopping in the direction perpendicular to the layers.
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While the stacked honeycomb lattice model is quasi-realistic, the 3D π-flux lattice is not
particularly realistic. Nevertheless, it is a convenient canonical model to uncover interesting
properties shared by general chiral topological insulators.

In many ways, a chiral topological insulator can be viewed as a close cousin of the known
topological states in 3D, such as a Z2 topological insulator: A hallmark of both of these states
is an appearance of non-trivial surface modes when topological bulk states are terminated
by a boundary. However, for a chiral topological insulator, an arbitrary number of flavors of
Dirac fermions can appear at the surface and be stable. We discussed a physically transparent
picture of the chiral topological insulator, which explains the appearance of surface Dirac
fermion states, and their stability in the presence of chiral symmetry. A similar picture also
explains the stability of TRS Z2 topological insulators whose bulk Dirac nodes are centred
at TRIM. It is shown that the θ = π axion electrodynamics can also be realized in chiral
topological insulators, in addition to the known realization in Z2 topological insulators. We
should also stress that chiral symmetry, which is realized in the models discussed here as
sublattice symmetry, is likely broken in any realistic systems. Nevertheless, as far as breaking
of chiral symmetry is sufficiently weak, θ is expected to be close to π, and can

It is also worth while mentioning that chiral symmetry need not to be realized only as
sublattice symmetry: class AIII symmetry can be realized in the BdG Hamiltonians for Sz-
conserving superconductors. Thus, chiral symmetry when realized in this way is much more
robust than sublattice symmetry.

Furthermore, in the 3D π-flux lattice model with inclusion of spin degree of freedom, we
found a spin-chiral topological insulator (topological insulator in class CII), and also a singlet
topological superconductor (topological superconductor in class CI). The latter is stable as
long as the physical symmetries of SU(2) spin rotation and time reversal are present.

Finally, utilizing the proximity to a Dirac state, we derived an interesting correlation,
or “duality”, between the singlet topological superconductor and Neel order. These order
parameters are dual in the sense that a topological defect in either one of these phases
carry complementary quantum numbers: e.g.. a defect in the Neel vector (“hedgehog”) can
carry electric charge. We also find many such 6-tuplets of order parameters, including a
six component vector consists of three Neel order and three VBS order parameters. These
dualities are a natural extension of those discussed in 1D and 2D quantum spin models,
the latter in the context of deconfined criticality. While in this chapter we have studied
the properties of these topological defects at single particle level, and hence the topological
defects are static objects, we cannot resist contemplating more interesting situation where
they are dynamical entities. In particular, it is interesting to ask if there is a counterpart of
the non Landau-Ginzburg transition, realized in two dimensions, can exist, possibly in the
presence of strong electron correlations in three dimensions. This is left for future study.

P.H. would like to thank Shinsei Ryu and Ashvin Vishwanath for the collaboration in
this work. We wish to thank Ying Ran and Tarun Grover for insightful discussions, and the
Center for Condensed Matter Theory at University of California, Berkeley (SR) and NSF-
DMR-0645691 (AV) for support. This work is published in Physical Review B, 81, 045120
(2010).

55



56



Chapter 4

Fermionic Hopf solitons and Berry phase

in topological surface superconductors

In the last chapter, we saw interesting physics emerge when appropriate sets of phases
were combined together to form three component order parameters, and topological defects
were created in them. A natural question to ask is whether there are other topologically
non-trivial ways of combining the phases which give rise to unconventional phenomena. The
strong topological insulator (TI) is a good candidate for being involved in some novel physics,
since rich phenomena have already been predicted to arise when this phase is combined with
conventional orders such as magnetism [30, 151], crystalline order [113] and superconductiv-
ity. The last is particularly interesting. Superconductivity induced on the surface of a TI
was predicted to have vortices harboring Majorana zero modes [36]. These are of interest to
quantum information processing, since they are intrinsically robust against errors. Recently,
superconductivity was discovered in a doped TI [65], which could be used to induce surface
superconductivity. Below we discuss a new theoretical approach to studying this remarkable
superconducting phase, which provides different insights and directions for experiments.

We focus on smooth configurations where the energy gap never vanishes. In this case, the
low energy description of the system is entirely in terms of bosonic coordinates (order pa-
rameter), much as the Landau Ginzburg order parameter theory describes superconductors
at energies below the gap. Can fermions ever emerge is such a theory? While it is easy to
imagine obtaining bosons from a fermionic theory, the reverse is harder to imagine. However,
it has been shown in principle that bosonic theories that contain additional Berry’s phase
(or Wess-Zumino-Witten) terms, can accomplish this transmutation of statistics. We show
that this indeed occurs in the superconductor-TI (Sc-TI)system; the order parameter theory
contains a Berry phase term which implies that a particular configuration of fields - the
Hopf soliton (or Hopfion) - carries fermionic statistics. While such statistics transmutation
is common in one dimension [46], it is a rare phenomenon in higher dimensions. In the con-
densed matter context, an physically realizable example exists in two dimensions: solitons of
quantum Hall ferromagnets (skyrmions) are fermionic and charged, and have been observed
[123, 84, 12]. However, the superconductor-TI system is, to our knowledge, the first explicit
condensed matter realization of this phenomenon in three dimensions.

The organization of this chapter is as follows. First, we introduce our simplified model
of a topological insulator with surface superconductivity, and review properties of the Hopf
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texture. We then discuss evidence from numerical calculations on a lattice model, that
demonstrate the Hopfions are fermions. We also discuss the connection between fermionic
Hopfions and 3D non-abelian statistics of [128]. A simplified two dimensional example, where
skyrmions are fermionic, is also discussed. Next, we provide a field theoretical derivation of
the same result in the continuum, and introduce the necessary theoretical tools to compute
a topological term, that leads to the fermionic statistics. Finally, we mention physical
consequences, for tunneling experiments as well as for Josephson junctions.

4.1 Model and Hopf Texture

The essential properties of a topological insulator are captured by a simplified low energy
theory with a three dimensional Dirac dispersion (a microscopic realization is described
later):

HD = ψ†[vFα · p+mβ0]ψ (4.1.1)

where (α1, α2, α3, β0) are 4 × 4 anti-commuting matrices which square to the identity
and involve both spin and sublattice degrees of freedom. The dispersion then is ǫ(p) =
±
√

v2Fp
2 +m2. An insulator is obtained for m 6= 0. Changing the sign of m results in going

from a trivial to a topological insulator. Which sign of ‘m’ is topological is set by the band
structure away from the node - we assume m < 0 is topological. Consider now adding (on-
site) superconducting pairing, which may be proximity induced by an s-wave superconductor.
Then

Hpair = ∆ψ†β5ψ
† + h.c. (4.1.2)

where β5 = α1α2α3β0. The matrices αi can be taken to be symmetric, while β0, β5 are
antisymmetric. We can write the total Hamiltonian Hf = HD +Hpair then as:

Hf =
[

ψ† ψ
]

Hf

[

ψ
ψ†

]

Hf =

[

−ivFα · ∂ +mβ0 ∆β5
∆∗β5 −ivFα · ∂ +mβ0

]

(4.1.3)

The spectrum now is ǫ(p) = ±
√

v2Fp
2 +M2 where M2 = m2 + |∆|2. The single particle

Hamiltonian can be written as: Hf = [−ivFα ·∂+mβ0]1+β5(∆ν++∆∗ν−) where the νa are
Pauli matrices acting on the particle-hole space. It is readily verified that this Hamiltonian
enjoys particle-hole symmetry: CH∗

fC = −Hf , where C = νx, and we have used that fact
that αi are symmetric and β0,5 are antisymmetric.

It is convenient to define a three vector ~n = (Re∆, Im∆,m), such that |~n| = M . A
singular configuration is one where all three components of this vector go to zero. Since the
vacuum can be taken to be a trivial insulator, m changes sign at the topological insulator
surface. The components of the pairing ∆ vanish in the vortex core. This can also be viewed
as a hedgehog [128] configuration in ~n. It has been pointed out that a TI-surface vortex
with odd winding number will give rise to an unpaired Majorana zero mode [36]. Note,
at the core of these singular configurations the gap closes, allowing for the possibility of
localized bound states at zero energy. In this work we will only consider smooth textures of
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Figure 4.1.1: The Hopf map: fH : ~r → n̂ is shown by displaying contours of equal n̂. Points
at infinity are all mapped to the same point on the sphere fH(∞) = ẑ. In red is f−1

H [n̂ = ẑ],
in green f−1

H [−ẑ], in blue f−1
H [x̂], and in yellow f−1

H [ŷ]. Note the unit linking of any pair of
curves, which can be used to define the Hopf texture.

the ~n field, where the single particle gap is nonzero everywhere. An effective theory of slow
fluctuations of the ‘order parameter’ field ~n(r, t), occurring over spatial (time) scales much
larger than ξ = ~vF/M (τ = ξ/vF ), can be obtained by integrating out the gapped fermions.
An analogous procedure is well know in the context of the BCS theory of superconductivity,
where it leads to the Landau-Ginzburg action. Here we will find that an extra topological
term arises, that transmutes statistics and leads to fermionic solitons.

Consider a smooth configuration of ~n(r), which can be normalized to give a unit vector
n̂(r) at each point. This defines a mapping from each point of three dimensional space,
to a unit three vector, which describes the surface of a sphere S2. We require that the
mapping approaches a constant at infinity: n̂(|r| → ∞) = const (e.g the vacuum). Can
all such mappings be smoothly distorted into one another? A surprising result due to Hopf
[63] 1931, is that there are topologically distinct mappings, which can be labeled by distinct
integers h (the Hopf index). No smooth deformation can connect configurations with different
Hopf indices. Mathematically, Hopf showed that the homotopy group: Π3[S

2] = Z. A
straightforward way to establish the index is to consider the set of points in space that map
to a particular orientation of n̂. In general this is a curve. If we consider two such orientations
(n̂1, n̂2), we get a pair of curves. The linking number of the curves is the Hopf index. A
configuration with unit Hopf index can be constructed by picking a reference vector n̂ = ẑ,
say, and rotating it: n̂(~r) ·~σ = U(~r)σzU

†(~r) by the spatially varying rotation U(~r) = ei
θ(r)
2
r̂·σ.

Here the angle of rotation varies as we move in the radial direction, from θ = 0 at the origin,
to θ = 2π at radial infinity, and the axis of rotation is the radial direction r̂. By studying
which spatial points map to e.g.. n̂ = ±ẑ, as in Figure 4.1, one can conclude this texture
has unit Hopf index. What is the physical interpretation of this Hopf texture in the context
of TIs? A torus of TI (Figure 4.2) has superconductivity induced on its surface. There is
vacuum far away and through the hole of the torus, which counts as a trivial insulator, n̂ = ẑ.
The center of the strong topological insulator corresponds to n̂ = −ẑ. On the topological
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insulator surface nz = 0, and the superconducting phase varies such that there is a unit
vortex trapped in each cycle of the torus. We now argue that such a texture is a fermion.

4.2 Hopf Solitons are Fermions

The mean field Hamiltonian (4.1.3) for a general texture, has no physical symmetry (charge
conservation is broken by the superconducting pairing and time reversal is broken by the
nontrivial phases associated with the texture). However, a fermion Hamiltonian always has
a the symmetry of changing the sign of the fermion field (since a term with odd number
of fermions does not appear in a local Hamiltonian). The conserved quantity associated
with this symmetry is fermion parity. So the only quantum number that can be assigned
to the ground state is the parity of the total number of fermions (−1)F . Superconducting
pairing only changes the number of fermions by an even number, hence one can assign this
fermion parity quantum number to any eigenstate. We now argue that the fermion parity of
a smooth texture is simply the parity of its Hopf index h.

(−1)F = (−1)h (4.2.1)

First, we argue that the ground state with a topologically trivial texture has an even
number of fermions. As a representative, consider a configuration where the superconductor
pairing amplitude is real. This is a time reversal invariant Hamiltonian. If the ground state
had an odd number of fermions, it must be at least doubly degenerate, by Kramers theorem.
However, the ground state of any smooth texture is fully gapped and hence unique. Thus,
this configuration must have an even fermion parity. Now, any other texture in the same
topological class can be reached by a continuous deformation, during which the gap stays
open. The fermion parity stays fixed during this process. Note, this argument cannot be
applied to configurations with nonzero Hopf index, since these necessarily break time reversal
symmetry. For example, the configuration shown in Figure 4.1, contains phase windings.

To find the fermion parity of the nontrivial Hopf configurations, we consider evolving
the Hamiltonian between the trivial and h = 1 configuration. In this process we must have
~n = 0 at some point, which will allow for the gap to close, and a transfer of fermion parity
to potentially occur. Indeed, as shown below in separate calculations, a change in fermion
parity is induced when the Hopf index changes by one.

Numerical Calculation: We study numerically the microscopic topological insulator model
defined in reference [66], with a pair of orbitals (τz = ±1) on each site of a cubic lattice. The
tight binding Hamiltonian

H =
∑

k

[ψ†
kHkψk +Hpair(k)] (4.2.2)

is written in momentum space using a four component fermion operator ψk with two orbital
and two spin components. Then,

Hk = −2t
3

∑

a=1

αa sin ka −mβ0[λ+
3

∑

a=1

(cos ka − 1)] (4.2.3)
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Figure 4.2.1: This Figure shows a torus of strong topological insulator (green) in vacuum,
whose surface is superconducting . There is unit superconductor phase winding about each
cycle of the torus. We plot the equal phase contours on the surface whose pairing phase is
0(blue) and π(yellow). The unit linking of these curves indicates this is the Hopf mapping.

where (~α, β0) = (τxσx, τxσy, −τy, τz). For t, m > 0 a strong topological insulator is obtained
when λ ∈ (0, 2). In addition we introduce onsite singlet pairing

Hpair(k) = ∆[ψ†
k]

Tσyψ
†
−k + h.c. (4.2.4)

Note, when λ ≈ 0, ~k ≈ (0, 0, 0), (4.1.3) is recovered as the low energy theory.
The energy spectrum is studied as we interpolate between a topologically trivial texture

(h = 0) and the Hopf texture (h = 1). We choose to define a torus shaped strong topological
insulator with trivial insulator (vacuum) on the outside, as in Figure 4.2. The surface is
gapped by superconducting pairing ∆, which in the trivial texture is taken to be real ∆0.
(Note, the energy gap in the bulk arises from the insulating gap, while on the surface the gap
arises from pairing. There is a smooth evolution between these limits over a scale associated
with the surface states). In the Hopf texture, the superconducting pairing ∆1 has a phase
that winds around the surface, with a unit winding about both cycles of the torus. This can
be interpreted as ‘vortices’ inside the holes of the torus. Note, the vortex cores are deep inside
the insulators, so there is a finite gap in the Hopf texture. We interpolate between these two
fully gapped phases be defining ∆(λ) = λ∆1 + (1− λ)∆0 and changing λ = 0 → 1. On the
way, the gap must close since the two textures differ in topology. We study the evolution
of eigenvalues as shown in Figure 4.2. We find that exactly one pair of ±E eigenvalues are
pumped through zero energy. As argued below, this signals a change in the fermion parity
of the ground state on the two sides. Since the trivial texture has even fermion parity from
time reversal symmetry, the Hopf texture must carry odd fermion number.

To see why the crossing of a ±E conjugate pair of levels corresponds to a change in
fermion number, consider a single site model H = E0(c

†c − cc†). This has a pair of single
particle levels at ±E0, which will cross if we tune E0 from say positive to negative values.
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Figure 4.2.2: The spectral flow of the lowest 20 eigenvalues when the pairing on the surface of
the topological insulator in Figure 4.2 is linearly interpolated between two limits: ∆(x, λ) =
(1 − λ)∆0(x) + λ∆1(x). ∆0(x) is constant over the whole surface. TOP: ∆1(x) has a unit
phase winding (vortex) in both the R1 and R2 cycles of the torus, i.e. the Hopf texture.
BOTTOM: ∆1(x) has a unit phase winding in only the R1 cycle. It is clear that there is a
single level crossing in the TOP case, meaning the ground state fermion parity is changed in
the process. The initial state has even fermion parity, so the final state, the Hopf texture,must
have odd fermion parity. The calculation is on the cubic lattice model defined in the text,
with R1 = 13 and R2 = 5 lattice units, and only points within the torus are retained.
Parameters used: t =M = λ = 1, and pairing |∆| = 1.
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Figure 4.2.3: Creating a Hopf soliton by a hedgehog-antihedgehog pair. The blue(red) dot
is the hedgehog(antihedgehog). The solid and dotted lines are preimages of two different
points on the 2-sphere. (I) creating a pair of hedge and antihedgehog (II) rotating the
hedgehog by 2π while leaving the antihedgehog invariant (III)(IV) annihilating the hedgehog-
antihedgehog pair. The final state in (IV) clearly shows linking number 1 of the two preimage
loops, which indicates the non-trivial Hopf index.

However, writing this Hamiltonian in terms of the number operators H = E0(2n̂− 1), shows
that the ground state fermion number changes from n = 0 to n = 1 in this process. Thus the
ground state fermion parity is changed whenever a pair of conjugate levels cross zero energy.
We mention that it is possible to confirm the numerical results analytically, by solving for
the low energy modes in the vicinity of the vortex core, where the insulating mass term is set
to be near zero. The linking of vortices in the Hopf texture plays a crucial role in deriving
this result.

A. The Pfaffian: Previously, the ground state fermion parity was found by interpolating
between two topological sectors. Can one directly calculate the fermion parity for a given
Hamiltonian’s ground state? We show this is achieved by calculating the Pfaffian of the
Hamiltonian in the Majorana basis. The Pfaffian of an antisymmetric matrix is the square
root of the determinant - but with a fixed sign. It is convenient to recast the Hamiltonian in
terms of Majorana or real fermions defined via ψa = (χ1a+ iχ2a)/2. Since a pair of Majorana
fermions anticommute {χi, χj} = δij, the Hamiltonian written in these variables will take
the form:

H = −i
∑

ij

hijχiχj (4.2.5)

where hij is an even dimensional antisymmetric matrix, with real entries and the Majo-
rana fields appear as a vector χ = (. . . , χ1a, χ2a, . . . ), where a refers to site, orbital and
spin indices. The ±E symmetry of the spectrum is an obvious consequence of h being an
antisymmetric matrix. The ground state fermion parity in this basis is determined via:

(−1)F = sign [Pfaffian(h)] (4.2.6)

We numerically calculated the Pfaffian of a Hamiltonian with a single Hopf texture for
small systems and confirmed it has a negative sign. In contrast, the trivial Hopf texture
Hamiltonian has positive Pfaffian in the same basis.

4.2.1 Connections to 3D non-Abelian statistics

It is well known that vortices piercing a superconductor on the topological insulator surface
carry Majorana zero modes in their cores [36, 128]. In the ~n vector representation of (4.1.3),
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this corresponds to a hedgehog defect [128], a singular configuration where the vector points
radially outwards from the center. Although in this chapter we only work with smooth
textures, we discuss below an indirect connection with those works. Note, we can go from a
trivial texture to the Hopf texture by creating a hedgehog-antihedgehog pair, rotating one
of them by an angle of 2π, and annihilating them to recover a smooth texture. This is just
the Hopf texture, as can be seen in the Figure 4.2.1. However, as pointed out in [128], in
the process of rotation, the Majorana mode changes sign. This signals a change in fermion
parity, consistent with our results.

4.3 A Two Dimensional Analog

We briefly mention a two dimensional analog of the physics described earlier, since it provides
a simpler setting to discuss the relevant ideas. We Readers interested in the 3D results alone
can skip this section.

Note, (4.1.3) with the third component of momentum absent pz = 0, describes a quantum
spin Hall insulator (trivial insulator) when m > 0 (m < 0), in the presence of singlet pairing
∆. Again, as before a three vector characterizes a fully gapped state, and the nontrivial
textures are called skyrmions (Π2(S2) = Z). A unit skyrmion can be realized with a disc
of quantum spin Hall insulator with superconductivity on the edge, whose phase winds by
2π on circling the disc. Again, one can show that the skyrmion charge Q determines the
fermion parity (−1)Q = (−1)F . An important distinction from the three dimensional case
is that the low energy theory here has a conserved charge. If instead of superconductivity,
one gapped out the edge states with a time reversal symmetry breaking perturbation which
had a winding, then this charge is the electrical charge. It is readily shown that the charge
is locked to the skyrmion charge Q. Hence odd strength skyrmions are fermions. The
effective field theory for the ~n vector in this case includes a Hopf term [137, 1], which ensures
fermionic skyrmions. This is closely analogous to the Quantum Hall ferromagnet, where
charged skyrmions also occur [84, 123]. Returning to the case with pairing, since that occurs
on a one dimensional edge, it is difficult to draw a clear-cut separation between fermions
and collective bosonic coordinates, in contrast to the higher dimensional version. Hence we
focused on the 3DTIs.

Topological Term for D=2+1 Quantum Spin Hall Case: As a warmup, consider
the simpler case of D=2+1, briefly discussed above. Here, we start with the Hamiltonian
in (4.1.3), but drop the term pzαz since we are in D=2+1. This describes a quantum Spin
Hall insulator with singlet superconductivity induced near the edge. The order parameter is
still a three vector, whose smooth textures in this case are skyrmions (Π2(S2) = Z), and the
skyrmion density is given by: 1

4π
n̂ · ∂xn̂× ∂yn̂. On integrating out the fermions one obtains

a topological term. Assuming n̂(∞) = const, the topological term depends on Π3(S2) = Z,
which is nothing but H, the Hopf index of the space-time configuration of n̂. We will show
below that Stop = iπH[n̂(x, y, t)]. Although there is no simple way to express the Hopf
invariant directly in terms of the vector field, its physical effect is well known [137] - it
modifies the statistics of the skyrmions so that they are now fermionic.

Calculating Stopo in D = 2 + 1 Although charge is not conserved in this mean field
Hamiltonian, the minimal Dirac model has a U(1) conservation - which can be seen from
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the fact that the operator iψ†αzβ0ψ commutes with (4.1.3). This introduces a simplicity not
present on going to D=3+1. In particular, the D=2+1 problem can be mapped onto the
one studied in [1]. It is convenient to introduce the CP1 representation of the unit vector n̂.
Introduce a pair of complex fields zT = (z1 z2) that satisfy z†z = 1. Then n̂ · ~σ = (2zz† − 1),
where σ are the Pauli matrices. In order to calculate the topological term, we would like to
expand the order parameter space, so as to smoothly go between the different topological
configurations. In this way we can calculate the topological term perturbatively. A suitable
expansion of the order parameter space from CP1 to CPM , M > 1 was suggested in [1]. Here
the complex fields z = (z1 z2 . . . zM+1). Since Π3(CP

M) = 0 for M > 1, different topological
sectors can be connected. Following this procedure the topological term can be expressed in
terms of the vector potential: aµ = i

2
z†∂µz

Stop = iπH[n̂(x, y, t)] (4.3.1)

H =
1

4π2

ˆ

d2xdt ǫµνσaµ∂νaσ (4.3.2)

as also noted in [137].

4.4 Effective Theory and Topological Term

We now present a field theoretical calculation of the results of the previous section. The gap
to the ψ fermions never vanishes since |~n| > 0, so one can integrate them out to obtain a
low energy theory written solely in terms of the bosonic order parameter ~n. How can this
field theory describe a fermionic texture? As described below, this is accomplished by a
topological Berry phase term which appears in the effective action for the n̂ field.

In computing the topological term, it is sufficient to consider a gap whose magnitude is
constant ~n(r, t) =Mn̂(r, t). Integrating out the fermion fields with action Sf =

´

d4 x[ψ†∂tψ−
Hf ], (the integral is over space and (Euclidean) time), one obtains the effective action for
the bosonic fields:

e−SB(n̂(r,t) =

ˆ

DψDψ†e−Sf [n̂,ψ,ψ
†] (4.4.1)

This computation may be performed using a gradient expansion, i.e. assuming slow variation
of the n̂ field over a scale set by the gap. Two terms are obtained: Sb = S0 + Stop. The
first 1 is a regular term that penalizes spatial variation: S0 = 1

2g

´

(∂µn̂)
2. The second is

a topological term which assigns a different amplitude to topologically distinct space-time
configurations of n̂. We first discuss the structure of this topological term and its physical
consequences, before describing a calculation to compute it in D=3+1 dimensions.

Topological Term in D=3+1 Dimensions: Assuming n̂(∞) = const, it is known
that the spacetime configurations of the unit vector n̂ are characterized by a Z2 distinction
since Π4(S2) = Z2 [101]. That is, there are two classes of maps - the trivial map, which

1While the Dirac theory in (4.1.3) has an O(3) symmetry, physically the symmetry is lower, corresponding
to O(2) charge rotations. Hence other terms consistent with this lower symmetry are allowed in the effective
action, however, the topological term, which is the main focus, does not depend on this detail.
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essentially corresponds to the uniform configuration, and a non-trivial class of maps, which
can all be smoothly related to a single representative configuration n̂1(r, t). If the function
Γ[{n̂(r, t)}] = 0, 1 measures the topological class of a spacetime configuration, then the
general form of the topological term is Stop = iθΓ[{n̂(r, t)}]. The topological angle θ can be
argued to take on only two possible values 0, π, since composing a pair of nontrivial maps,
leads to the trivial map. Via an explicit calculation, outlined below, we find θ = π. Let
us first examine the consequences of such a term. The nontrivial texture n̂1(r, t) can be
described as a Hopfion-antiHopfion pair being created at time t1, the Hopfion being rotated
slowly by 2π, and then being combined back with the anitHopfion at a later time t2 [137].
The topological term assigns a phase of eiπ to this configuration. This is equivalent to saying
the Hopfion is a fermion, since it changes sign on 2π rotation. An intuitive way to understand
this is that exchange can be accomplished by a π rotation about the midpoint connecting
a pair of identical particles, which is equivalent to a 2π rotation of a single particle, or by
invoking the spin statistics connection. A more pictorial proof for the D=2+1 analog, which
can be readily generalized to D=3+1 is in [137].

Calculating the topological term requires connecting the pair of topologically distinct
configurations. To do this in a smooth way keeping the gap open at all times requires
enlarging the order parameter space for this purpose. If m(r, t, λ) is an element of this
enlarged state that smoothly interpolates between the trivial configuration m(r, t, 0) = const.
and the nontrivial one m(r, t, 1) = n̂1(r, t), as we vary λ, then one can analytically calculate
the change in the topological term ∂Stop/∂λ, and integrate it to get the required result
[28, 79, 1, 2]. The key technical point is finding a suitable enlargement of our order parameter
space S2. Remembering that this can be considered as S2 = SU(2)/SO(2), we can make
a natural generalization M3 = SU(3)/SO(3). The latter has all the desirable properties of
an expanded space, e.g.. there are no nontrivial spacetime configurations, so everything can
be smoothly connected (Π4(M3) = 0). This extension allows us to calculate the topological
term, (as explained in detail in the section below), which yields θ = π.

4.5 Calculation of Topological Term

In this section we discuss how the topological term is calculated. This is the most technical
part of the present chapter - and the results have already been stated. Therefore readers
interested mainly in physical consequences can skip to the next section.

The calculation of the topological term in D=2+1 is relatively straightforward, and we
can utilize existing results in the literature [1]. However, the same procedure unfortunately
does not work in D=3+1, which is technically harder and requires some innovation. We
previously discussed the D=2+1 dimensional case, and utilize some of the general lessons
learnt there to attack the D=3+1 problem. More details can be found in Sec. 4.5.2.

Note, although there is no simple way to express the Hopf invariant H directly in terms
of the vector field, it may be expressed in terms of the vector potential a as above. Thus, in
D=2+1, the Hopf index is directly connected to the topological term. However, in D=3+1,
the Hopf index characterizes the soliton, and we will need to look at a higher dimensional
homotopy group to pin down the topological term. In that case the topological term does not
have a simple expression even in terms of the vector potentials a. Also, due to the different
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form of the Dirac theory, we will not be able to utilize the extension to CPM to calculate
the topological term, and a new construction will be needed.

4.5.1 Calculating Stopo in D = 3 + 1:

We begin by rewriting (4.1.3) in terms of an eight component Majorana fermion field Ψ:

Hf = Ψ†vF (−i∂iαi)Ψ+MΨ†(n1β0 + n2β5ηx + n3β5ηz)Ψ, (4.5.1)

where the αs are symmetric and βs are antisymmetric matrices, and Ψ† = ΨT . For example,
we can build them out of three Pauli matrices as below (and as shown in (4.1.3)):

α1 = σz, α2 = τxσx, α3 = −τzσx, β0 = τyσx, β5 = σy. (4.5.2)

Note, if we think of σa as referring to spin indices, then indeed αi are odd under time reversal
(making the Dirac kinetic energy even under time reversal). The β0 mass term is also time
reversal even, as required for a topological insulator. Finally the pairing term Ψ†β5Ψ

† is
clearly spin singlet with the choice above. We further assume the order parameters ni are
restricted to unit 2-sphere:

∑

i n
2
i = 1 so that n̂ = (n1, n2, n3) is a unit vector living on S2.

We need to show that starting from this fermionic model (4.5.1) and integrating out
the fermions, the obtained S2-NLSM has an imaginary term (topological Berry’s phase)
iθHπ4(S2)(n̂(x, y, z, t)) with θ = π in the action (from now on we use Hπn(M) to denote
the homotopy index of a mapping.). Because this term is non-perturbative, in order to
compute it, we need to embed the manifold S2 into a larger manifold M with π4(M) =
0, which allows us to smoothly deform a Hπ4(S2)(n̂(x, y, z, t)) = 1 mapping to a constant
mapping. This means that a Hπ4(S2)(n̂(x, y, z, t)) = 1 mapping can be smoothly extended
over the 5-dimension disk: V (x, y, z, t, ρ) : D5 → M (ρ ∈ [0, 1]) such that on the boundary:
V (x, y, z, t, ρ = 1) = n̂(x, y, z, t) and V (x, y, z, t, ρ = 0) = V0 is constant. With an extension
V , we can perturbatively keep track of the total change of Berry’s phase when going from a
constant mapping to a non-trivial mapping.

How can we find a suitable M? We note the global symmetry of model (4.5.1) in the
massless limit is U(1)chiral × SU(2)isospin, whose generators are:

U(1)chiral : γ5 = −iβ0β5 SU(2)isospin : ηy, γ5{ηx, ηz}. (4.5.3)

In our convention, β0, β5, γ5 are all anti-symmetric matrices. Starting from a given mass,
for instance, Ψ†β0Ψ, one can generate the full order parameter manifold by action of
SU(2)isospin: Ψ†Wβ0W

†Ψ - where W ∈ SU(2)isospin. SU(2)isospin is broken down to U(1),
the invariant group generated by ηy. Thus the order parameter space is SU(2)/U(1) =
SU(2)/SO(2) = S2.

Now we generalize the 8-component fermion Ψ to 12-component Ψ̃. The 2-dimensional
ηx,y,z-space is enlarged to a 3-dimensional space, and we let the eight λi-matrices (i = 1, 2...8)
of the standard SU(3) generators(see, e.g., page 61 in [44]) act within this 3-dimensional
space, among which λ2, λ5, λ7 are antisymmetric while others are symmetric. And λ1,2,3
are just the old ηx,y,z matrices. The symmetry of the generalized massless theory of Ψ̃:
H = Ψ̃†(−i∂iαi)Ψ̃ is U(1)chiral × SU(3)isospin, where the generators of the SU(3)isospin are
λ2, λ5, λ7,γ5{λ1, λ3, λ4, λ6, λ8}.
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Starting from a given mass Ψ̃†β0Ψ̃, we use SU(3)isospin to generate the order parameter
manifold: Ψ̃†Uβ0U

†Ψ̃ ≡ Ψ̃†V Ψ̃, U ∈ SU(3)isospin. It is clear that the SO(3) subgroup
generated by λ2, λ5, λ7 is the invariant group and the order parameter manifold is M3 ≡
SU(3)/SO(3). We thus embed the original order parameter manifold S2 into M3, and it is
known that π4(M3) = 0 [11].

The idea is to smoothly extend a Hπ4(S2)) = 1 mapping over D5 (denote by V (x, y, z, t, ρ))
by embedding S2 into M3. In fact if we can extend a Hπ4(SU(2)) = 1 mapping over D5

(denote by U(x, y, z, t, ρ)) by embedding SU(2)isospin into SU(3)isospin, it will generate the
extension V by V = Uβ0U

†. This is because a Hπ4(S2)) = 1 mapping can be thought as
a combination of a Hπ4(SU(2)) = 1 mapping and a Hopf Hπ3(S2) = 1 mapping. Such an
extension U : D5 → SU(3)isospin has already been explicitly given by Witten (see (9-13)
in [141]), which we will term Witten’s map. Witten’s map was introduced to compute
a iθHπ4(SU(2)) topological Berry’s phase. Basically, on the boundary ∂D5 = S4 (ρ = 1),
Witten’s map is a Hπ4(SU(2)) = 1 mapping defined as a rotating Hπ3(SU(2)) = 1 soliton (by
2π) along the time direction. This Hπ4(SU(2)) = 1 mapping at ρ = 1 is smoothly deformed
into a trivial mapping at ρ = 0 by embedding SU(2) into SU(3).

We use Witten’s map to generate V , with which we compute the Berry’s phase pertur-
batively by a large mass expansion [2, 66] of Lagrangian:

L = Ψ̃†[∂τ + i∂iαi]Ψ̃+MΨ̃†V Ψ̃ ≡ Ψ̃†[D]Ψ̃, (4.5.4)

where D = [∂τ + i∂iαi +MV ] and partition function is Z =
´

DΨ̃†DΨ̃DV e−
´

d4xL. After
integrating out fermion, we obtain a NLSM of V : L̃ = −1

2
Tr ln[∂τ + i∂iαi +MV ]. Here the

factor 1/2 is because we are integrating out majorana fields. If there is a variation δV , the
variation of the imaginary part Γ ≡ Im(L̃) is:

δΓ =
−K
2

ˆ

dx4ǫαβγµTr{γ5V ∂αV ∂βV ∂γV ∂µV δV } (4.5.5)

where K =
´

d4p
(2π)4

M6

(p2+M2)5
= 1

192π2 . Denoting ∂ρ = ∂4, after some algebra, the Berry’s phase
can be written in the fully antisymmetric way:

Γ =
−K
10

ˆ

dx5ǫαβγµνTr{γ5V ∂αV ∂βV ∂γV ∂µV ∂νV } (4.5.6)

In fact Γ is not fully well defined because the ambiguity of the extension of n̂(x, y, z, t) to
the 5-disk: two different extensions V (x, y, z, t, ρ) can differ by a mapping S5 → M3. We
will soon show that this ambiguity means that Γ is well defined up to mod 2π.

As V is generated by U , plugging V = Uβ0U
†, U ∈ SU(3)isospin in (4.5.6), one can further

simplify it by trace out the β0,5 space. Firstly note that ∂µV = U [U †∂µU, β0]U
†, and because

U †∂µU is an element of the SU(3)isospin Lie algebra spanned by λ2, λ5, λ7,γ5{λ1, λ3, λ4, λ6, λ8},
[U †∂µU, β0] simply picks out the latter five generators. After some algebra [2], one finds

Γ =
1

15π2

ˆ

dx5ǫαβγµνTr(g−1∂αg)⊥(g
−1∂βg)⊥(g

−1∂γg)⊥(g
−1∂µg)⊥(g

−1∂νg)⊥}, (4.5.7)

where g is defined as the corresponding 3 by 3 SU(3) matrix of U : if U is the exponential of
a1λ2 + a2λ5 + a3λ7 + a4γ5λ1 + a5γ5λ3 + a6γ5λ4 + a7γ5λ6 + a8γ5λ8, then g is the exponential
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of a1λ2+ a2λ5+ a3λ7+ a4λ1+ a5λ3+ a6λ4+ a7λ6+ a8λ8. g is nothing but the Witten’s map.
And (g−1∂µg)⊥ denotes the symmetric part: (g−1∂µg)⊥ =

[

(g−1∂µg) + (g−1∂µg)
T
]

/2.

We simply need to compute Γ by integration. Because it is clear that Γ can only be 0 or π
(mod 2π), a numerical integration is enough to determine it unambiguously. We performed
integration (4.5.7) with Witten’s map g by standard Monte Carlo approach, and find:

Γ = (1.000± 0.005)π (4.5.8)

This proves that Hopf-skyrmion is a fermion. In addition it confirms that Γ is well-defined
only up to mod 2π: different extensions of g can differ by a doubled Witten’s map is known
to have Hπ5(SU(3)) = 1, and the above calculation indicate that this ambiguity only add an
integer times 2π in Γ.

4.5.2 Long Exact Sequence in Homotopy Theory

A very powerful theorem in algebraic topology is the long exact sequence: given a manifolds
E and its submanifold F ⊂ E, the following sequence is exact:

...πn+1(E,F )→πn(F )
f→πn(E)

g→πn(E,F )
h→πn−1(F )... (4.5.9)

By “exact" it means that the kernel of one mapping is the same as the image of the pre-
vious mapping in the sequence. For example ker(g) = image(f). πn(F ), πn(E) are the
n-dimensional homotopy group of F and E respectively. πn(E,F ) is called relative homo-
topy group, which is defined to be all different classes of mappings from a n-dimensional disk
Dn to E which map the boundary of ∂Dn = Sn−1 into F . In particular, when the quotient
manifold E/F can be defined, the relative homotopy group πn(E,F ) is isomorphic to the
homotopy group of the quotient manifold πn(E/F ). In this case, the order of the manifolds
showing up in each dimension is always: the smaller manifold, the larger manifold, their
quotient manifold.

Now we specify the definition of the mappings in the long exact sequence. Mapping f is
the natural mapping between two homotopy groups induced by inclusion x ∈ F → x ∈ E.
Mapping g is also natural. For any mapping from Sn to E, one can choose an arbitrary point
P ∈ Sn and smoothly enlarge that point into a small n-disk U . Then Sn−U is also a n-disk,
and the mapping from Sn−U is an element of πn(E,F ). When the quotient manifold E/F
can be defined, it is easy to see that a mapping in πn(E,F ), after modding out the F , will
induce a mapping from Sn to E/F . This naturally mapping between πn(E,F ) and πn(E/F )
turns out to be isomorphism. Finally the mapping h is induced by restricting an element in
πn(E,F ) to its boundary Sn−1.

As a demonstration, we now use the long exact sequence to study Witten’s extension
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[141]:

π5(SU(2)) // π5(SU(3)) // π5
(SU(3)
SU(2)

= S5
)

// π4(SU(2)) // π4(SU(3))

Z2
// Z // Z // Z2

// 0

2k + 1 // 1

((k // 2k // 0 // 0

(4.5.10)

This means that if we extend a S4 → SU(2) mapping over 5-disk by embedding SU(2) into
SU(3), then the extended mapping D5 → SU(3)(∂D5 → SU(2)) has odd index. In fact
this index can be computed by the standard winding number of π5(S5). Thus if we glue
different mappings D5 → SU(3)(∂D5 → SU(2)) together this index simply adds up. If we
glue two identical extensions to form a mapping S5 → SU(3), it must have a odd π5(SU(3))
index Hπ5(SU(3)) = 2(2k + 1)/2 = 2k + 1. Witten’s explicit form of extension (see (9-13)
in [141]) is the element 1 in π5(SU(3)/SU(2)), and doubled Witten’s extension is element
1 ∈ π5(SU(3)).

Finally we apply the long exact sequence to study the property of π5(SU(3)/SO(3)),
relevant to the calculation of Hopfion statistics. It is known that π5(SU(3)/SO(3)) = Z ⊕
Z2[].

π5(SO(3)) // π5(SU(3)) // π5
(SU(3)
SO(3)

)

// π4(SO(3)) // π4(SU(3))

Z2
// Z // Z ⊕ Z2

// Z2
// 0

(k, 1) // 1

''

k // (k, 0) // 0 // 0

(4.5.11)

This means that the Z part of π5(SU(3)/SO(3)) is completely given by the Z index of
π5(SU(3)). For example, if we take a fundamental element of π5(SU(3)) (Hπ5(SU(3)) = 1),
for example, doubled Witten’s extension, after modding out the SO(3) subgroup, it will be a
fundamental element of the Z part of π5(SU(3)/SO(3)) (Hπ5(SU(3)/SO(3)) = (1, 0)). Because
the Berry’s Γ for a single Witten’s extension is found to be π by numerical integration of
(4.5.7), we prove that the integration for doubled Witten’s extension is 2π. Thus we prove
that (4.5.7), when integrated over S5, is exactly 2π times the Z index of π5(SU(3)/SO(3)) =
Z ⊕ Z2.
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Figure 4.6.1: Anomalous Josephson Response connected to fermionic Hopfions: An annular
cylinder of TI with pairing induced on the top and bottom surfaces via proximity to a
superconductor (present in the red regions) is shown. Tuning the flux to Φ1 ≈ ϕ0/2, induces
a vortex in the C1 cycle. Now, the Josephson effect on tuning Φ2 will be anomalous, with a
part that is not periodic in the flux ϕ0. This is directly related to the change in ground state
fermion parity at Φ2 = 2π(ϕ0/2π), where the Hopf texture is realized. Adding a fermion
inverts this current, indicating that the ground state in this sector is at Φ2 = 2π(ϕ0/2π). If
however Φ1 ≈ 0, there is no vorticity in the C1 cycle, and the Josephson effect is the usual
one, periodic in the flux quantum ϕ0 = h/2e.

4.6 Physical Consequences

We now discuss two kinds of physical consequences arising from fermionic Hopfions. The
first relies on the dynamical nature of the superconducting order parameter, while the second
utilizes the Josephson effect to isolate an anomalous response. The first class conceptually
parallels experiments used to identify skyrmions in quantum hall ferromagnets. There, when
skyrmions are the cheapest charge excitations, they are detected on adding electrons to the
system [12].

Consider surface superconductivity on a mesoscopic torus shaped topological insulator as
in Figure 4.2. The Hopf texture corresponds to unit phase winding in each cycle of the torus.
The energy cost, EH = (ρs/2)

´

(∇φ)2d2x is simply proportional to the superfluid density
EH = Aρs, where A is in general an O(1) constant. If we have EH < ∆ the superconducting
gap, then the Hopfion is the lowest energy fermionic excitation. Tunneling a single electron
onto the surface should then spontaneously generate these phase windings in equilibrium.
Measuring the corresponding currents (ρs = 1Kelvin corresponds to a few nano-amps of
current) can be used to establish the presence of the Hopf texture. A daunting aspect of this
scheme is to obtain a fully gapped superconductor with ρs < ∆.

A different approach which does not depend on the above inequality, relies on the Joseph-
son effect as illustrated in Figure 4.6. A hollow cylinder of topological insulators is partially
coated with superconductor on the top and bottom surfaces, forming a pair of Josephson
junctions. The superconducting proximity effect induced through the surface states will
ultimately gap out the entire surface. A unit vortex along the C1 cycle can be induced
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by enforcing a phase difference of π between the top and bottom surfaces, using the flux
Φ1 = ϕ0/2 (where ϕ0 = h/2e is the superconductor flux quantum). This phase difference
makes the order parameter to wind by π on going from the bottom to the top surface. The
lowest energy phase configuration that accomplishes this is just the unit winding on going
around the circumference, so that the phase is π at the half way stage.

Now, the vorticity enclosed by the annulus determines the Hopf number, and hence the
ground state fermion parity. This vorticity can be traded for magnetic flux Φ2 (parameterized
via f2 = 2π(Φ2/ϕ0)) threading the cylinder, since only ∇φ−eA is gauge invariant. Consider
beginning in the ground state with f2 = 0 and then tuning to f2 = 2π. One is now in
an excited state since the ground state at this point has odd fermion parity. This must be
reflected in the Josephson current I. We argue this implies doubling the flux period of the
Josephson current. Since I = ∂E(Φ2)/∂Φ2, the area under the (I, Φ2) curve :

´ ϕ0

0
dΦ2 I[Φ2] =

E[ϕ0]−E[0] > 0 is the excitation energy which does not vanish. Hence, the Josephson current
is not periodic in flux ϕ0, as in usual Josephson junctions. If we started with an odd fermion
number to begin with, then the state of affairs would be reversed - the ground state would be
achieved at multiples of f2 = 2π. The ground state with a particular fermion parity can be
located by studying the slope of the current vs phase curve. Since the energy of the ground
state increases on making a phase twist ∂I/∂Φ2 = ∂2E/∂Φ2

2 > 0, it is associated with a
positive I vsΦ2 slope. This positive slope will be at even (odd) multiples of f2 = 2π for even
(odd) fermion parity. If on the other hand unit vorticity was not induced in the cycle C1,
(e.g.. if Φ1 ∼ 0) there is no Hopf texture, and the Josephson relation would be the usual one
- i.e. one that is periodic in f2 = 2π. This is summarized in Figure 4.6.

Note, a similar anomalous 4π Josephson periodicity was pointed out in the context of the
2D QSH case with proximate superconductivity in [37]. We interpret this result in terms of
the fermionic nature of the solitons there - which lends a unified perspective. In the 3D case,
the Hopf texture allows one to tune between the normal and anomalous Josephson effect by
tuning the C1 vorticity via Φ1.

4.7 Conclusions

The low energy field theory of the superconductor-TI system was derived and shown to
possess a topological Berry phase term, which leads to fermionic Hopf solitons. We note
that topological terms are particularly important in the presence of strong quantum fluc-
tuations. In one dimension where fluctuations dominate, the Berry phase term of the spin
1/2 Heisenberg chain [51] leads to an algebraic phase. It would be very interesting to study
the destruction of superconductivity on a TI surface driven by quantum fluctuations. The
Berry phase, or relatedly, the fact that a conventional insulator must break time reversal on
the TI surface, will provide an interesting twist to the well know superconductor-insulator
transition studied on conventional substrates [56].
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supported by NSF DMR- 0645691. This work is published in Physical Review B, 84, 184501
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Chapter 5

Majorana modes at the ends of

superconductor vortices in doped

topological insulators

5.1 Introduction

Majorana fermions, defined as fermions that are their own anti-particles unlike conventional
Dirac fermions such as electrons, have long been sought by high energy physicists, but so
far in vain. Of late, the search for Majorana fermions has remarkably shifted to condensed
matter systems [78, 25, 114], especially, to superconductors (SCs), where states appear in
conjugate pairs with equal and opposite energies. Then, a single state at zero energy is
its own conjugate and hence, a Majorana state or a Majorana zero mode (MZM). These
states are immune to local noise and hence, considered strong candidates for storing quantum
information and performing fault tolerant quantum computation [102]. Moreover, they show
non-Abelian rather than Bose or Fermi statistics which leads to a number of extraordinary
phenomenon [95].

Despite many proposals direct experimental evidence for a MZM is still lacking. While
initial proposals involved the ν = 5/2 quantum Hall state and SCs with unconventional
pairing such as px+ipy [114], a recent breakthrough occurred with the discovery of topological
insulators (TIs) [53, 111, 54], which feature metallic surface bands. When a conventional s-
wave SC is brought near this metallic surface, a single MZM is trapped in the vortex core [36].
As pointed out in the previous chapter, MZMs also appear on the surface of a topological
insulator when it has bulk s-wave pairing with unit winding around an axis perpendicular
to the surface. Since then, several TIs were found to exhibit bulk superconductivity on
doping [64] or under pressure [27, 154]. The normal phase of these SCs is now metallic,
which raises the question: can a SC vortex host a surface MZM even when the bulk is not
insulating?

In this Letter, we answer this question in the affirmative and in the process, discover a
convenient way to obtain a MZM, which allows us to conclude that some existing experimen-
tal systems should possess these states. Our proposal involves simply passing a magnetic
field through a TI-based SC, such as superconducting Bi2Te3, in which the doping is below
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a certain threshold value. We also find general criteria for SCs to host vortex MZMs and
show that some non-TI-based SCs satisfy them too.

A heuristic rule often applied to answer the above question is to examine whether the
normal state bulk Fermi surface (FS) is well separated from surface states in the Brillouin
zone. If it is, MZMs are assumed to persist in the bulk SC. While this may indicate the
presence of low energy states, it is not a topological criterion since it depends on non-universal
details of surface band structure, and cannot signal the presence of true MZMs. For MZMs
to disappear, a gapless channel must open that allows pairs to approach each other and
annihilate. We therefore search for and offer a bulk rather than surface criterion. In this
process, we have uncovered the following interesting facts. We assume inversion (I) and time
reversal (T ) symmetric band structures, and weak pairing, since these lead to a technical
simplification and capture many real systems. (i) The appearance of surface MZMs is tied to
the topological state of the vortex, viewed as a 1D topological SC. The critical point at which
they disappear is linked to a vortex phase transition (VPT) where this topology changes.
If verified, this may be the first instance of a phase transition inside a topological defect.
(ii) The topological state of a vortex depends in general on its orientation. (iii) Symmetry
dictates that the normal state FS is doubly degenerate, leading to an SU(2) non-Abelian
Berry phase [138] for closed curves, which determines the condition for quantum criticality
of the vortex. This is a rare example of a non-Abelian Berry phase directly influencing
measurable physical properties of an electronic system. Spin-orbit coupling is essential to
obtaining the SU(2) Berry Phase. (iv) Using this criterion and available band structures
we find that MZMs occur in p-doped superconducting Bi2Te3 [154] and in Cu-doped Bi2Se3
[64] if the vortex is sufficiently tilted off the c-axis. C-axis vortices in Cu-doped Bi2Se3 are
predicted to be near the topological transition.

5.1.1 The Problem

Consider a 3D insulating band structure H, which we dope by changing the chemical poten-
tial µ away from the middle of the band gap. Now, add conventional ‘s-wave’ even parity
pairing ∆ (in contrast to the p-wave pairing of [33]) and introduce a single vortex line into
the pairing function ∆(r), stretching between the top and bottom surfaces. We neglect the
effect of the magnetic field used to generate the vortices, assuming extreme type II limit.
When H is a strong TI, and µ is in the band gap, the pair potential primarily induces super-
conductivity on the surface states. In this limit it is known [36] that MZMs appear on the
surface, in the vortex core. 1 Now consider tuning µ deep into the bulk bands. By modifying
states well below µ, one could tune the band structure to one with uninverted bands. One
now expects ‘normal’ behavior, and the absence of MZMs. Therefore, a quantum phase
transition must occur between these limits and µ = µc.

To understand the nature of the transition, we recall some basic facts of vortex electronic
structure, which are also derived below. Once µ enters the bulk bands, low energy Caroli-
de Gennes-Matricon excitations appear, bound to the vortex line [19]. These excitations
are still typically gapped, although by a small energy scale, the ‘mini-gap’: δ ∼ ∆/(kF ξ),

1It is convenient to discuss pairing over the entire range of µ, using the mean field Hamiltonian (5.1.1),
although in reality superconductivity only appears once bulk carriers are induced.
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(where kF is the Fermi wave-vector and ξ is the coherence length. In the weak pairing limit
kF ξ ≫ 1). This small energy scale arises because the gap vanishes in the vortex core leading
to a droplet of normal fluid, which is eventually gapped by the finite vortex size. However,
the presence of the minigap is important, since it blocks the tunneling of the surface MZMs
into the vortex line, and confines them near the surface. The closing of the mini-gap allows
the surface MZMs to tunnel along the vortex line annihilate.

5.1.2 Vortex as a 1D topological SC

The VPT may be viewed as a change in the topology of the electronic structure of the vortex
line. The relevant energy scale is of the order of the mini-gap δ ≪ ∆, with excitations
localized within the 1D vortex core. The vortex admits particle-hole symmetry (C) but
breaks T -symmetry and hence, belongs to class D of the Altland-Zirnbauer classification [7].
Thus, the problem reduces to classifying gapped phases in 1D within the symmetry class
D, which are known to be distinguished by a Z2 topological invariant [78]. The two kinds
of phases differ in whether they support MZMs at their ends. The topologically nontrivial
phase does and hence, corresponds to the µ < µc phase of the vortex line. On raising µ,
the vortex line transitions into the trivial phase, via a quantum critical point at which it is
gapless along its length. This is reminiscent of recent proposals to generate MZMs at the
ends of superconducting quantum wires [92, 106, 108, 139]. Note, since there is no ‘local’
gap in the vortex core, the powerful defect topology classification of [129] cannot be applied.

The Hamiltonian is H = 1
2

∑

k Ψ
†
kHBdG

k Ψk where Ψ†
k = (c†k↑, c

†
k↓, c−k↓, −c−k↑) and c

†
kσ

is assumed to have a = 1 . . . N orbital components c†kσa and

HBdG
k =

[

Hk − µ ∆
∆∗ µ−Hk

]

. (5.1.1)

where scalars like µ and ∆ multiply the identity matrix 12N×2N . The band Hamiltonian, Hk,
is a 2N × 2N matrix with T symmetry: σyH∗

−kσy = Hk, where σy acts on the spin, which
yields the Hamiltonian structure above. When I-symmetry is also present, Hk will be doubly
degenerate, since the combined operation T I leads to a Kramers pair at every momentum.
HBdG

k has particle hole symmetry implemented by the transformation C = ΠyσyK, where Π
matrices act on Nambu particle-hole indices, and K is complex conjugation. A vortex given
by ∆(r) = |∆(r)|e−iθ, breaks T but preserves C.

Role of vortex orientation

Consider a straight vortex along ẑ. The dispersion E(kz) in general, has a minigap δ as in
Figure 5.1.1. A topological phase transition requires closing of the minigap and reopening
with inverted sign. Since the Z2 topological index is only changed by an odd number of such
band crossings, the only relevant momenta are kz = 0, π. Band touchings at other kz points
occur in pairs at ±kz which do not alter the Z2 index [78]. In the weak pairing limit, one
expects the critical point µc to be determined by a FS property, which will be outlined in
detail below. Here we simply observe that the relevant FSs to consider lie in the kz = 0, π
planes, the planes determined by the vortex orientation. This implies that the topological
phase of the vortex, and hence µc depend on its orientation.
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Figure 5.1.1: Evolution of the lowest eigenstates at kz = 0 (top row), of the dispersion
within the vortex (middle row) and of the surface MZMs (bottom row) as µ is varied when
the normal phase has a band inversion at Γ. At µ = 0, the normal phase is a strong TI
and a superconducting vortex traps a MZM at its ends. As µ is increased, it first enters
the conduction band at µ = |mΓ| and mid-gap states appear inside the vortex. For µ < µc,
the vortex stays gapped, but with a minigap δ smaller than the bulk gap. The MZMs
remain trapped near the surface. At µc = 0.9, the gap vanishes signaling a phase transition.
Beyond µc, the vortex is gapped again, but there are no surface MZMs. We used the lattice
Hamiltonian with the parameters t = 0.5, M = 2.5 and m0 = −1.0. The pairing strength
is ∆0 = 0.1 far from the vortex and drops sharply to zero at the core. Other profiles give
similar results.

5.1.3 VPT in a lattice model

Before discussing the general criterion for a VPT, we present numerical and analytical ev-
idence in a specific lattice model from [66]. While the numerics explicitly demonstrate the
phase transition, the analytical treatment of the continuum limit allows us to conjecture a
Berry phase condition for the transition, which is later proved. The model is on a simple
cubic lattice with two orbitals per site: H latt

k = τxdk · σ +mkτz − µ where τi (σi) are Pauli
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matrices in the orbital (spin) basis, dik = 2t sin ki, mk = (M +m0

∑

i cos ki), i = x, y, z, and
t, m0 and M are parameters of the model and µ is the chemical potential. The model is in
the strong TI phase if −3 < M

m0
< −1. We add mean field s-wave pairing to H latt, insert

a unit winding into the pairing function and diagonalize the Hamiltonian numerically. We
focus on kz = 0.

Figure 5.1.1 illustrates the evolution of the bulk vortex bound states, the dispersion
within the vortex and the surface MZMs as a function of µ, when the normal state has a
band inversion only at the Γ = (0, 0, 0)-point, i.e., mΓ < 0. At µ = 0, the bulk is gapped
and must have a pair of MZMs on opposite surfaces in a slab geometry. As µ is raised, these
MZMs leak deeper into the bulk, but survive even after µ crosses |mΓ| despite the bulk now
having a FS in the normal phase, gapped by superconductivity. A VPT eventually occurs
at µc = 0.9, at which the vortex is gapless and the surface MZMs merge into vortex line.
Beyond µc, there are no longer any protected MZMs on the surface.

5.2 Continuum model: Analytical solution

In the continuum limit of the lattice model, we can analytically calculate µc. For kz = 0 and
small kx,y around Γ, H latt

k reduces to the isotropic form Hk = vDτxσ · k+(m−ǫk2)τz−µ. In
this form, a band inversion exists if mǫ > 0. Thus, mǫ < 0 (> 0) defines a trivial insulator
(strong TI). At k =

√

m/ǫ, mk = m − ǫk2 vanishes and Hk resembles two copies of a TI
surface. In particular, the Berry phase around each τx = ±1 FS is π. We show later that
this leads to a pair of vortex zero modes, signaling the VPT at µc = vD

√

m/ǫ.
We solve analytically for the two bulk zero modes at µ to first order in ∆0 assuming

|∆(r)| = ∆0Θ(r − R), where Θ is the step-function and µR/vD ≫ 1. Calculating the zero
modes separately for r ≤ R and r ≥ R and matching the solutions at r = R gives a pair
of zero modes, only when µ = vD

√

m/ǫ, for all vortex orientations. This is precisely where
the momentum dependent ‘mass’ term changes sign as shown in Sec. 5.2. Using the model
parameters and the linearized approximation gives an estimate of µc ≈ 1, in agreement with
the lattice numerics.

In the continuum limit of the lattice model with cubic symmetry, we can analytically
calculate µc. For kz = 0 and small kx,y around Γ, the lattice model reduces to the isotropic
form Hk = vDτxσ · k+(m−ǫk2)τz−µ. In this form, a band inversion exists if mǫ > 0. Thus,
mǫ > 0(< 0) characterizes a strong TI (trivial insulator). At k =

√

m/ǫ, mk = m − ǫk2

vanishes. Below we show that µc = vD
√

m/ǫ is the critical chemical potential at which the
VPT occurs.

We solve for the two bulk zero modes at µc analytically to first order in ∆0 by as-
suming |∆(r)| = ∆0Θ(r − R), where Θ is the step-function R is a large radius such that
R(∆0/vD~) ≫ 1. In the basis

(

ψ(r), iσyψ
†(r)

)

where ψ(r) is a four-component spinor
of electron annihilation operators indexed by spin and orbital indices, the Bogoliubov-de
Gennes Hamiltonian in real space for a unit vortex is

HBdG =

(

Hr ∆0Θ(r −R)eiθ

∆0Θ(r −R)e−iθ −Hr

)

(5.2.1)

where Hr = −ivDτxσ · ∇ + τz(m + ǫ∇2) − µ. The θ-dependence of HBdG can be removed
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by observing that it commutes with the generalized angular momentum operator Lz =
−i∂θ + σz+Πz

2
. Since {Lz, C} = 0, a single MZM, such as the one on the surface, must have

an eigenvalue n of Lz, equal to zero. Now, the bulk zero modes can be thought of as the
avenues through which the surface MZMs penetrate the bulk. Thus, they must have n = 0
as well. The vortex preserves a mirror symmetry about the xy-plane described by M = τzσz.
Thus, HBdG can be block-diagonalized into sectors with opposite M eigenvalues. The two
blocks are particle-hole conjugates since {M, C} = 0 and each must contribute a single bulk
MZM at µc. The radial Hamiltonian for the M = +1 sector is

Hrad = −iΠzνy

(

∂r +
1

2r

)

+
νx
2r

+ (5.2.2)

Πzνz

[

m+ ǫ

(

∂2r +
1

r
∂r −

1

2r2

)]

− ǫ

2r2
− Πzµ+Πx∆0Θ(r −R)

where νi are Pauli matrices in a combined orbital (τi) and spin (σi) space. For r < R, Hrad

has four zero modes








−k±J1(k±r)
(µ−mk±)J0(k±r)

0
0









,









0
0

−k±J0(k±r)
(µ−mk±)J1(k±r)









, (5.2.3)

where k± are roots of g(k) = ǫ2k4 + (1− 2mǫ)k2 + (m2 − µ2) and Ji(x) are Bessel functions
of the first kind of order i. For r > R, we drop all terms that contain r in the denominator.
The zero modes of the remaining Hamiltonian are of the form eiλ±rχ±, where λ± is a root
of ǫ2λ4 + (1− 2mǫ)λ2 + (m2 − (µ± i∆0)

2) = 0 with positive imaginary part and

χ± =









−iλ±
µ∓ i∆0 −m+ ǫλ2±

±λ±
±i(µ∓ i∆0 −m+ ǫλ2±)









. (5.2.4)

Matching the solutions and their derivatives at r = R to first order in ∆0, using the asymp-
totic forms of the Bessel functions, is only possible at µ = vD

√

m/ǫ. This gives an analytic
solution to the critical chemical potential µc.

5.3 General Fermi surface Berry phase condition

For weak pairing, the VPT is expected to be governed by properties of the bulk FS. For
concreteness, we begin by assuming we have a single FS in the kz = 0 plane, which will be
doubly degenerate due to the combined symmetry T I. We now argue that the VPT occurs
when an appropriately defined Berry phase for each of the two degenerate bulk FSs is π.

A convenient model for the vortex is ∆(r) = ∆0

ξ
(x− iy). The linear profile here simplifies

calculations, but does not affect location of the zero mode. The choice of ξ as the length
scale gives the right minigap scale for the low energy excitations. Working in momentum
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space, we substitute r by i∂k, which gives

HBdG
k =

[

Hk − µ i∆0

ξ
(∂kx − i∂ky)

i∆0

ξ
(∂kx + i∂ky) µ−Hk

]

, (5.3.1)

transforming now to the band basis |ϕνk〉, which are eigenstates of the band Hamiltonian
Hk|ϕk〉 = E|ϕk〉. Since we are only interested in very low energy phenomena, we project
onto the two degenerate bands near the Fermi energy ν = 1, 2. The projected Hamiltonian
then is:

H̃BdG
k =

[

Ek − µ i∆0

ξ
(Dkx − iDky)

i∆0

ξ
(Dkx + iDky) −Ek + µ

]

. (5.3.2)

where Dkα = ∂kα−iAα(k) and Aα(k), the SU(2) connections, are 2×2 matrices: [A]µνα (k) =
i〈ϕµk|∂kα |ϕνk〉.

(i) Abelian case: Let us first consider the case when an additional quantum number (such
as spin) can be used to label the degenerate FSs. Then, [A]µνα must be diagonal, and reduces
to a pair of U(1) connections for the two FSs. In this situation, (5.3.2) is identical to the
effective Hamiltonian for a px + ipy SC, if we interpret momenta as position and ignore the
gauge potential. The diagonal terms represent a transition from weak to strong pairing phase
on crossing the FS when Ek = µ [114]. Thus mid-gap are expected, composed of states near
the Fermi energy. Due to the finite size of the FS, these states have an energy spacing of
O
(

∆0

kF ξ

)

, the minigap energy scale. However, a zero energy state appears if the FS encloses
a π-flux [114]. This can be implemented via the gauge potential if

¸

FS

A · dl = π leading to
a pair of zero modes, since the other FS has the same Berry phase by T .

(ii) General case, SU(2) connection: In the absence of any quantum number distinguish-
ing the bands, one integrates the vector potential A(k) around the FS in the kz = 0 plane,
to give the non-Abelian Berry phase: UB = P exp

[

i
¸

FS

A · dl
]

∈ SU(2), where P denotes
path ordering. (There is no U(1) phase by T symmetry.) Although UB itself depends on
the choice of basis, its eigenvalues e±iφB are gauge invariant. A semiclassical analysis de-
scribed below in Sec. 5.3.1 gives the Bohr-Sommerfield type quantization condition for the
low energy levels:

En =
∆0

lF ξ
(2πn+ π ± φB) (5.3.3)

where n is an integer and lF is the FS perimeter. A pair of zero modes appears when φB = π,
i.e. when UB = −1.

We have considered a single closed FS in the kz = 0 plane. Such a FS necessarily encloses
a T invariant momentum (TRIM), (e.g. Γ), given the symmetries. When there are multiple
FSs, the condition above is applied individually to each FS, since tunneling between them
is neglected in the semiclassical approximation. Closed FSs that do not enclose a TRIM, or
pairs of open FSs, cannot change the vortex topology.

5.3.1 Vortex modes and the Berry phase of the Fermi surface

We consider a 3D system with s-wave pairing, where the bulk is pierced by a quantum flux
h/2e. Assuming that the metallic Hamiltonian Hk (the system without superconductiv-
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ity/quantum flux) has time-reversal symmetry, we will derive the condition which governs
the existence of zero vortex modes to the properties of the FS, namely the Berry phase.

The mean field Bogoliubov-de Gennes (BdG) Hamiltonian with s-wave pairing is of the
form:

H =
1

2

∑

kk′

Ψ†
kHBdG(k,k′)Ψ

k′ , (5.3.4)

where Ψ†
k =

(

c
†
k, c

T
−k(iσy)

)

is written in the Nambu basis, capturing all orbital and spin
degrees of freedom. The single particle Hamiltonian is

HBdG(k,k′) =

[

(Hk − µ)δkk′ ∆(r)
∆∗(r) (µ− σyH

∗
−kσy)δkk′

]

, (5.3.5)

where the pairing potential, given by ∆∗(r) =
〈

Ψ†
↑(r)Ψ

†
↓(r)

〉

, is position dependent due to
the vortex.

The quasi-particle operators Ψ†,Ψ are defined in such as a way that leads to spin singlet
pairing. Since the metallic Hamiltonian Hk has time-reversal symmetry, σyH∗

−kσy = Hk and
the BdG Hamiltonian may be written as

HBdG =

[

Hk − µ ∆(r)
∆∗(r) µ−Hk

]

. (5.3.6)

(We drop the k,k′ dependence, treating HBdG as an operator.)
We take the vortex to lie in the ẑ direction, hence the pairing term takes the form

∆∗(r) = ∆(r⊥)e
iθ, independent of z, where r⊥eiθ = x+ iy. The pairing amplitude becomes

constant for large r⊥: ∆(r⊥) → ∆0. Although the vortex breaks translational symmetry
in the xy-plane, it is preserved in the z direction and hence, kz remains a good quantum
number. The 3D system thus decouples into many 2D Hamiltonians enumerated by kz.
Henceforth, we refer to r⊥ as simply r, and k as the 2D momentum coordinate (kx, ky).

The time-reversal operator is −iσyK, taking kz → −kz, k → −k, which is broken by the
imaginary part of ∆. In addition, the system must have particle-hole (charge conjugation)
symmetry given by the operator C = ΠyσyK, where Πi are the Pauli matrices acting on
particle-hole space. Note that C also takes kz → −kz, k → −k, hence particle-hole is a
symmetry of the 2D system only when kz ∼ −kz (i.e. at 0 or π).

In the remainder of this section, we do not assume anything about the value of kz, nor
the symmetries of the 2D Hamiltonian Hk|kz at a fixed kz. Our results remain valid applied
to any 2D slice (with a smooth FS) of the 3D Brillouin zone, as long as the 3D Hamiltonian
has time-reversal symmetry.

Pairing potential

In this section, we compute the pairing potential of a vortex in k-space via a Fourier trans-
form. We confine our system to be on a disk with radius ξ, the superconducting correlation
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length. The matrix element ∆k′k is

∆k′k = 〈k′|∆(r)|k〉

=
1

πξ2

ˆ

d2r ei(k−k′)·r∆(r)

=
1

πξ2

ˆ ξ

0

rdr∆(r)

ˆ 2π

0

dθ eiqr cos(θ−θq)e−iθ,

where q = k−k′ = q(cos θqx̂+sin θqŷ). The θ integral evaluates to a Bessel function (of the
first kind): 2πie−iθqJ1(qr). The matrix element becomes

∆k′k =
2πie−iθq

πξ2

ˆ ξ

0

rdr∆(r)J1(qr). (5.3.7)

• At large q (qξ ≫ 1), J1(qr) ≈ sin qr/
√
qr, and ∆(r) → ∆0 becomes constant. The inte-

gral scales as ∆0

q2
(qξ)1/2 cos qξ and the matrix element ∆k′k ≈ i∆0e

−iθq(qξ)−3/2 cos qξ →
0.

• At small q (qξ < 1), J1(qr) ≈ qr/2 and the integral evaluates to q∆0ξ
3/6. The matrix

element scales as i
3
∆0e

−iθqqξ and is linear in q.

-30 -20 -10 10 20 30
qΞ

D

Figure 5.3.1: The pairing potential. ∆k′k as a function of qξ where q = |k− k′| and ξ is the
system radius. The wavefunction ψ(k) is smooth on the scale of ξ−1, and hence the pairing
potential may be modeled as −δ′(q).

We can model the pairing matrix element as a derivative of the delta function: ∆k′k ∝
ie−iθq(−δ′(q)), this approximation is valid in the regime where the wavefunction ψ(k) is
smooth on the length scale of ξ−1. In Cartesian coordinates, the pairing term becomes
i∆e(∂kx − i∂ky), where ∆e is the effective p + ip pairing strength, with units energy ×
length−1. From a simple analysis, we expect that ∆e ≈ ∆0/ξ.

The Hamiltonian in k-space is of the form:

HBdG =

[

Hk − µ i∆e(∂kx − i∂ky)
i∆e(∂kx + i∂ky) µ−Hk

]

. (5.3.8)
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The eigenstates are of the form

|ψ〉 =
∑

k,ν

ψν(k)|ϕνk〉, (5.3.9)

where |ϕνk〉 is an eigenstate of Hk and ν labels the band index.

Projecting to the low energy states

Solutions to the Hamiltonian (5.3.8) will consists of mostly states near the FS, where Ek ∼ µ.
Hence we can simplify the system by projecting to the band eigenstates |ϕµk〉 with energy
near the chemical potential, where µ, ν is the band index:

H̃ = 〈ϕµk|H|ϕνk〉. (5.3.10)

If inversion symmetry is present, each band will be doubly degenerate.
The projection of the metallic Hamiltonian Hk gives a diagonal matrix Eµν

k = 〈ϕµk|Hk|ϕνk〉
with its entries being the energies. The projection of the derivative operator gives the Berry
connection: 〈ϕµk|i∇k|ϕνk〉 = i∇k +Aµν , where the non-Abelian Berry connection is defined
as: Aµν = i〈ϕµk|∇k|ϕνk〉. Explicitly:

H̃ =









Eµν
k − µ ∆e

(

i(∂px − i∂py)
+Aµνx − iAµνy

)

∆e

(

i(∂px + i∂py)
Aµνx + iAµνy

)

−Eµν
k + µ









. (5.3.11)

The connections Ax, Ay are hermitian matrices which depends on the choice of Bloch states
|ϕνk〉.

Dropping the band indices and writing Ek as E(k), the Hamiltonian is:

H̃ =









E(k)− µ ∆e

(

i(∂px − i∂py)
+Ax − iAy

)

∆e

(

i(∂px + i∂py)
+Ax + iAy

)

−E(k) + µ









, (5.3.12)

If we interpret momenta (k) as position, then we can treat Ax,y as a gauge potential and the
Berry curvature F = ∂kxAy − ∂kyAx − i[Ax, Ay] as an effective magnetic field in the model.
This system was studied by Read, Green, Ludwig, Bocquet and Zirnbauer in context of a
Dirac Hamiltonian with random mass as well as p+ip superconducting systems [114, 115, 16].

While superficially similar to a p + ip superconductor, there is an important distinction
– our system may not have particle-hole symmetry (unless kz = 0 or π), and hence does not
belong to the D class. To illustrate how C is broken, suppose that there is only one FS and
hence Ai are simply 1× 1 (Abelian) matrices. The system resembles a superconductor with
p + ip pairing, but with an effective magnetic field ∇ × A. Unlike a superconductor, the
effective field does not have to be localized nor quantized within the FS.

Consequently, the spectrum of vortex states in our 2D system does not have any sym-
metry, and the zero modes are not topologically protected. We can only show that these
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modes are stable within the weak pairing limit under perturbation theory. We can restore
particle-hole symmetry by combining the 2D systems at kz with that at −kz, at the cost of
doubling the number of zero energy states.

In the remainder of the section, we will explicitly show the following: when (an eigenvalue
of) the Berry phase of the FS φF is π, there is an effective half quantum flux h

2e
in the system

which supports a Majorana mode [114, 115, 16].

Explicit solution with rotational symmetry

This section is not necessary to the solution, but is instructive and aids in the understanding
of what the terms in the more general solutions mean. For simplicity, we only consider a
single FS at wavevector kF . We also assume an Abelian Berry connection, so Ax, Ay are
simply real numbers.

With rotational symmetry, we can simplify the expressions in polar coordinates: kx+iky =
keiθ: E(k) = E(k), ∂kx − i∂ky = e−iθ(∂k − i

k
∂θ), Ax − iAy = e−iθ(Ak − i

k
Aθ). In addition, it

is possible to find a gauge for which Ak = 0, and Aθ is a function of k, but independent of
θ. Explicitly, the Berry connection is

2πAθ(k) = 2π

ˆ k

0

k′dk′ F (k′), (5.3.13)

where F (k) = ∇k ×A is the Berry curvature. The left side of (5.3.13) is the Berry phase
along a circle of radius k, while the right side is the integrated Berry curvature.

Our Hamiltonian simplifies to

H̃ =

[

E(k)− µ i∆ee
−iθ (∂k − i∂θ+Aθ

k

)

i∆ee
iθ
(

∂k +
i∂θ+Aθ

k

)

−E(k) + µ

]

. (5.3.14)

The Hamiltonian commutes with Jz = −i∂θ+Πz, that is to say that the solutions are of the
form

ψ(k, θ) =
1√
k

(

u(k)ei(n−1)θ

−iv(k)einθ
)

, (5.3.15)

for integers n (required by the wavefunction being single-valued). Via the transformation

Wph = k
1
2

[

e−i(n−1)θ

i e−inθ

]

, (5.3.16)

the effective Hamiltonian for (u, v) is

H̃n = Wph H̃W−1
ph

=





E(k)− µ ∆e

(

∂k +
n− 1

2
−Aθ

k

)

∆e

(

n− 1
2
−Aθ

k
− ∂k

)

−E(k) + µ



 . (5.3.17)

Notice that the Hamiltonian is symmetric except for the terms proportional to ∂k, due to
our choice of Wph.
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Our assumption is to replace k by the Fermi wavevector kF , Aθ by AFθ = Aθ(kF ) and 1
k

by 1
kF

. This is justified as the amplitude of the wavefunction |u(k)|, |v(k)| is largest at the FS
k = kF and exponentially decays away from the FS. The resulting Hamiltonian is equivalent
to the Jackiw-Rebbi model [72]:

H̃n =
∆e

kF

(

n− AFθ − 1
2

)

Πx + i∆e∂kΠy + (E(k)− µ)Πz (5.3.18)

A midgap state exists whenever E(k)− µ changes sign, with energy

En =
∆e

kF

(

n− φF
2π

− 1

2

)

, (5.3.19)

where φF = 2πAFθ is the Berry phase of the FS. Hence, a zero energy solution exists when
φF is an odd multiple of π.

Explicitly, the eigenstates are of the form [72, 114]

u(k) = exp

ˆ k

β(k′) dk′, (5.3.20)

where β(k) must a be a decreasing function of k for u(k) to be normalizable. Assuming that
E(k) is an increasing function of k, then

β(k) =
µ− E(k)

∆e

(5.3.21a)

v(k) = u(k) (5.3.21b)

By inspection, this satisfies the Schrödinger equation for the Hamiltonian (5.3.18):

H̃n

(

u
v

)

=

[

−∆eβ En +∆eβ
En −∆eβ ∆eβ

](

1
1

)

=

(

En
En

)

(5.3.22)

For a Fermi velocity vF , E(k) − µ ≈ ~vF (k − kF ). We can see that u(k) is a Gaussian
with width

√

∆e/~vF ≈
√

∆0/~vF ξ, which justifies the substitution k → kF earlier.
We would like to point the reader to one last detail before moving on to the general

solution. Putting our solution back in to the wavefunction (5.3.15) gives

ψ(k, θ) =
u(k)einθ√

k

(

e−iθ

−i

)

. (5.3.23)

The pseudo-spinor (in the Nambu basis) is an eigenstate of t ·Π, where t is a vector tangent
to the FS at (kF , θ). The pseudo-spin locking to the the momentum gives rise to the π phase
around the FS in the Hamiltonian (5.3.17) and (5.3.19).

General solution without rotational symmetry

The solution is similar in spirit to the case with circular symmetry. Now, we label the
momentum by energy contours (E, η) instead of (r, θ) and demand constant E contours to
be orthogonal to constant η contours. Similar to θ, η is periodic with periodicity of 2π.
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Figure 5.3.2: Parameterization of the reciprocal space with orthogonal coordinates (E, η).
The (blue) closed contours are plotted for constant energies E, with the bold contour being
the FS at the chemical potential µ. The (purple) open contours are at constant η, running
from 0 to 2π. At each point, t(E, η) = ∂k

∂η
and n(E, η) = ∂k

∂E
are vectors tangent and normal,

respectively, to the energy contours. Notice that, for a closed FS, the direction of the vectors
t,n rotate once counterclockwise as η is varied around the surface.

The idea of the derivation is as follows. We rewrite the Hamiltonian in a Jackiw-Rebbi
form as a function E, perpendicular to the FS. Let Γ1,Γ2,Γ3 be matrices which anticommute
with each other, and square to the identity matrix. Then the differential equation

Γ1(i∆e∂E) + iΓ2(E − µ) + Γ3f(η) (5.3.24)

has a bound state when E−µ changes sign, the bound state is an eigenvector of Γ3 and has
energy f(η) [72]. The remaining η degree of freedom governs the existence of zero energy
states, by requiring the wavefunction ψ(E, η) to be single valued.

Define the vectors tangent and normal to the energy contours t = ∂k
∂η

, n = ∂k
∂E

. Clearly,
t ⊥ n. (Figure 5.3.1). The derivatives and connections in (E, η) coordinates are related to
those in the Cartesian coordinates:

(

∂E
∂η

)

=

[

nx ny

tx ty

](

∂kx
∂ky

)

, (5.3.25)

and we define the 2× 2 matrix to be J−1.
(

∂kx
∂ky

)

= J

(

∂E
∂η

)

,

(

Ax
Ay

)

= J

(

AE
Aη

)

,
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where J is the Jacobian matrix:

J =
∂(E, η)

∂(kx, ky)
=

[

JEx Jηx
JEy Jηy

]

. (5.3.26)

From J−1J = 1, we can see that JE · t = 0, Jη · n = 0, hence JE ‖ n, Jη ‖ t.
First we rewrite the pairing term in terms of E and η. i(∂kx − i∂ky)+Ax− iAy = dE+dη,

where

dE = i(JEx − iJEy )(∂E − iAE), (5.3.27a)

dη = i(Jηx − iJηy )(∂η − iAη). (5.3.27b)

It is always possible to find a gauge transformation which eliminates AE near the FS. The
transformation is of the form U †

A = P exp
[

i
´ E

0
AE(E

′)dE ′], where P is the path-ordering
operator. Since ∂EU

†
A = iAEU

†
A,

UA(∂E − iAE)U
†
A = ∂E (5.3.28)

This transformation will alter Aη, since the derivative ∂η acts on U †
A. In general, it impossible

to make both AE and Aη disappear.
We make the substitution JEx − iJEy = |JE|e−iθn , where θn gives the direction of the

normal vector n. As t is perpendicular to n, Jηx − iJηy = −i|Jη|e−iθn , (5.3.27) becomes

dE = ie−iθn |JE|∂E, (5.3.29a)

dη = e−iθn |Jη|(∂η − iAη). (5.3.29b)

At the moment, our Hamiltonian (5.3.12) is of the form:

H̃ =

[

E − µ ∆ee
−iθn

(

i|JE|∂E + |Jη|(∂η − iAη)
)

∆ee
iθn

(

i|JE|∂E − |Jη|(∂η − iAη)
)

−E + µ

]

. (5.3.30)

The angle θn rotates by +2π around a closed FS as η varies from 0 to 2π. The eiθn phase
in the off diagonal terms of the Hamiltonian give rise to a π phase in the eigenstates. We
transform this phase away via the unitary transformation:

Uph =

[

eiθn

1

]

, (5.3.31)

such that

Uph H̃U †
ph =

[

E − µ ∆eD
−

∆eD
+ µ− E

]

. (5.3.32)

where

D− = i|JE|∂E − i|Jη|(i∂η + Aη) (5.3.33a)

D+ = i|JE|∂E + i|Jη|(i∂η + Aη) + i|Jη|∂θn
∂η

(5.3.33b)
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We have ignored the term ∂Eθn from the assumption that the FS is smooth (no cusps). The
term ∂ηθn is extremely important as it will give us the π Berry phase shift.

At any fixed value of η, we write the Hamiltonian in the form of (5.3.24):

UphH̃U †
ph = (E − µ)τz +∆eD

xτx +∆eD
yτy, (5.3.34)

where Dx and Dy are the symmetric and the antisymmetric parts of off the diagonal elements
D±.

Dx =
D+ +D−

2
= i|JE|∂E + i

|Jη|
2

∂θn
∂η

, (5.3.35a)

Dy =
D+ −D−

2i
= |Jη|

(

i∂η + Aη +
1

2

∂θn
∂η

)

. (5.3.35b)

In the first expression (5.3.35a), there is an extra term i|Jη |
2

∂θn
∂η

, which we can absorb in to
the energy derivative via the transformation

exp

[
ˆ

gη dE

]

∂E exp

[

−
ˆ

gη dE

]

= ∂E − gη (5.3.36)

where gη(E) =
|Jη |
2|JE |

∂θn
∂η

. This introduces a term ∂ηgη in Dy, but is irrelevant as gη is single-

valued. (In the case with rotational symmetry, the term exp
´

gη is k1/2 in (5.3.16).)
The (E dependent portion of the) solution to Jackiw-Rebbi Hamiltonian (5.3.34) is:

ψ(E, η) ∼ u(η) exp

[

−
ˆ

E − µ

∆e|JE|
dE

](

1
−i

)

, (5.3.37)

by treating Dy as a constant (independent of E) on the energy scale of
√

∆e|JE|. The
effective Hamiltonian is Hη = −∆eD

y.
Finally, we solve for Dy(η)u(η) = 0 for a Majorana vortex bound state, subject to the

constraint that u(η) is single-valued. We can solve for u(η) explicitly:

u(η) = P exp

[

i

ˆ η

0

dη′
(

Aη(η
′) +

1

2

∂θn
∂η

)]

u(0). (5.3.38)

Since θn winds by 2π around a closed FS,
¸

1
2
∂ηθn = π gives an overall phase of−1. We have

u(2π) = −UBu(0), where the Berry phase of the FS is

UB = P exp

[

i

˛ 2π

0

Aηdη

]

. (5.3.39)

Hence a solution exists for every −1 eigenvalue of UB.

Vortex bound states

We can solve for the spectrum Caroli-de Gennes-Matricon bound states [19]. For an arbitrary
energy E , the ‘angular’ portion of the wavefunction satisfies −∆eD

yu(η) = Eu(η), equivalent
to:

−i∂ηu(η) =
( E
∆e|Jη|

+ Aη +
1

2

∂θn
∂η

)

E=µ

u(η). (5.3.40)
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Note that |Jη|−1 = |t|. The solution for u(η) is a the path-ordered exponential

u(η) = P exp

[

i

ˆ η

0

(E|t|
∆e

+ Aη +
1

2

∂θn
∂η

)

E=µ

dη′

]

u(0). (5.3.41)

The full solution to the Hamiltonian (5.3.30) is:

ψ(E, η) ∝ u(η) exp

[

−
ˆ E( E ′ − µ

∆e|JE(E ′)| + gη(E
′)

)

dE ′
](

e−iθn

−i

)

. (5.3.42)

While Aη is a hermitian matrix, E|t|/∆e and ∂ηθn are simply numbers, hence the integral
may be evaluated separately for each term. The integral

¸ 2π

0
|t|dη is simply the perimeter of

the FS lF . The integral 1
2

¸ 2π

0
∂ηθndη is π for a closed FS, and 0 for an open FS (modulo 2π).

The single-valued requirement u(2π) = u(0) (for a closed FS) becomes:

u(0) = − exp

(

i
lF
∆e

E
)

UBu(0). (5.3.43)

From this, we can calculate the allowed energies for an arbitrary Berry phase:

En =
∆e

lF
(2πn+ π − φ), (5.3.44)

for integers n, where eiφ are the eigenvalues of UB. Note that the eigenvalues always come
in pairs ±φ due to the particle-hole symmetry of the system (considering both kz and −kz
slices of the BZ).

5.4 Candidate materials

We now apply the Berry phase criterion to some candidate materials to see which of them
can have protected MZMs at the ends of vortices.

5.4.1 CuxBi2Se3

The insulating phase of Bi2Se3 is a strong TI with a single band inversion occurring at the
Γ point. On Cu doping, Bi2Se3 becomes n-type with an electron pocket at Γ and is reported
to superconduct below Tc = 3.8K [65, 64]. Photoemission measurements show µ ≈ 0.25 eV
above the conduction band minimum at optimal doping [143]. We calculate the Berry phase
eigenvalues for a FS around the Γ point numerically as a function of µ, which evaluates to
±π at µc ≈ 0.24 eV above the conduction band minimum for a vortex along the c-axis of the
crystal (see below). Hence µ & µc indicates c-axis vortices are near the topological transition.
However, tilting the vortex away from the c-axis is found to raise µc to upto µc = 0.30eV ,
for a vortex perpendicular to the c-axis. Therefore, sufficiently tilted vortices should host
MZMs at the experimental doping level.
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Figure 5.4.1: Berry phase eigenvalues φB for Bi2Se3 as a function of µ relative to the bottom
of the conduction band for a Fermi surface relevant to a vortex along the c-axis (solid
curves) and perpendicular to the c-axis at an angle of π/6 to the binary axis (dashed curves)
of Bi2Se3. The eigenvalues appear in ± pairs and are only defined modulo 2π. The phases
φB are zero (modulo 2π) at both the conduction band minimum and at energies far above
the conduction band. Clearly, the φB = π at µc|| = 0.24 eV and µc⊥ = 0.24 eV, signaling
a VPT. Photoemission measurements show µ ≈ 0.25 eV ∼ µc above the conduction band
minimum at optimal doping [143], and hence Cu doped Bi2Se3 is predicted to be near the
vortex phase transition for a c-axis vortex, and to have end MZMs for vortices sufficiently
tilted off the c-axis

Numerical calculation of the Berry phase for Bi2Se3

The insulating phase of Bi2Se3 is a strong TI, with a band inversion occurring at the Γ
point in its rhombohedral Brillouin zone. CuxBi2Se3 is reported to superconduct below
Tc = 3.8K [65, 64]. Before the superconducting transition, the carrier (electron) density is
approximately 2 × 1020 cm−3 from Hall measurements [64]. Using the effective eight-band
model from [88], we estimate µ theoretically in this material from the carrier density to be
≈ 0.4 eV relative to the conduction band bottom. However, photoemission measurements
show µ ≈ 0.25 eV above the bottom of the conduction band at the optimal doping (x =
0.12) [143].

The conduction band minimum is at the Γ-point. For small carrier densities, we expect
the FS to be centered around Γ. Using the same model from [88], we determine µc for this
material by calculating the Berry phase eigenvalues for a FS around the Γ point numerically
as a function of µ for various vortex orientations. In Figure 5.4.1, we show the results for
a vortex parallel to the c-axis (solid line) and for a vortex perpendicular it making an angle
of π/6 with the binary axis (dashed line).

This calculation is done by discretizing the FS contour and making the pair of Bloch
functions continuous and the Berry connection vanish at all but one points on this contour.
More precisely, we parameterize the FS via η ∈ [0, 2π] and compute the eigenstates |ϕν(η)〉
for ν = 1, 2. The phase is chosen such that Aµνη = i〈ϕµ(η)|∂η|ϕν(η)〉 = 0 for 0 < η < 2π
along the FS.
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In general, the Bloch functions will not be single-valued, i.e. |ϕν(2π)〉 6= |ϕν(0)〉. The
unitary transformation required to rectify the discontinuity at this one point is precisely the
non-Abelian phase: |ϕµ(0)〉 = [UB]

µν |ϕν(2π)〉. Because of time-reversal symmetry in the
normal phase of Bi2Se3, the Berry phase UB ∈ SU(2) has eigenvalues e±iφ which come in
complex conjugate pairs. Figure 5.4.1 shows the variation of the Berry phase eigenvalues
φ as a function of µ for two different FSs of Bi2Se3 in the kz = 0 plane, where the z-axis is
along the vortex. Here, µ is measured relative to the bottom of the conduction band at the
Γ point, which is where the band inversion occurs. When ẑ is along the c-axis, µc ≈ 0.24 eV,
which happens to be close to the chemical potential for these doped materials according to
ARPES [143]. Thus, we expect these vortices to be close to the phase transition. Note that
the model does not taken into account the renormalization of the Bi2 Se3 bands due Cu
doping. On the other hand, µc ≈ 0.30 eV for a vortex perpendicular to the c-axis. Such a
vortex should have end MZMs.

5.4.2 TlBiTe2, Bi2Te3 under pressure and PdxBi2Te3

The bands of TlBiTe2 and Bi2Te3 are topologically non-trivial because of a band inversion
at the Γ point [147, 85, 29, 23, 22, 153]. The topological character of Bi2Te3 is believed to
be preserved under a pressure of up to 6.3GPa, at which it undergoes a structural phase
transition. On p-doping to a density of 6 × 1020 cm−3 (3-6 × 1018 cm−3), TlBiTe2 (Bi2Te3
under 3.1GPa) becomes a SC below Tc = 0.14K (∼ 3K) [59, 154], making it a natural
system to search for the possibility of MZMs. Similarly, n-doping Bi2Te3 to a concentration
of 9×1018 cm−3 by adding Pd reportedly results in Tc = 5.5K [64] in a small sample fraction.
The superconductivity in Bi2Te3 under pressure, and in TlBiTe2 (PdxBi2Te3) is believed to
arise from six symmetry related hole (electron) pockets around the Γ-T line. This is an even
number so vortex lines in superconducting TlBiTe2 and both p- and n-type Bi2Te3 should
have MZMs at their ends in all orientations.

5.4.3 MZMs from trivial insulators

The bulk criterion derived does not require a ‘parent’ topological band structure. As a
thought example, say we have four TRIMs with Hamiltonians like the continuum Hamilto-
nian Hk in their vicinity. Such band inversions at four TRIMs in a plane leads to a trivial
insulator [35]. However, if their critical chemical potentials µc differ, then there could be
a range of µ where there are an odd number of VPTs below and above µ, leading to topo-
logically non-trivial vortices. Interestingly PbTe and SnTe are both trivial insulators with
band inversions relative to each other at the four equivalent L points. They both exhibit
superconductivity on doping below Tc = 1.5K [94] and 0.2K [57] respectively. A combina-
tion of strain (to break the equivalence of the four L points) and doping could potentially
create the scenario described above in one of these systems. GeTe is similar to SnTe with
Tc ∼ 0.3K [58] but undergoes a spontaneous rhombohedral distortion resulting in the desired
symmetry. Thus, I- and T -symmetric systems with strong spin orbit can lead to SCs with
vortex end MZMs, even in the absence of a proximate topological phase. Investigating the
Fermi surface SU(2) Berry phases, and thus the vortex electronic structure, in this wide class
of systems is a promising future direction in the hunt for Majorana fermions.
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In closing, we note that the VPT could potentially be probed via thermal transport
along the vortex line. A hurdle is the small minigap scale (∆/kF ξ ∼ ∆2/EF ), and the long
confinement length of the MZMs to the surface, which may be ameliorated by considering
strong coupling SCs or materials such as heavy fermions where EF is reduced.

P.H. would like to thank Pouyan Ghaemi, Roger Mong and Ashvin Vishwanath for this
collaboration. We thank A. M. Turner, J. H. Bardarson, A. Wray and C. L. Kane for
insightful discussions, and NSF-DMR 0645691 for funding. In parallel work, L. Fu, J. C. Y.
Teo and C. L. Kane have arrived at similar conclusions. This work in published in Physical
Review Letters, 107, 097001 (2011).
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Chapter 6

Circular photogalvanic effect on

topological insulator surface states:

Berry curvature dependent response

6.1 Introduction

In the previous chapters, the focus has largely been on bulk topological phases and especially
on the bulk of the topological insulator. Although the Majorana zero mode discussed in
the previous chapter was localized on the surface, its existence was governed by the bulk
topological phase. In contrast, in this chapter we focus only on the surface states (SSs) of the
strong topological insulator (TI). In their simplest incarnation, the SSs of TIs correspond to
the dispersion of a single Dirac particle, which cannot be realized in a purely two dimensional
band structure with time reversal invariance. This dispersion is endowed with the property
of spin-momentum locking, i.e., for each momentum there is a unique spin direction of the
electron. Since several materials were theoretically predicted to be in this phase, most of
the experimental focus on TIs so far has been towards trying to directly observe these exotic
SSs in real or momentum space, in tunneling [116] and photoemission [22, 68, 144, 87, 118]
experiments, respectively, and establish their special topological nature. However, there has
so far been a dearth of experiments which study the response of these materials to external
perturbations, such as an external electromagnetic field.

In order to fill this gap, we calculate here the response of TI surfaces to circularly polarized
(CP) light. Since photons in CP light have a well-defined angular momentum, CP light can
couple to the spin of the surface electrons. Then, because of the spin-momentum-locking
feature of the SSs, this coupling can result in dc transport which is sensitive to the helicity
(right- vs left-circular polarization) of the incident light. This phenomenon is known as
the circular photogalvanic effect (CPGE). In this work, we derive general expressions for the
direct current on a TI surface as a result of the CPGE at normal incidence within a two-band
model and estimate its size for the (111) surface of Bi2Se3, an established TI, and find it to
be well within measurable limits. Since bulk Bi2Se3 has inversion symmetry and the CPGE,
which is a second-order non-linear effect, is forbidden for inversion symmetric systems, this
current can only come from the surface.
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We find, remarkably, that the dominant contribution to the current is controlled by
the Berry curvature of the electron bands and grows linearly with time. In practice this
growth is cut-off by a scattering event which resets the current to zero. At the microscopic
level, this part of the current involves the absorption of a photon to promote an electron
from the valence to the conduction band. The total current contains two other terms -
both time-independent - one again involving an interband transition and the other resulting
from intraband dynamics of electrons. However, for clean samples at low temperatures, the
scattering or relaxation time is expected to be large, and these contributions will be eclipsed
by the linear-in-time one. Hence, this experiment can also be used to measure the relaxation
time for TI SSs.

Historically, the Berry curvature has been associated with fascinating phenomena such
as the anomalous Hall effect [52] and the integer quantum Hall effect [130] and therefore, it
is exciting that it appears in the response here. Its main implication here is that is gives
us a simple rule, in addition to the requirement of the right symmetries, for identifying
the perturbations that can give a linear-in-time CPGE at normal incidence: we look for
perturbations that result in a non-zero Berry curvature. Put another way, we can identify
perturbations that have the right symmetries but still do not give this current because the
Berry curvature vanishes for these perturbations. Importantly, for TI SSs, the requirement of
a non-zero Berry curvature amounts to the simple physical condition that the spin-direction
of the electrons have all three components non-zero. In other words, if the electron spin in
the SSs is completely in-plane, the Berry curvature is zero and no linear-in-time CPGE is
expected. The spins must somehow be tipped slightly out of the plane, as shown in Figure
6.1.1a, in order to get such a response. Thus, a pure Dirac (linear) dispersion, for which the
spins are planar, cannot give this response; deviations from linearity, such as the hexagonal
warping on the (111) surface of Bi2Te3 [32], are essential for tilting the spins out of the plane.

CPGE has been observed in the past in GaAs [40], SiGe [41] and HgTe/CdHgTe [142]
quantum wells - all systems with strong spin-orbit coupling. The effect in these systems can
be understood within a four-band model consisting of two spin-orbit split valence bands and
two spin-degenerate conduction bands. In contrast, TI SSs can be faithfully treated within a
two-band model. The simplicity of the latter system makes it more convenient for studying
theoretically compared to semiconductor quantum wells, and hence, enables us to determine
a connection between the CPGE and the Berry curvature. In general, if a surface has no
rotational symmetry about the surface normal, such a photocurrent is allowed.

Finally, we estimate the current on the (111) surface of Bi2Se3 using an effective model for
the SSs [32, 88]. This model captures the deviations from linearity of the SS dispersion due to
the threefold rotational symmetry of the (111) surface of Bi2Se3. These deviations have been
observed in photoemission experiments on Bi2Te3 [22]. Similar deviations are expected for
Bi2Se3 [88], though they cannot be seen in the slightly smaller momentum range compared
to Bi2Te3 over which data is currently available [69]. In order to get a direct current with
CP light at normal incidence, rotational symmetry about the surface normal needs to be
broken. Based on the requirement of non-zero Berry curvature, we propose to do this in two
ways:

1. by applying an in-plane magnetic field and including deviations from linearity of the
dispersion

94



p
x

(a)

(b)

(c)
p

E

x

p  = 0
y

x

ym

A

p
y

Figure 6.1.1: (a) Schematic illustration of preferential absorption at one out of two points
related by the reflection symmetry about the yz-plane. The short arrows denote the spin
direction of electrons in various states. At low energies, the spins are completely in-plane.
They acquire a small out-of-plane component at higher energies. The dotted lines represent
incoming photons of helicity −1 (left-CP photons). These photons can only raise the 〈Sz〉
of an electron, and thus are preferentially absorbed by electrons whose 〈Sz〉 < 0 in the
valence band. The chemical potential µ must be between the initial and final states for any
absorption to occur. (b) Constant energy contours for the surface conduction band of Bi2Se3.
Dark lines denote lower energy. (a) is drawn at py = 0. (c) Geometry of the experiment.
Light is incident normally on (111) surface of Bi2Se3. The dotted lines represent the mirror
plane m about which the lattice has a reflection symmetry. The current ja2(t) (see text) is
along x̂.
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2. by applying a strain.

With a magnetic field of 10T (With a 1% strain) and assuming a scattering time of 10ps, (the
scattering time in GaAs is ∼ 1ns over a wide range of temperatures [100]; we use a conserva-
tive estimate for Bi2Se3 here) we find that a current density of ∼ 100nA/mm (∼ 10nA/mm)
can be obtained due to the CPGE with a 1 Watt laser. This value can be easily measured by
current experimental techniques. Conversely, the scattering time, crucial for transport pro-
cesses, for Bi2Se3 SSs can be determined by measuring the current. In comparison, circular
photogalvanic currents of a few nanoamperes per Watt of laser power have been measured
in quantum wells of the semiconductors GaAs [40], SiGe [41] and HgTe/CdHgTe [142].

A connection between the optical response of a system and the Berry curvature of its
bands has been previously noted at the low frequencies, where a semiclassical mechanism
involving the anomalous velocity of electrons in a single band explains it [26, 89]. Here,
we show it for inter band transitions where no quasiclassical approximation is applicable.
Instead, we calculate the quadratic response function directly. A connection is still present
which points to a deeper relation between the response functions and the Berry curvature.

This chapter is organized as follows. In Sec. 6.2, we state the symmetry conditions
under which a CPGE may occur. We present our results, both general as well as for Bi2Se3
in particular, in Sec. 6.3.1 and describe the microscopic mechanism in Sec. 6.3.2. The
calculation is described briefly in Sec. 6.3.3 and in detail in Sec. 6.3.4. In Sec. 6.4, we give
our results for the optical injection of dc spin and in Sec. 6.5 we briefly discuss the situation
where the rotational symmetry of the surface is broken by shining the light off-normally.

6.2 Symmetry considerations for the CPGE

In this section, we specify the symmetry conditions under which one can get a CPGE on the
surface of a TI. But first, let us briefly review the concept of the CPGE in general.

The dominant dc response of matter to an oscillating electric field is, in general, quadratic
in the electric field. When the response of interest is a current, the effect is known as the
photogalvanic effect. This current can be written as

jα = ηαβγEβ(ω)Eγ(−ω) (6.2.1)

where Eα(t) = Eα(ω)eiωt + E∗
α(ω)e

−iωt is the incident electric field, E∗
α(ω) = Eα(−ω) and ηαβγ

is a third rank tensor, which has non-zero components only for systems that break inversion
symmetry, such as the surface of a crystal.

For jα to be real, one has ηαβγ = η∗αγβ. Thus, the real (imaginary) part of ηαβγ is
symmetric (anti-symmetric) under interchange of β and γ, and therefore describes a current
that is even (odd) under the transformation ω → −ω. Consequently, jα can be conveniently
separated according to

jα = Sαβγ

(Eβ(ω)E∗
γ (ω) + E∗

β(ω)Eγ(ω)
2

)

+ iAαµ(E × E
∗)µ (6.2.2)

where Sαβγ is the symmetric part of ηαβγ and Aαµ is a second-rank pseudo-tensor composed
of the anti-symmetric part of ηαβγ. For CP light, E ∝ x̂± iŷ if ẑ is the propagation direction
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and only the second term in (6.2.2) survives, and hence represents the CPGE. This effect
is odd in ω. On the other hand, the first term, which is even in ω, represents the linear
photogalvanic effect as it is the only contribution for linearly polarized light. Since the
transformation ω → −ω, or equivalently, E → E

∗ reverses the helicity of CP light, i.e.,
changes right-CP light to left-CP light and vice versa, the CPGE is the helicity-dependent
part of the photogalvanic effect.

The helicity of CP light is odd (i.e., right- and left-CP light get interchanged) under
mirror reflection about a plane that contains the incident beam, but invariant under arbitrary
rotation about the direction of propagation. Let us consider normal incidence of CP light on
a TI surface normal to the z axis. Let us further assume that there is a mirror plane which is
the y-z plane (See Figure 6.1.1c). Then, the only component of direct current that reverses
direction on switching the helicity is a current along the x axis. If there is also rotation
symmetry Rz about the z-axis (such as the threefold rotation symmetry on the (111) surface
of Bi2Se3), then no surface helicity-dependent direct photocurrent is permitted. One needs
to break this rotation symmetry completely by applying, for example, and in-plane magnetic
field, strain etc., to obtain a nonvanishing current.

6.3 Helicity-dependent direct photocurrent

We now present our main results for the photocurrent and estimate it for Bi2Se3. After
painting a simple microscopic picture for the mechanism, we give a brief outline of the full
quantum mechanical treatment of the phenomenon.

6.3.1 Results

A general two-band Hamiltonian (in the absence of the incident light) can be written as

H =
∑

p

c†pHpcp =
∑

p

|Ep|c†pn̂(p).σcp (6.3.1)

upto a term proportional to the identity matrix, which is not important for our main result
which involves only inter-band transitions. Here n̂(p) is a unit vector, σ are the spin-Pauli
matrices and cp = (cp↑, cp↓)

T is the electron annihilation operator spinor at momentum p.
Clearly, this can capture a Dirac dispersion, e.g.. with E(p) = ±vFp and n̂(p) = vF ẑ×p. It
can also capture the SSs of Bi2Se3 in the vicinity of the Dirac point, which includes deviations
beyond the Dirac limit. We also assume the Hamiltonian has a reflection symmetry m about
y-axis, where ẑ is the surface normal. Using the zero temperature quadratic response theory
described in Sec 6.3.3, we calculate the current due to the CPGE and find that

~jCPGE(t) = (jna + ja1 + ja2(t)) x̂ (6.3.2)

where the subscripts a (na) stand for “absorptive” and “non-absorptive”, respectively. The
absorptive part of the response involves a zero momentum interband transition between a pair
of levels separated by energy ~ω. These terms are only non zero when there is one occupied
and one empty level. In this part of the response, we find a term that is time-dependent,
ja2(t). In particular, this term grows linearly with the time over which the electromagnetic
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perturbation is present, which is allowed for a dc response. In reality, this linear growth is
cut off by a decay process which equilibrates populations, and is characterized by a time
constant τ . In clean samples at sufficiently low temperatures, characterized by large τ , this
contribution is expected to dominate the response, and hence, is the focus of our work. The
other contributions are discussed in Sec. 6.3.4. Conversely, because of the linear growth with
time, one can determine the lifetime of the excited states by measuring the photocurrent.
This term is

ja2(t) = −πe
3
~E2

0 tsgn(ω)
4

∑

p

δ(~|ω| − 2|Ep|)vx(p)F(p) (6.3.3)

where we have assumed that the chemical potential is in between the two energy levels
±|Ep| connected by the optical frequency ~ω, and that temperature can be neglected com-
pared to this energy scale. Here, vx(p) = ∂|Ep|

∂px
is the conventional velocity and F(p) =

i
∑

p〈∂pxu(p)|∂pyu(p)〉+c.c., where |u(p)〉 is the conduction band Bloch state at momentum
p, is the Berry curvature of the conduction band at momentum p. For the class of Hamil-
tonians (6.3.1) that we are concerned with, the Berry curvature (as shown at the end of this
subsection) is given by:

F(p) = n̂.

(

∂n̂

∂px
× ∂n̂

∂py

)

(6.3.4)

which is the skyrmion density of the unit vector n̂ in momentum space. Since ∂pin̂ ⊥ n̂ for
i = x, y, F(p) 6= 0 only if all three components of n̂ are nonvanishing. For linearly dispersing
bands, n̂ has only two non-zero components (e.g.. Hp = pyσx − pxσy, n̂ ∝ (py,−px, 0)).
Hence, corrections beyond the pure Dirac dispersion are essential. Also, due to m, the
Berry curvature satisfies F(px, py) = −F(−px, py). Since in (6.3.3) we have the x-velocity
multiplying the Berry curvature, which also transforms the same way, a finite contribution
is obtained on doing the momentum sum.

We now calculate ja2(t) for the threefold-symmetric (111) surface of Bi2Se3 starting from
the effective Hamiltonian [32, 88]

H = vF (pxσy − pyσx) +
λ

2

(

p3+ + p3−
)

σz (6.3.5)

where vF ∼ 5 × 105m/s [152] and λ = 50.1eV ·Å3 [88]. A spin independent quadratic term
has been dropped since it does not modify the answers for interband transitions, which only
involve the energy difference between the bands.

To get a non-zero jCPGE, the threefold rotational symmetry must be broken. We propose
to do this in two separate ways:

1. by applying a magnetic field B in the x-direction
This field has no orbital effect, and can be treated by adding a Zeeman term

H ′
Zeeman = −gxµBBσx (6.3.6)

, where gx is the appropriate g-factor and µB is the Bohr magneton, to the Hamiltonian
(6.3.5). To lowest order in λ and B, we get

ja2(t) =
3e3vFE2

0λ(gxµBB)2t

16~2ω
A (6.3.7)
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, where A is the laser spot-size. For gx = 0.5 [88], and assuming the experiment is done
in a 10T field with a continuous wave laser with ~ω = 0.1eV which is less than the bulk
band gap of 0.35eV [144], A ∼ 1mm2, a laser power of 1W , and the spin relaxation
time t ∼ 10ps, we get a current density of ∼ 100nA/mm, which is easily measurable
by current experimental techniques. Note that the expression (6.3.7) for ja2(t) contains
the parameter λ which measures the coupling to σz in (6.3.5). Since ~B = Bx̂ breaks
the rotation symmetry of the surface completely, a naive symmetry analysis suggests,
wrongly, that deviations from linearity, measured by λ, are not needed to get ja2(t).

2. by applying a strain along x
This can be modeled by adding a term

H ′
strain = δλp3xσz (6.3.8)

to H in (6.3.5). This gives

ja2(t) =
3e3vF (δλ)E2

0ωt

27
A (6.3.9)

to lowest order in λ and δλ. For a 1% strain, δλ/λ = 0.01, and the same values for
the other parameters as in (6.3.7), we get a current density of ∼ 10nA/mm. (6.3.9)
does not contain λ; this is because δλ alone both breaks the rotation symmetry and
tips the spins out of the xy-plane.

Proof of Berry curvature expression

Here we show that the Berry curvature defined for Bloch electrons as

F(p) = i
(

〈∂pxu|∂pyu〉 − 〈∂pyu|∂pxu〉
)

(6.3.10)

can be written as
F(p) = n̂.

(

∂pxn̂× ∂py n̂
)

(6.3.11)

for the band with energy |Ep| for Hamiltonians of the form Hp = |Ep|n̂(p).σ.
At momentum p, the Bloch state |up〉 with energy |Ep| is defined as the state whose

spin is along n̂(p). Defining | ↑〉 as the state whose spin is along +ẑ, |up〉 is obtained by
performing the appropriate rotations,

|up〉 = e−i
σz
2
φ(p)ei

σy
2
θ(p)| ↑〉 (6.3.12)

where θ(p) and φ(p) are the polar angles that define n̂(p):

n̂(p) = sin θ(p) cosφ(p)x̂+ sin θ(p) sinφ(p)ŷ + cos θ(p)ẑ (6.3.13)

Substituting (6.3.12) in (6.3.10), one gets

F(p) = sin θ(p)
(

∂pxθ(p)∂pyφ(p)− ∂pxφ(p)∂pyθ(p)
)

(6.3.14)

which, on using (6.3.13) and some algebra, reduces to the required expression (6.3.11).
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6.3.2 Physical process

The appearance of the Berry curvature suggests a role of the anomalous velocity in generating
the current. Such mechanisms have been discussed in the literature in the context of the
CPGE [26, 97]. However, those mechanisms only work when the electric field changes slowly
compared to the typical scattering time. The SSs of Bi2Se3 probably have lifetimes of tens
of picoseconds, and thus, we are in the opposite limit when ~ω = 0.1eV , which corresponds
to a time scale 103 times shorter.

In this limit, the dc responses are a result of a preferential absorption of the photon at
one of the two momentum points for each pair of points (±px, py) related by m, as shown
in Figure 6.1.1a for py = 0. According to the surface Hamiltonian (6.3.5), the spin vector
S = σ

2
~ gets tipped out of the xy-plane for states that lie beyond the linear dispersion

regime, but the direction of the tipping is opposite for (px, py) and (−px, py). Thus, photons
of helicity −1, which can only raise 〈Sz〉 of an electron, are preferentially absorbed by the
electrons that have 〈Sz〉 < 0 in the ground state. The response, then, is determined by
the properties of these electrons. Clearly, the process is helicity-dependent as reversing the
helicity would cause electrons with 〈Sz〉 > 0 to absorb the light preferentially.

This is consistent with the requirement of a non-zero Berry curvature, which essentially
amounts to the spin direction n̂ having to be a three-dimensional vector. In the linear limit,
where H = vF (pxσy − pyσx), the spin is entirely in-plane, and all the electrons absorb the
incident light equally.

6.3.3 Calculation in brief

We now briefly outline the calculation of the helicity-dependent photocurrent. The detailed
calculation can be found in Sec. 6.3.4. Readers only interested in our results may wish to
skip this section.

The Model: The Hamiltonian and relevant electric field (vector potential) perturbations
for getting a direct current to second order in the electric field of the incident photon are

H = |Ep|n̂(p).σ (6.3.15)

H ′ = jxAx(t) + jyAy(t) (6.3.16)

jα =
∂H

∂pα
(6.3.17)

Ax(t) + iAy(t) = A0e
i(ω−iǫ)t (6.3.18)

where A is the vector potential, ẑ is assumed to be the surface normal, and ǫ is a small
positive number which ensures slow switch-on of the light.

Quadratic response theory: In general, the current along x to all orders in the per-
turbation H ′ is

〈jx〉(t) =
〈

T ∗
(

ei
´ t

−∞ dt′H′(t′)
)

jx(t)T
(

e−i
´ t

−∞ dt′H′(t′)
)〉

(6.3.19)

where T (T ∗) denotes time-ordering (anti-time-ordering) and O(t) = eiHtOe−iHt. Terms first
order in H ′ cannot give a direct current. The contribution to the current from the second
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order terms can be written as

〈jx〉(t) =

t
ˆ

−∞

dt′
t1
ˆ

−∞

dt′′ 〈[[jx(t), H ′(t′)] , H ′(t′′)]〉

=

t
ˆ

−∞

dt′
t1
ˆ

−∞

dt′′χxαβ(t, t
′, t′′)Aα(t

′)Aβ(t
′′) (6.3.20)

where α, β ∈ {x, y}, χxαβ(t, t′, t′′) = χxαβ(0, t
′ − t, t′′ − t) = 〈[[jx, jα(t′ − t)] , jβ(t

′′ − t)]〉 ≡
χxαβ(t

′− t, t′′− t) due to time translational invariance, and the expectation value is over the
ground state which has all states with Ep < (>) 0 filled (empty). For Hamiltonians of the
form of (6.3.15), the expectation value of any traceless operator O in the Fermi sea ground
state can be written as a trace:

〈O〉 =
∑

p

1

2
Tr

{(

1− H

|Ep|

)

O

}

= −
∑

p

Tr (HO)

2|Ep|
(6.3.21)

This gives,

χxαβ(t1, t2) = −
∑

p

Tr (H [[jx, jα(t1)] , jβ(t2)])

2|Ep|
(6.3.22)

(6.3.22) is the zero temperature limit of the finite temperature expression for the quadratic
susceptibility proven in [18].

Because of the mirror symmetry m, χxαβ(t1, t2) is non-vanishing only for α 6= β. To
get a direct current, we retain only the non-oscillating part of Ax(t + ti)Ay(t + tj) =
A2

0

2
e2ǫt [sin (2ωt+ ω(ti + tj))− sin (ω(ti − tj))]. Thus,

jdcx (t) =
A2

0e
2ǫt

4

0
ˆ

−∞

dt1

t1
ˆ

−∞

dt2 (χxxy − χxyx) (t1, t2)e
ǫ(t1+t2) sin (ω(t2 − t1)) (6.3.23)

The result: After carrying out the two time-integrals, we get the three currents men-
tioned in (6.3.2). For clean samples at low temperatures, ja2(t), which grows linearly
with time, is expected to dominate. A general expression for this term is (in the units
e = ~ = vF = 1 where vF is the Fermi velocity)

ja2(t) =
iA2

0πtsgn(ω)
2ω2

∑

p

δ(|ω| − 2|Ep|)Tr(Hjx)Tr(H[jx, jy]) (6.3.24)

Using (6.3.15) and (6.3.17) and the Lie algebra of the Pauli matrices, [σi, σj] = 2iǫijkσk where
ǫijk is the anti-symmetric tensor, the above traces can be written as

Tr(Hjx) = 2|Ep|vx(p) (6.3.25)

Tr(H [jx, jy]) = 4i|Ep|3n̂.
(

∂n̂

∂px
× ∂n̂

∂py

)

= 4i|Ep|3F(p) (6.3.26)

(6.3.24), (6.3.25) and (6.3.26) give our main result (6.3.3).
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6.3.4 Calculation in detail

Here we explain the current-calculation of Sec. 6.3.1 in more detail and also state results for
the parts of the current that we chose not to focus on there.

As shown in Sec. 6.3.3, the relevant susceptibility is

χxαβ(t, t′, t′′) = −1

2

∑

p

Tr

(

H

|Ep|
[

[jx(t), jα(t′)] , jβ(t′′)
]

)

= −
∑

p

1

2|Ep|
Tr

(

H
[

[jx, jα(t1)] , j
β(t2)

])

≡ χxαβ(t1, t2) (6.3.27)

where t1 = t′ − t, t2 = t′′ − t, and the non-vanishing components of χxαβ are those for which
α 6= β. The non-oscillating part of the current, hence, is

〈jdcx 〉(t) = jCPGE(t) =
A2

0e
2ǫt

4

0
ˆ

−∞

dt1

t1
ˆ

−∞

dt2

(χxxy(t1, t2)− χxyx(t1, t2)) e
ǫ(t1+t2) sin (ω(t2 − t1)) (6.3.28)

Since jCPGE(t) is an odd function of ω, it reverses on reversing the polarization, as expected.
The traces in the susceptibility expressions are calculated by introducing a complete set

of states in place of the identity several times. Thus,

χxxy(t1, t2) = −
∑

p

1

2|Ep|
Tr (H [[jx, jx(t1)] , j

y(t2)]) (6.3.29)

= −1

2

∑

p

∑

nml

sgn(En)
{

ei(Em−En)t2 ×

(

ei(El−Em)t1 − e−i(El−En)t1
)

XnlXlmYmn + c.c.
}

where Xnl = 〈n |jx|m〉 etc. and the subscript p on Ep has been dropped to enhance the
readability. Similarly,

χxyx(t1, t2) = −
∑

p

1

2Ep

Tr (H [[jx, jy(t1)] , j
x(t2)]) (6.3.30)

= −1

2

∑

p

∑

nml

sgn(En)
{

ei(Em−En)t2Xmn ×

(

ei(El−Em)t1XnlYlm − e−i(El−En)t1YnlXlm

)

+ c.c.
}
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Substituting (6.3.29) and (6.3.30) in (6.3.23), we get

jCPGE(t) =
A2

0e
2ǫt

4
Re

0
ˆ

−∞

dt1

t1
ˆ

−∞

dt2e
ǫ(t1+t2) × (6.3.31)

sin (ω(t1 − t2))
∑

p,nml

sgn(En)ei(Em−En)t2 ×
{

(

ei(El−Em)t1 − e−i(El−En)t1
)

XnlXlmYmn −

Xmn

(

ei(El−Em)t1XnlYlm − e−i(El−En)t1YnlXlm

)

}

where Re stands for ‘the real part of’. Carrying out the the two time integrations gives

jCPGE(t) =
A2

0e
2ǫt

8
Im

∑

p

∑

nml

sgn(En)× (6.3.32)

[

1

Em − En + ω − iǫ
− 1

Em − En − ω − iǫ

]

×
{

Xnl (XlmYmn − YlmXmn)

El − En − 2iǫ
+
Xlm (YmnXnl −XmnYnl)

El − Em + 2iǫ

}

where Im stands for ‘the imaginary part of’. Using Im
(

1
Ω−iǫ

)

= πδ(Ω) and Re
(

1
Ω−iǫ

)

= 1
Ω

in the limit ǫ→ 0, we get after some algebra, jCPGE(t) = jna+ja1+ja2(t), where (Tr denotes
the trace)

jna =
A2

0

16

∑

p

ω(ω2 − 12E2
p)

i|Ep|3(ω2 − 4E2
p)

2
Tr(Hjx)Tr(H [jx, jy]) (6.3.33)

comes from intraband processes and is constant in time,

ja1 = −πA
2
0sgn(ω)
32

∑

p

δ(|ω| − 2|Ep|)
E2

p

Tr(H [jx, [jx, jy]]) (6.3.34)

is a result of an interband transition absorption as indicated by the δ-function in energy and
is also constant in time, and

ja2(t) = i
A2

0πt sgn(ω)
8

∑

p

δ(|ω| − 2|Ep|)
Tr(Hjx)Tr(H [jx, jy])

E2
p

(6.3.35)

which also results from interband absorption and increases linearly in time. The last term
was the main focus of our work.

6.4 Optical spin injection

Having understood the microscopic mechanism underlying the generation of the photocurrent
ja2(t) , we wonder, next, whether such a population imbalance can lead to any other helicity-
dependent macroscopic responses. Since each absorbed photon flips the z-component of the
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spin of an electron, a net 〈Sz〉 is expected to be generated on the surface. Such a process
of optical spin injection was discussed for thin films of topological insulators [89], without,
however, recognizing the role of the Berry curvature in the interband transition.

The calculation of 〈Sz〉 is identical to that of jCPGE. The total 〈Sz〉 generated consists
of the same three parts as jCPGE, and the dominant part is

Sza2(t) = −πe
2E2

0~tsgn(ω)
8

∑

p

δ(~|ω| − 2|Ep|)nz(p)F(p) (6.4.1)

Sz does not break the rotational symmetry of the surface, so we calculate Sza2(t) directly for
the threefold symmetric Hamiltonian (6.3.5) and obtain

Sza2(t) =
e2E2

0 (~ω)
3λ2t

210
A (6.4.2)

For the same values of all the parameters as for ja2(t), we get Sza2(t) ∼ 10~, which means
only ten electron spins are flipped over an area of ∼ 1mm2. This is a very small number
and cannot be measured by the current experimental techniques. However, the result that
the dominant spin injected onto the surface is also controlled by the Berry curvature is
still theoretically interesting, as it points towards a deeper connection between the Berry
curvature of electron bands and the helicity-dependent dc responses of systems with strong
spin-orbit coupled coupling.

6.5 CPGE at oblique incidence

Experimentally, a very attractive way of breaking the rotational symmetry of the surface is
by performing the experiment with obliquely incident light. Indeed, such experiments have
already been performed successfully on graphene at low frequencies [42]. At the microscopic
level, the effect there has been attributed to photon-drag, where the current arises as a result
of the in-plane component of the photon momentum q‖ getting transferred to the electrons
in graphene. In general, an analogous process is expected to contribute to the CPGE at
high-frequencies as well. We can estimate the size of the photon-drag effect on TI surfaces
in the Dirac limit by considering a mechanism is similar to the one described in Sec. 6.3.2,
i.e., the electrons at (±px, py) absorb the incident light unequally if the light is incident in
the yz-plane. Now, no out-of-plane tipping of the spin is needed, because, if one thinks
of the helical photon as simply a spin-raising or lowering operator for spins parallel to its
propagation direction ẑ′, the electrons at (±px, py) already have opposite 〈Sz′〉 and hence,
will absorb the light unequally. Thus, the general expression for the current may contain
only those material parameters which appear in the pure Dirac dispersion. As before, it
must be quadratic in the photon electric field, and must change sign when q‖ and ω are both
reversed, since that corresponds to switching the photon helicity. Thus, to lowest order in
q‖, the linear-in-time current, based simply on symmetry and dimensional analysis, must be
of the form

~jphoton−drag(t) ∼
e3E2

0v
2
F q‖t

~2ω2
Ax̂ (6.5.1)
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For q‖ = c/ω, c being the speed of light in vacuum, and the same values for all the other
parameters as in Sec. 6.3.1, we get a current density of ∼ 1µA/mm. This will dominate
the response at off-normal incidence, but can be suppressed by careful alignment of the
experimental setup. However, since a response might appear even in the pure Dirac limit
in which the Berry curvature vanishes, the role of the Berry curvature is not clear for this
process.

In graphene, helicity-dependent direct photocurrents have also been predicted by applying
a dc bias [105]. However, with a dc bias across a TI surface and ordinary continuous lasers,
we find the current to be too low to be measurable.

6.6 Conclusions

In summary, we studied the CPGE on the surface of a TI at normal incidence, and applied
the results to the (111) surface of Bi2Se3. If the rotational symmetry of the TI surface
is broken by applying an in-plane magnetic field or a strain, we predict an experimentally
measurable direct photocurrent. A striking feature of this current is that it depends on the
Berry curvature of the electron bands. Such a dependence can be understood intuitively as a
result of the incident photons getting absorbed unequally by electrons of different momenta
and hence, different average spins. The current grows linearly with time until a decay
process equilibrates populations, which provides a way of determining the excited states
lifetime. We also calculated the amount of dc helicity-dependent out-of-plane component
of the electron spin generated. This does not require any rotational symmetry breaking;
however, the numerical value is rather small with typical values of the parameters. Finally, we
estimated the size of the CPGE due to the photon-drag effect at oblique incidence assuming
a differential absorption mechanism similar to the one discussed for normal incidence, and
found a rather large value. However, the role of the Berry curvature in this process was
unclear.

For future work, we wonder whether the Berry curvature dependence of the helicity-
dependent response to CP light survives for three- and higher-band models. This is a prac-
tically relevant question, as semiconductor quantum wells such as those of GaAs, SiGe and
HgTe/CdHgTe demand a four-band model for modeling the CPGE.
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on the draft.

This work was supported by the Office of Basic Energy Sciences, Materials Sciences
Division of the U.S. Department of Energy under contract No. DE-AC02-05CH1123. This
work is published in Physical Review B, 83, 035309 (2011).

105



106



Chapter 7

Charge transport in Weyl semimetals

7.1 Introduction

There has been a surge of recent activity studying Dirac excitations in two dimensional media,
most famously graphene [43] and the surface states of topological insulators, discussed in the
previous chapter. A natural question is whether there are analogs in three dimensions, with
a vanishing density of states at the chemical potential and linearly dispersing excitations.
It has long been known that touchings between a pair of non-degenerate bands are stable
in three dimensions, and typically have linear dispersion. Near these, electronic excitations
are described by an analog of the Weyl equation of particle physics, which describes two-
component chiral fermions [62, 3, 104]. Hence these states have been dubbed Weyl semi-
metals (WSMs) [134].

To remove a band touching (or Weyl node) one necessarily must connect to another
node. This is in contrast with two dimensions: graphene’s nodes can be gapped by different
intranode perturbations that break inversion (I) or time reversal (T ) symmetry. The en-
hanced protection in three dimensions is due to a topological property of the nodes - they are
sources (monopoles) of Chern flux in the Brillouin zone (BZ). This momentum space topol-
ogy is associated with several physical phenomena. In particular, it was recently realized
[134] that unusual surface states will result as a consequence of the band topology. These
take the form of Fermi arcs that connect the projections of the nodes onto the surface BZ.
Such topological properties are sharply defined as long as one can distinguish band touching
associated with opposite Chern flux. The presence of translation symmetry, and hence con-
served crystal momenta, is sufficient to protect these defining properties since the nodes are
separated in the BZ. In principle one needs perfect crystalline order to define these phases;
in practice, smooth disorder that only weakly mixes nodes is expected to have little effect.
Other manifestations of the band topology include an anomalous Hall effect [150, 17] that
is tied to the momentum space displacement between nodes, and magneto-resistance arising
from Adler-Bell-Jackiw anomaly of Weyl fermions [6, 104]. Note that the band topology of
WSMs is very different from the band topology of gapped phases discussed in the previous
chapters. The latter, unlike the former, does not require translational invariance and hence
is robust against the appropriate symmetry-conserving disorder.

Physical realizations of WSMs require non-degenerate bands to touch; therefore spin
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degeneracy must be lifted (by either spin-orbit interactions or magnetic order), and either T
or I must be broken: otherwise, all bands would be doubly degenerate. We further require
that the Fermi ‘surface’ consists exactly of the Weyl nodes. In T -breaking realizations where
I is unbroken, a simple ‘parity criterion’ applied to eight T -invariant momenta in the BZ
can be used to diagnose the existence of Weyl nodes [134]. In [134], certain pyrochlore
iridates A2Ir2O7 (A=Y or Eu), were proposed to be magnetically ordered WSMs, with
N = 24 Weyl points, all at the Fermi energy; [140] reached similar conclusions but with
N = 8. Alternate proposals include HgCr2Se4 in the ferromagnetic state [146] and topological
insulator-ferromagnet heterostructures [17], with N = 2, the minimum allowed.

Motivated by the availability of transport data on the iridates [149, 126], we study the
electrical conductivity of an idealized model of a WSM, with an even number N of isotropic
Weyl nodes characterized by the same dispersion, withN/2 nodes of each chirality as required
by topology [134, 104]. The leading behavior of the conductivity σ provides insight into the
dominant scattering mechanism in the system, as in three dimensions, σ has dimensions of
inverse length in units of e2/h and the appropriate length scale is set by the quasiparticle
mean free path. In the absence of impurities and interactions we expect the free fermion
result, σ(N)

0 (ω) = N e2

12h
|ω|
vF

; we demonstrate how this is modified in two cases:
(i) in clean undoped systems with Coulomb interactions, current is carried equally by counter-
propagating electrons and holes and can be relaxed via interactions alone. Solving a quantum
Boltzmann equation (QBE) we find a finite conductivity proportional to the temperature T
(upto logarithmic factors), as expected of a quantum critical system [31], where T is the sole
energy scale,

σ
(N)
dc (T ) =

e2

h

kBT

~vF (T )

1.8

α2
T lnα

−1
T

(7.1.1)

Here vF (T ) = vF (α0/αT )
2

N+2 and αT = α0

[

1 + (N+2)α0

3π
ln
(

~Λ
kBT

)]−1

are the Fermi velocity
and fine structure constant renormalized to the scale of the temperature T , Λ is a momentum
cut-off set by the separation between the Weyl nodes, and vF and α0 = e2/ε~vF are the
corresponding ‘bare’ values at the microscopic scale (See Sec. 7.2.1).
(ii) In the presence of impurities, power counting shows that white-noise disorder is an
irrelevant perturbation, and a naive expectation is that the clean result σ(N)

0 is reproduced.
However, the result is more interesting: by evaluating a standard Kubo formula, we find that
the finite-frequency conductivity exhibits different behaviors for ω ≪ T and ω ≫ T : in the
former regime we find in agreement with [17] a finite Drude-like response with a peak width
vanishing as NT 2; in the latter, we recover σ(N)

0 as the leading behavior, which is universal
and independent of disorder. We also determine the manner in which the conductivity
interpolates between these limits.

Previous studies of 3D Dirac points have assumed Lorentz invariance [10] or worked at
a topological phase transition between insulators [48]. Although our work differs from both
of these situations – instantaneous Coulomb interactions break Lorentz invariance, and we
study a stable phase – there are sufficient parallels that a similar ‘leading log’ approximation
suffices to solve the QBE. Coulomb interactions also lead to a finite dc conductivity in clean
graphene – the 2D analog of a WSM – but the leading log approximation fails here and more
analysis is needed [31, 75].
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Figure 7.2.1: One-loop diagrams that govern the flow of the marginal couplings vF and ǫ.

7.2 The Model

In a WSM, the electronic dispersion about a Weyl node is generically of the form HWeyl =
u·k 1+

∑3
a=1 v

a·k σa, where σa are the Pauli matrices. The velocities satisfy v1·(v2×v3) 6= 0,
and the Chern number ±1 (‘chirality’) associated with the Weyl node is Sign (v1 · (v2 × v3)).
For simplicity, we shall drop the term proportional to identity and assume isotropic disper-
sion; relaxing this assumption should only produce small corrections. The Hamiltonian for
a system of N identically dispersing Weyl nodes (‘flavors’) with Coulomb interactions and
disorder may then be written as H = H0 +HI +HD, with (repeated indices summed)

H0 =
∑

a

Ha =
∑

a

ˆ

k

ψ†
k,a (χavFk · σ)ψk,a

HI =
1

2

ˆ

k1k2q

V (q)ψ†
k2−q,aσψk2,aσψ

†
k1+q,bσ′ψk1bσ′

HD =

ˆ

r

∑

a,b

ψ†
a(r)U(r)ψb(r) (7.2.1)

where ψk,a is a two-component spinor in the (pseudo)spin indices σ, σ′, a, b = 1 . . . N index the
flavors, vF is the Fermi velocity, which we set to unity, χa = ±1 is the chirality of the ath Weyl
node, V (q) = 4πe2

εq2
describes the Coulomb interaction in a material with dielectric constant

ε, U(r) is a random potential with white-noise correlations 〈〈U(r)U(r′)〉〉 = niv
2
0δ(r − r′)

where v0 characterizes the strength of the individual impurities and ni their concentration,
´

k
≡
´

d3k
(2π)3

, and we have written H0 assuming that the Fermi level is at the Weyl nodes,
which is the only case studied in this Letter. Here and below we set ~ = kB = |e| = 1, and
define β = 1/T .

7.2.1 Renormalization of couplings

In order to make a meaningful comparison between the calculated conductivity and experi-
mental data at temperature T , we need to use values of the various parameters renormalized
to the characteristic energy scale kBT . In order to determine these, we work with the Eu-
clidean path integral Z[A] =

´

[DA0Dψ
†Dψ]e−S[ψ,A0,A], written in terms of the gauge-fixed
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action

S[ψ,A0,A] =

ˆ

drdτ

[

ψ†
a(r, τ)[∂τ − i|e|Aτ (r, τ)

+vFσ · (i∇+ |e|A/c)]ψa(r, τ)

+
1

2

ˆ

q

ˆ

dτ
εq2

4π
|Aτ (q, τ)|2

]

(7.2.2)

which (as is easily verified) is equivalent to the Hamiltonian H described earlier. Here, A
is a static external vector potential, while Aτ is a dynamical field that mediates the e2/(εr)
instantaneous Coulomb interaction between the electrons. We implement a momentum-space
cutoff k < Λ, but leave the frequencies unrestricted so that the interaction always remains
instantaneous; we then study the flow of S as we lower Λ. The action has three dimensionless
parameters – the Fermi velocity vF , the electric charge e and the dielectric constant ε – all of
which are unrenormalized, and hence marginal, at tree level. Of these, e is further protected
against renormalization to all orders in perturbation theory by gauge invariance. However,
vF and ε have no such protection and at one loop they acquire corrections of O(α δΛ

Λ
) when

Λ is lowered to Λ − δΛ. The diagrams governing the flow of vF and ε at this order in α
are the one-loop self-energy and the fermion (RPA) bubble (see Figure 7.2.1) diagrams
respectively; performing the sum over flavors where appropriate, we find that the corrections
are, respectively, independent of and proportional to N . Evaluation of the corresponding
integrals leads to the flow equations

dvF
dℓ

=
2

3π
αvF ,

dε

dℓ
=
N

3π
αε =⇒ dα

dℓ
= −N + 2

3π
α2 (7.2.3)

where ℓ = log Λ is the usual RG scale parameter. Integrating (7.2.3) between an upper
cutoff (which we leave unspecified for the time being, but will take to be much higher
than any scale relevant to transport measurements, but lower than the energy at which band
curvature corrections become significant) and the temperature scale, T gives the renormalized
parameters used in the text. These renormalized values of vF and α are to be used in the
formula for σdc (7.1.1) to compute the conductivity at temperature T , while e retains its
bare value due to gauge invariance. Representative results are shown in Figure 7.2.2.

We remark on an important distinction between the case of the Weyl semimetal in d = 3
and its two-dimensional analog, graphene. In the case of graphene, while the electrons
are restricted to two dimensions, their interaction continues to be of the 1/r form since
the electromagnetic field lines are not thus constrained; in momentum space, this leads
to a non-analytic form for the instantaneous interaction, V (q) ∼ 1/|q|. Since the RG
procedure outlined above can only produce analytic corrections at any order, ε thus remains
unrenormalized. In d = 3, we have an analytic V (q) ∼ 1/q2, and so ε can and does receive
corrections at one loop and beyond.

7.3 Conductivity with Interactions

Critical systems – such as graphene and the WSM at neutrality– are exceptions to the rule
that disorder is essential for a finite conductivity, since they support current-carrying states

110



0.00 0.02 0.04 0.06 0.08 0.10

0.01

0.02

0.05

0.10

0.20

0.50

T�L

Α
HT
L

Α0=0.01

Α0=0.1

Α0=1

N=1

N=24

Figure 7.2.2: Renormalized fine-structure constant as a function of temperature for N -node
Weyl semimetals with N = 1 and N = 24.

in which particles and holes transport charge with no net momentum by moving exactly
opposite to each other. In contrast to conventional finite-momentum charge transport, such
deviations from equilibrium can relax in the presence of interactions alone, leading to a finite
conductivity.

We study transport in an interacting WSM by solving a QBE for the thermal distribution
function of quasiparticle states. In doing so, it is convenient to first calculate the current
from a single node (but interacting with all the nodes), before making the leap to the current
carried by all N nodes. We focus on a node with flavor a, which we take to have χa = 1. The
single-quasiparticle states are obtained by diagonalizing Ha: ψk,a → W †ψk,a ≡ γk,a, Ha →
WHaW

−1 =
´

k
λvFkγ

†
kλaγkλa, and are labeled by their helicity λ (the eigenvalue of σ · p̂.)

From now on we will suppress the index a. In general, operators corresponding to various
transport properties are not diagonal in the helicity; diagonal contributions correspond to
motion of particles and holes in the applied field and may be characterized by appropriate
distribution functions fλ(k, t) = 〈γ†kλγkλ〉, while the off-diagonal terms (γ†λkγ−λk) describe
the motion of particle-hole pairs. For ω ≪ T , contributions of the latter to transport are
expected to be suppressed, essentially by Pauli exclusion, as follows.

We focus on a single Weyl node and assume it has positive chirality; generalization to
many nodes is straightforward. The Hamiltonian is

H0 = ψ†
kk · σψk = Γ†

kkσ̃zΓk ≡ Γ†
kH̃0Γk, (7.3.1)

and the perturbation

h′S(t) = eηt
E

ω
cosωtψ†

kσxψk

→ eηt
E

ω
cosωtΓ†

kσ̃xΓk ≡ Γ†
kh̃

′
S(t)Γk, (7.3.2)

simulates an electric field E = E sinωtx̂. To determine the frequency-dependent conductiv-
ity, we look at the evolution of the single particle-density matrix with time. The subscript s
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on h′ and h̃′ denotes Schrodinger picture while η > 0 ensures slow switch-on of the electric
field. We shall work in the interaction picture below and take the limit η → 0 at the end of
the calculation.

Before the field is switched on, the system is in a mixed state given by the density matrix

at each k, ρk(t = −∞) = 1
f−(k)+f+(k)

(

f−(k)
f+(k)

)

where the f± =
(

1 + e±βk
)−1

are

the Fermi distribution functions at particle-hole symmetry. The evolution of ρk(t) in the
interaction picture is given by

ρk(t) ≈ ρk(−∞)− i

t
ˆ

−∞

dt′ [h′(t′), ρk(−∞)] (7.3.3)

to linear order in the electric field. Clearly, the change in ρk is

1. off-diagonal, since ρk(−∞) is diagonal, which shows that the current is carried by
particle-hole pairs;

2. only sensitive to the σ̃z-part of ρk(−∞), that is, to f−(k)−f+(k)
f−(k)+f+(k)

= tanh(k/2T ). We
will see below that the current is mainly produced by momentum-conserving resonant
absorption of photons from ǫk = −|ω|/2 to ǫk = |ω|/2; thus k = |ω|/2 and the current
is proportional to tanh(ω/4T ).

We now explicitly evaluate the current along E, i.e., jx

〈jx(k)〉 (t) =
ˆ

k

Tr (ρk(t)σ̃x(t)) (7.3.4)

Evaluating the trace and doing the angular-part of the integral over k, we get

〈jx〉 (t) =
2E

3π2ω

t
ˆ

−∞

eηt
′
dt′

∞̂

0

k2dk tanh

(

k

2T

)

sin 2k(t− t′) cosωt′

=
E

3π2ω

∞̂

0

k2dk tanh

(

k

2T

)[

(2k + ω) cosωt− η sinωt

η2 + (2k + ω)2
+

(2k − ω) cosωt+ η sinωt

η2 + (2k − ω)2

]

eηt (7.3.5)

The real part of the conductivity is given by the sinωt terms, which are the ones in phase
with the electric field. Using the fact limη→0

η
η2+x2

= πδ(x), we thus get

Reσxx(ω) =
1

3π|ω|

ˆ

k2dk tanh

(

k

2T

)

δ(2k − |ω|) (7.3.6)

=
e2ω

12hvF
tanh

( ω

4T

)

(7.3.7)

112



which vanishes as ω → 0. The δ-function in energy is the mathematical manifestation of the
absorption process from ǫk = −|ω|/2 to ǫk = |ω|/2.

Thus, the contribution to the current by the motion of particle-hole pairs is negligible for
ω ≪ T , and we drop it forthwith. In this approximation, it is therefore sufficient to solve
the QBE for quasiparticle distribution functions fλ(k, t), subject to an external force F ,

(

∂

∂t
+ F · ∇k

)

fλ(k, t) = −w[fλ(k, t)] (7.3.8)

where w is the rate at which quasiparticles scatter out of the state (λ,k) at time t, and
captures the effect of interactions. Our goal will be to determine the steady-state form of
the non-equilibrium quasiparticle distribution function. We will restrict ourselves to linear
response in F , i.e. we assume that the deviation of fλ from equilibrium is small. The result is
a linear functional equation which may be recast as a variational problem. We solve the latter
approximately by identifying ‘leading log’ contributions, which dominate the relaxation of
the observable under consideration. As mentioned, we assume that the constants that enter
the solution of (7.3.8) are renormalized to the energy scale of interest, namely T . Neglecting
particle-hole pair contributions, the current is J(t) = −

´

k
〈ψ†

kσψk〉t = −
∑

λ=±
´

k
λk̂fλ(k, t).

For a weak applied electric field E(t), the deviation of fλ(k, ω) =
´

dtf(k, t)eiωt from the
equilibrium distribution function f 0

λ(k) =
(

1 + eλβk
)−1

, and hence the conductivity σ(ω, T ),
can be parametrized 1 in terms of a dimensionless, isotropic function g(k, ω):

fλ(k, ω) = 2πδ(ω)f 0
λ(k)

+λβ2k̂ · E(ω)[f 0
λ(k)f

0
−λ(k)]g(k, ω) (7.3.9)

σ(ω, T ) = 2β2

ˆ

k

[

k2x
k2

[f 0
+(k)f

0
−(k)]g(k, ω)

]

(7.3.10)

It therefore remains only to determine the function g(k, ω), to which we now turn. Inserting
(7.3.9) into (7.3.8), and working to linear order in E, we find − (iβωg(k, ω) + 1) f 0

+(k)f
0
−(k)k̂ =

Ĉ
[

g(k, ω)k̂
]

where Ĉ is the collision operator, a linear functional of g(k, ω)k̂ given in Ap-
pendix 7.7.1. This is equivalent to the variational problem of extremizing the quadratic
functional [48, 75, 31, 10]

Q[g] ≡
ˆ

k

[

1

2
g(k, ω)k̂ ·

(

Ĉ
[

g(k, ω)k̂
])

+ f 0
+(k)f

0
−(k)g(k, ω) (iωg(k, ω)/2 + 1)

]

(7.3.11)

in which we have rescaled all momenta and frequencies by T . A key simplification, known
as the ‘leading log’ approximation (LLA) stems from the power-law nature of the Coulomb
interaction: as a result of this, logarithmically divergent small-momentum scattering domi-
nates Ĉ. We may write Ĉ = Ĉ0 + Ĉ1, which when thought of as linear functionals of gk̂ have
eigenvalues of O(α2 logα) and O(α2), respectively. In the LLA we approximately optimize
Q by choosing gk̂ in the space spanned by eigenstates of Ĉ0; as shown in Appendix 7.7.1 the
choice g = kξ(ω) yields

Q[k, ξ(ω)] ≈ 4

ε2

[

iωξ2(ω)
7π4

30
+ 9ξ(ω)ζ(3)

]

− 4π3

9ε2
ξ2(ω)Nα2 lnα−1 (7.3.12)

1We have used the fact that at particle-hole symmetry, the deviation from equilibrium is proportional to
the sign of λ, and f0

λ
(k) = 1− f0

−λ
(k).
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Figure 7.3.1: Resistivity as a function of temperature for N -node Weyl semimetals with
N = 1 and N = 24 obtained using (7.3.13).

optimized by ξ(ω) = 81ζ(3)
2π3

(

−iω 21π
10

+Nα2 lnα−1
)−1

. Finally, we observe that the flipped
chirality of half the nodes is unimportant as they all give the same contribution to σ; thus
using the result for ξ(ω) in (7.3.10) and multiplying by N we find the result for N nodes 2 ,

σ(N)(ω, T ) = N
e2

h

1.8

−i6.6 ~ω
kBT

+Nα2 lnα−1

(

kBT

~vF

)

(7.3.13)

The corresponding resistivity, ρ = σ−1, is plotted in Figure 7.3.1.

Note that in the case of graphene, the LLA fails because the log divergence stems from
a phase space effect due to enhanced scattering of collinear particles, which cannot relax
a current. Thus, the eigenstates of Ĉ0 do not contribute to the relaxation, which therefore
occurs only via subleading, noncollinear scattering, i.e. Ĉ1 [31, 75]. In 3D, Ĉ0 includes
noncollinear and thus current-relaxing processes, so that the LLA analysis is sufficient [10,
48].

In the dc limit, (7.3.13) reduces to (7.1.1), which we may rationalize using the Einstein
relation, σdc = e2D ∂n

∂µ
, where D = v2F τ is the diffusion constant, which depends on the

scattering time τ and ∂n
∂µ

∼ NT 2/v3F is the density of states, at energy ǫ = T , upto numerical
factors. We may estimate τ from three observations: the scattering rate τ−1 is proportional
to (i) N, the number of flavors contributing to the scattering; (ii) α2, which is essentially
the cross-section for scattering and (iii) T , which is the single energy scale in the dc limit.
Thus, τ−1 ∼ Nα2T , which gives (1), modulo logarithms. This provides an estimate of
the frequencies over which transport is collision-dominated and the preceding calculation is
valid: in order for collisions to produce relaxation, we require ω ≪ τ−1, which occurs for
~ω/kBT ≪ Nα2.

2As mentioned in the introduction, α and vF take on their renormalized values at temperature T

114



7.4 Conductivity with impurities

We turn now to the conductivity of the noninteracting, disordered system. We restrict to
the case of scattering off random point impurities, characterized by vi(r) ∼ v20δ(r) and
the locations of which we shall assume are uncorrelated, 〈〈ρi(r)ρi(r

′)〉〉 ∝ δ(r − r′). With
these assumptions, we are led to HD in (7.2.1) with U(r) ≡

´

dr′vi(r− r′)ρi(r
′). As before,

we first compute the conductivity for a single node. Assuming that the impurities are
sufficiently dilute that the Born approximation is valid, the quasiparticle lifetime due to
impurity scattering from a single node is given by 1

τ(ω)
= −2ImΣret(ω,k) where Σret

λ (ω,k) =

niv
2
0

´

d3k′

(2π)3
Fλλ′(k,k

′)G
(0)
λ′ (ω,k

′) is the retarded self-energy, G(0)
λ (ω,k) = (ω+ iδ−λvFk)−1 is

the Green’s function for a noninteracting Weyl fermion with helicity λ, and the form factor
from the overlap of helicity eigenspinors, Fλλ′(k,k

′) = 1
2
(1 + λλ′ cos θkk′) to leading order.

We find (see Appendix 7.7.2) 1
τ(ω)

≡ 2πγg(ω), where g(ω) = ω2

2π2v3
F

is the density of states

and γ = 1
2
niv

2
0 characterizes the strength of the impurity potential.

To evaluate the conductivity we use the Kubo formula,

σ(ω, T ) = − 1

ω
lim
q→0

ImΠret
xx(ω, |q|) (7.4.1)

where Πret
µν (ω, q) is the retarded response function which for a system of linear dimension L

is defined to be

Πret
µν (ω, q) = − i

L3

∞̂

0

dteiωt 〈Jµ(−q, t)Jν(q, t)〉 (7.4.2)

with xµ = (t, r), pµ = (ω,p) and Jµ = (−ψ†ψ,J). From gauge invariance Πret
µν (ω, q) =

Πret(ω, |q|)
(

δµν − qµqν
q2

)

, so that (suppressing q = 0), σ(ω, T ) = − 1
ω
ImΠret(ω) = − 1

3ω
ImΠret

µµ(ω).

Some algebra yields (see Appendix 7.7.2)

σ(ω, T ) =
4

3
e2v2F

ˆ

dǫ

2π

[fT (ǫ)− fT (ǫ+ ω)]

ω
(7.4.3)

×
∑

λ,λ′

ˆ

d3k

(2π)3
ImGret

λ (ǫ+ ω, k)ImGret
λ′ (ǫ, k).

where fT (ω) = [eω/T+1]−1 is the Fermi-Dirac function and we have used the retarded helicity-
basis Green’s function dressed with disorder lines, Gret

λ (ω,k) = [ω−λvFk+i/2τ(ω)]−1. After
a tedious calculation, we may write σ(ω, T ) = e2v2F

hγ
J (ω̂, T̂ ) where T̂ = T/ω0, ω̂ = ω/ω0, so

that fT (ω) = fT̂ (ω̂), ω0 = 2πv3F/γ is a characteristic scale set by the disorder strength,

and J (ω̂, T̂ ) = 4
3

´

dǫ̂
2π

[fT̂ (ǫ̂)−f
T̂
(ǫ̂+ω̂)]

ω̂
I(ǫ̂ + ω̂, ǫ̂) with I a complicated rational function (see

Appendix 7.7.2).
In our model disorder can scatter between nodes, so 1/τ(ω) acquires a factor of N when

N > 1; in common with the interacting case, σ also has an overall prefactor of N . From
these it is easy to show that for N nodes,

σ(N)(ω, T ) =
e2v2F
hγ

J
(

N
ω

ω0

, N
T

ω0

)

(7.4.4)
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Figure 7.4.1: Frequency-dependent conductivity of a single Weyl node with disorder (con-
stants defined in the text.)

which is identical to the N = 1 result (Figure 7.4.1) upon rescaling ω0 → ω0/N .
While in general we integrate (7.4.4) numerically, in certain limits an analytic treatment

is feasible. For ω ≪ T , fT̂ (ǫ̂) − fT̂ (ǫ̂ + ω̂) ≈ −ω̂f ′(ǫ̂). Expanding I in powers of ω̂ and
resumming only terms dominant as ǫ̂ → 0, we recover the result of Burkov and Balents (
(15) of [17]): namely, a Drude-like response with a width vanishing as NT 2, and a finite dc
limit of 2e2v2F

3hγ
.

In the opposite limit, T → 0 at finite ω we may replace the Fermi functions by step
functions, which yields

σ(N)(ω) ≈ N
e2

12h

ω

vF

[

1− 16Nγω

15π2v3F
+O

(

N2ω2

ω2
0

)]

(7.4.5)

The leading term is universal and independent of disorder, and is simply σ(N)
0 . Both regimes

are captured in Figure 7.4.1, which shows σ(ω, T ) for ω . ω0, beyond which the Born
approximation is insufficient.

7.5 Experiments

In [149] the dc resistivity of polycrystalline Y2Ir2O7 was found to vary with temperature
as ρdcT ≈ 130Ω · cm · K over 10K . T . 170K, which is reminiscent of our result with
interactions (7.1.1). Accordingly, we compare this data with a model of a clean WSM with
N = 24 [134], as shown in Figure 7.4.2. We find rather good agreement with experimental
data for physically reasonable parameter choices, shown inset. Very recently, transport in
single crystals of another pyrochlore iridate, Eu2Ir2O7, has been studied [126] under pressure
for 2K . T . 300K; at low pressures∼ 2.06 − 6.06GPa, ρdc(T ) resembles Figure 7.4.2,
consistent with WSM behavior.
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Figure 7.4.2: ρdc = σ−1
dc and αT (defined in the text) for the inset parameter values compared

to experimental data from [149].

7.6 Conclusions

The conductivity of WSMs thus exhibits a rich variety of behavior on varying frequency and
temperature, in both the interacting clean and noninteracting disordered limits, as shown in
Figs. 7.4.1 and 7.4.2. In particular, its nontrivial dependence onN is sensitive to the strength
of the interactions; with just disorder, we find a striking difference between the ω ≪ T and
ω ≫ T regimes, with the T → 0 ac response dominated by a universal, disorder-independent
contribution. While the limited existing dc conductivity data on the candidate iridates
broadly agrees with our theory in the clean limit, we caution that more dc and ac conductivity
measurements on single crystals with controlled disorder are required to make a rigorous
comparison. Theoretically, the interplay of disorder and interactions, and corrections to the
isotropic node approximation still need to be considered. In particular, it would be striking if
the distinct behavior of the disordered system across the different frequency regimes survives
the inclusion of interactions. A simultaneous treatment of disorder and interactions is, as
always, challenging and is left open for future work.

P.H. would like to thank Siddharth Parameswaran and Ashvin Vishwanath for this col-
laboration. We thank P. Goswami, L. Fritz, S.L. Sondhi, S. Ryu and A. Turner for dis-
cussions, and acknowledge funding from the Simons Foundation (SAP) and the Laboratory
Directed Research and Development Program of LBNL under US DOE Contract DE-AC02-
05CH11231 (AV). This work is published in Physics Review Letters, 108, 046602 (2012).

7.7 Appendix

7.7.1 The Collision Operator and the ‘Leading Log’ Approximation

In order to define the collision operator Ĉ, introduced in the main text, we need to determine
the tree-level scattering amplitudes due to the interaction and how they couple the quasi-
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particle distributions at different momenta. An additional complication stems from the fact
that of the N Weyl nodes, N/2 have chirality −1. It is easily verified that the single-particle
dispersion of the ath Weyl node is given by Eλ,a(k) = χaλvFk, so that for χa = −1 the eigen-
spinors of Ha with eigenvalues ±vFk are interchanged relative to χa = +1. For convenience,
we define ǫa = χaλ, so that the energy is Ea(k) = ǫavFk with ǫa = ±1. As the Coulomb
interaction is instantaneous, the collision operator is diagonal in frequency. HI is then given
by

HI =
1

2

ˆ

k1k2q

T χaχb
ǫ1ǫ2ǫ3ǫ4

(k1k2q)×

γ†ǫ4b(k1 + q)γ†ǫ3a(k2 − q)γǫ2a(k2)γǫ1b(k1) (7.7.1)

where

T χaχb
ǫ1ǫ2ǫ3ǫ4

(k1k2q) =
V (q)

2

[

W †
χb
(k1 + q)Wχb

(k1)
]

ǫ4ǫ1
×

[

W †
χa
(k2 − q)Wχa

(k2)
]

ǫ3ǫ1
(7.7.2)

is the scattering amplitude for two-particle scattering from {(b, ǫ1,k1), (a, ǫ2,k2)} to {(a, ǫ3,k2−
q), (b, ǫ4,k1 + q)} and in addition depends on the chiralities of the initial and final nodes.
This dependence comes from the fact that the scattering amplitude depends explicitly on
the overlap of the initial and final spinors, which in the ǫ-representation introduced above
depends on their chiralities. We observe here that in the q → 0 limit (which, as we will
shortly see, dominates the current relaxation) T++

ǫ1ǫ2ǫ3ǫ4
= T+−

ǫ1ǫ2ǫ3ǫ4
, corresponding to the fact

that q → 0 scattering is indifferent to the chirality, so the fact that half the Weyl nodes have
a chirality opposing the one under consideration is unimportant.

Using Fermi’s golden rule, it is now straightforward to show that the collision operator is

Ĉ
[

g(k, ω)k̂
]

=

−2π

ˆ

k′,q

{

δ (k − k′ − |k + q|+ |k′ − q|) f 0
−(k)f

0
+(k

′)f 0
+(|k + q|)f 0

−(|k′ − q|)R1 (k,k
′, q)×

[

k

k
g(k, ω)− k′

k′
g(k′, ω)− k + q

|k + q|g(|k + q| , ω) + k′ − q

|k′ − q|g(|k
′ − q| , ω)

]

+

δ (k + k′ − |k + q| − |k′ − q|) f 0
−(k)f

0
−(k

′)f 0
+(|k + q|)f 0

+(|k′ − q|)R2 (k,k
′, q)×

[

k

k
g(k, ω) +

k′

k′
g(k′, ω)− k + q

|k + q|g(|k + q| , ω)− k′ − q

|k′ − q|g(|k
′ − q| , ω)

]

}

(7.7.3)

where

R1 (k,k
′, q) =

∣

∣T++
+−−+(k,k

′, q)− T++
+−+−(k,k

′,k′ − k − q)
∣

∣

2

+

(

N

2
− 1

)

[

∣

∣T++
+−−+(k,k

′, q)
∣

∣

2
+
∣

∣T++
+−+−(k,k

′,k′ − k − q)
∣

∣

2
]

+

(

N

2

)

[

∣

∣T+−
+−−+(k,k

′, q)
∣

∣

2
+
∣

∣T+−
+−+−(k,k

′,k′ − k − q)
∣

∣

2
]

(7.7.4)
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and

R2 (k,k
′, q) =

1

2

∣

∣T++
++++(k,k

′, q)− T++
++++(k,k

′,k′ − k − q)
∣

∣

2
+

(

N

2
− 1

)

∣

∣T++
++++(k,k

′, q)
∣

∣

2
+

(

N

2

)

∣

∣T+−
++++(k,k

′, q)
∣

∣

2
(7.7.5)

describe scattering between oppositely and identically charged particles, respectively. The
diagrams corresponding to scattering processes are the same as in [31].

Turning now to the Ĉ-dependent portion of the expression for the functional Q, we may
use the symmetries of Ĉ under combinatorial exchanges of momenta to write (in rescaled
variables k/T, ω/T ) the first term in Q as
ˆ

k

gĈg = −2π

8
× (7.7.6)

ˆ

k,k′,q

{

δ (k − k′ − |k + q|+ |k′ − q|) f 0
−(k)f

0
+(k

′)f 0
+(|k + q|)f 0

−(|k′ − q|)R1 (k,k
′, q)×

[

k

k
g(k, ω)− k′

k′
g(k′, ω)− k + q

|k + q|g(|k + q| , ω) + k′ − q

|k′ − q|g(|k
′ − q| , ω)

]2

+

δ (k + k′ − |k + q| − |k′ − q|) f 0
−(k)f

0
−(k

′)f 0
+(|k + q|)f 0

+(|k′ − q|)R2 (k,k
′, q)×

[

k

k
g(k, ω) +

k′

k′
g(k′, ω)− k + q

|k + q|g(|k + q| , ω)− k′ − q

|k′ − q|g(|k
′ − q| , ω)

]2
}

We now specialize to a perturbation of the form g(k, ω) = kξ(ω), which is a zero mode of
the R2 processes. This leaves only the terms in (7.7.6) proportional to R1. We may represent
the energy-conserving δ-function as

ˆ ∞

−∞
δ (k − |k + q|+ Ω) δ (k′ − |k′ − q|+ Ω) dΩ

Next, we choose coordinates in which q is along ẑ so that

δ (k − |k + q|+ Ω) = δ
(

k −
√

k2 + q2 + 2kq cos θ + Ω
)

= k+Ω
kq
δ
(

cos θ − Ω2+2kΩ−q2
2kq

)

Θ(k + Ω)

and similarly for k′. The angular integrals over θ and θ′ can now be done trivially, at the
cost of leaving a complicated dependence on Ω in k, k′. For q < k, k′, the θ and θ′ integrals
give one if −q < Ω < q and 0 otherwise; we will show that it suffices to consider small q, so
the knowledge of this regime is sufficient. With these observations, we have
ˆ

k

gĈg = −2π

8

ˆ

k,k′,q

ˆ q

−q
dΩ

k′ + Ω

k′q

k + Ω

kq
f 0
−(k)f

0
+(k

′)f 0
+(|k + q|)f 0

−(|k′ − q|)R1 (k,k
′, q) ×

[

k

k
g(k, ω)− k′

k′
g(k′, ω)− k + q

|k + q|g(|k + q| , ω) + k′ − q

|k′ − q|g(|k
′ − q| , ω)

]2

(7.7.7)
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The cross-helicity scattering rate R1 contains terms of the form V (q)2, which diverge as
1/q4 at small q for direct scattering; the exchange contributions remain finite and do not
contribute at leading order. The integral over the dummy Ω variable gives one power of q
in the numerator and substitution of our ansatz shows that the term in braces gives two
more powers of q, so that at small q, the integrand is proportional to 1/q, which gives a
logarithmic divergence. It is this logarithmically dominant contribution that is referred to
in the text as Ĉ0, whence we implicitly define Ĉ1 = Ĉ − Ĉ0.

Having identified the dominant contribution to the collision integral, we proceed as fol-
lows: first, we substitute our ansatz into the expression above, and perform the integral over
q; as this integral is logarithmically divergent in both the UV and the IR, we will need to
regulate it appropriately. The UV cutoff is the temperature T , as this is the largest physical
energy scale in the problem; in the IR, the divergence is avoided due to thermal screening of
the Coulomb interaction which occurs at an energy scale set by both the coupling constant
and the temperature, which we take to be αT . With these choices, we may perform the
integral over q, and then set q = 0 in the remainder, leaving integrals over Ω, k and k′ which
may then be performed straightforwardly; upon including the parts of the functional Q that
are independent of the collision operator, we arrive at the results quoted in the text for the
LLA.

7.7.2 Conductivity with Disorder

Scattering Time

The scattering time is given in terms of the imaginary part of the retarded self-energy
by 1

τ(ω)
= −2ImΣret

λ (ω,k), where

ImΣret
λ (ω,k) = niv

2
0Im
ˆ

d3k′

(2π)3
Fλλ′(k,k

′)G
(0)
λ′ (ω,k

′). (7.7.8)

with all quantities defined as in the text. Imposing a cutoff |k| < Ω/vF , performing the an-
gular integration, and rewriting the negative-helicity Green’s function by changing variables
we have

ImΣret
λ (ω,k) =

niv
2
0

4π2v3F
Im
ˆ Ω

−Ω

dx
x2

ω + iδ − x

= −niv
2
0ω

2

4πv3F
, (7.7.9)

independent of λ, whence 1
τ(ω)

≡ 2πγg(ω), where g(ω) = ω2

2π2v3
F

is the density of states and

γ = 1
2
niv

2
0. Note that ReΣret(ω,k) is formally divergent with the cutoff regularization used

here; however this can be absorbed into a renormalization of vF and we shall not discuss it
further.

Evaluation of the Kubo Response

In order to evaluate the conductivity we require the retarded response function Πret
µν (ω) which

is obtained most simply by working in the Matsubara formalism and analytically continuing
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the results to real frequency. The leading contribution to the Matsubara response function
Πµν corresponds to the particle-hole bubble with impurity-dressed propagators, and in terms
of Matsubara Green’s functions in the pseudospin basis takes the form

Πµν(iωn) =
e2v2F
β

∑

m

ˆ

k

Tr [G (i(ωn + ǫm),k) σµG (iǫm,k) σν ] (7.7.10)

where G(iωn,k) = (iωn − σ · k + i/2τ(ωn))
−1 and the trace is over the pseudospin indices.

Performing this trace and summing over the spatial index µ, we obtain

Πµµ(iωn) =
2e2v2F
β

∑

m

∑

λ,λ′

ˆ

k

G (i(ωn + ǫm),k)G (iǫm,k) (7.7.11)

where Gλ(iωn,k) = (iωn−λvFk+i/2τ(ωn))−1 is the Matsubara Green’s function, now written
in the helicity basis. Performing the sum over Matsubara frequencies by standard methods,
analytically continuing the result to real frequencies via ωn → ω + iδ and using

σ(ω, T ) = − 1

ω
Πret
xx(ω) = − 1

3ω
Πret
µµ(ω) (7.7.12)

we arrive at the result,

σ(ω, T ) =
4

3
e2v2F

ˆ

dǫ

2π

[fT (ǫ)− fT (ǫ+ ω)]

ω

×
∑

λ,λ′

ˆ

d3k

(2π)3
ImGret

λ (ǫ+ ω, k)ImGret
λ′ (ǫ, k)

(7.7.13)

In order to perform the integrations in (7.4.3), it is convenient to write 1
2τ(ω)

= γ
2πv3

F

ω2 ≡
ω2

ω0
. With this definition, we have

ImGret
λ (ω,k) = Im

1

ω − λvFk + iω
2

ω0

=
ω2

ω3
0

1
(

vF k
ω0

− λ ω
ω0

)2

+
(

ω
ω0

)4 (7.7.14)

By a straightforward change of variable, followed by an angular integral we can write the
sum over helicities and the dimensionless frequency parameter ω̂i = ωi/ω0, for convenience
replacing ǫ+ ω and ǫ by ωi

∑

λ1,λ2

ˆ

d3k

(2π)3
ImGret

λ1
(ω1,k)ImGret

λ2
(ω2,k) =

1

2πγ
I(ω̂1, ω̂2) (7.7.15)

which serves to define the function I, which contains a single integral over the dimensionless
parameter x = vF |k|/ω0. Rewriting the Kubo formula and reinstating factors of ~ by
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dimensional analysis we fin we can express the conductivity in terms of a single function of
rescaled temperature and frequency,

σ(ω, T ) =
e2v2F
hγ

J (ω̂, T̂ ) (7.7.16)

where T̂ = T/ω0, ω̂ = ω/ω0, so that fT (ω) = fT̂ (ω̂), ω0 = 2πv3F/γ is a characteristic scale
set by the strength of the disorder, and

J (ω̂, T̂ ) =
4

3

ˆ

dǫ̂

2π

[fT̂ (ǫ̂)− fT̂ (ǫ̂+ ω̂)]

ω̂
I(ǫ̂+ ω̂, ǫ̂). (7.7.17)

Numerical integration of this expression yields the conductivity for all T , ω, as shown in
Figure 7.4.1 of the main text. and direct evaluation of the integrals yields an explicit form
for I,

I(ǫ̂+ ω̂, ǫ̂) = (7.7.18)
4πǫ̂2(ǫ̂+ ω̂)2(2ǫ̂2 + 2ǫ̂ω̂ + ω̂2)(1 + 2ǫ̂2 + 2ǫ̂ω̂ + ω̂2)(2 + 2ǫ̂2 + 2ǫ̂ω̂ + ω̂2)

(4ǫ̂4 + 8ǫ̂3ω̂ + ω̂2 + 8ǫ̂2ω̂2 + 4ǫ̂ω̂3 + ω̂4)(4ǫ̂4 + 8ǫ̂3ω̂ + ω̂2 + ω̂4 + ǫ̂2(4 + 8ω̂2) + 4ǫ̂(ω̂ + ω̂3))
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