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Abstract

Based on the phase-field theory, we propose a conservative lattice Boltzmann method to track

the interface between two different fluids. The presented model recovers the conservative phase-

field equation and conserves mass locally and globally. Two entirely different approaches are used

to calculate the gradient of the phase field, which is needed in computation of the normal to the

interface. One approach uses finite-difference stencils similar to many existing lattice Boltzmann

models for tracking the two-phase interface, while the other one invokes central moments to cal-

culate the gradient of the phase field without any finite differences involved. The former approach

suffers from the non-locality of the collision operator while the latter is entirely local making it

highly suitable for massive parallel implementation. Several benchmark problems are carried out

to assess the accuracy and stability of the proposed model.
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I. INTRODUCTION

Phase-field models are used to identify and track multiple domains with different phys-

ical properties for a given velocity field. The main application of phase-field models is in

simulation of multiphase (liquid/liquid or liquid/gas) flows. The phase-field equation is then

an add-on to the Navier-Stokes (or other governing) equations. In addition to identification

of each phase, the phase-field variable is often used to identify certain properties of the

interface between different fluids such as gradients and curvature, which might be required

to model surface tension or other interfacial properties. Both Navier-Stokes and phase-field

equations can be solved using many different numerical schemes. In this paper we use the

lattice Boltzmann method (LBM) [1] to solve the phase-field equation for a given velocity

field.

The LBM is a numerical scheme for solving general transient transport problems. The

LBM employs a local discrete distribution function in momentum space that undergoes a

two-step evolution of repeated propagation and collision. In the propagation or stream-

ing step the distributions move according to their respective momenta to the neighboring

nodes on the Cartesian grid. Due to the exact correspondence between the discretization

of the momentum space and the Cartesian grid this propagation is numerically exact and

conservative. In the collision step the distributions belonging to a lattice node are locally re-

arranged. From the numerical point of view, one interesting property of the LBM is that all

non-locality (propagation) is linear and all non-linearity (collision) is local. Unfortunately,

this appealing feature is lost in many attempts to apply the LBM to multiphase flows. The

reason for this is that most phase-field models depend on the computation of the gradient of

the phase indicator. This computation is often done by finite-difference (FD) schemes such

that the majority of multiphase lattice Boltzmann (LB) models are hybrid FD-LBM [2–6].

Spencer et al. [7] computed the first moment of the density of a multi-component LB

scheme to approximate the normal of the phase interface. This approach does not take into

account the fact that the fluid velocity is also encoded in the first moment. It is based on the

assumption that the gradient of the component density at the interface is much larger than

the influence of the velocity, so that the fluid velocity can be neglected altogether. Tölke et

al. [8] used a phase-field lattice Boltzmann equation (LBE) and computed the gradient of

the interface from the non-equilibrium part of the first moment of the phase distribution.
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This approach computes the interface normal independently from the fluid velocity and is

hence expected to be more accurate than the method proposed in Ref. [7] with respect to

Galilean invariance. However, Tölke et al. [8] implemented their model for creeping flow

only and the Galilean invariance was not investigated.

Every equation that can be solved by LBM can also be solved by classical finite-difference

method (FDM). In general, the computational effort and the numerical accuracy of these

two different approaches are expected to be similar but might depend on the respective

details of their implementation. A good implementation of one will always prevail a poor

implementation of the other. In general, FDM is expected to need less memory than LBM

because the former requires fewer primary variables per computational node, while the

latter uses a distribution function of which the primary variables (phase-field, density, and

momentum) are statistical moments. On the other hand, implementation of conservation

laws in an exactly conservative fashion is trivial in LBM. This is particularly useful when

closed domains without Dirichlet boundary conditions are considered. While both LBM and

FDM have their own advantages, it is not favorable to use a combination of them because

a hybrid scheme usually inherits the respective downsides of both methods. Unfortunately,

this is frequently done in the existing LB models for multiphase flows.

From the diffuse-interface modeling point of view, interface tracking equations usually

rely on the Cahn-Hilliard theory [9] because it implies conservation of the phase indicator

and therefore conservation of mass. The Cahn-Hilliard equation, however, is not suitable

for local computations in LB framework because it includes fourth-order spacial derivatives,

which, according to the asymptotic analysis, cannot be determined from central moments.

On the other hand, the Allen-Cahn equation [10] only requires second-order derivatives which

are locally accessible in LB framework. Although the Allen-Cahn equation is not originally

conservative, recently it has been modified to a phase-field model [11] and reshaped into

a conservative form [12]. Therefore, it is possible to formulate the conservative phase-field

equation in the context of LBM by defining the phase indicator as a collision invariant.

In this paper, we propose phase-field-based LB models with and without local compu-

tation of the interface normal. We compare the calculation of the phase-field gradients by

using moments and by using supplementary finite differences. The version of the model that

uses central moments to compute the interface normal is a native LBM with the desired

features: all non-locality is linear, all non-linearity is local, and the read-once-write-once
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time stepping property is maintained. In the version that uses FD to compute the interface

normal we use isotropic central-differences [13]. The proposed models are conservative in

the sense that the local and global values of the phase-field, and therefore mass, is constant

throughout the computational domain. Our model is derived using the central moment

framework of the cascaded LBM [14, 15]. For simplicity, a single-relaxation-time (SRT)

model is formulated. The generalization to multi-relaxation-time (MRT) in the framework

of central moments is straightforward but not considered here.

II. GOVERNING EQUATION: CONSERVATIVE PHASE-FILED MODEL

For identification of each of the two phases we use the phase indicator function φ(~x, t),

where ~x is the position vector and t is the time. The phase indicator is related to the phase

flux density ~j by

∂φ

∂t
= −∇ ·~j. (1)

The flux density is the sum of the advective flux density ~jA, the diffusive flux density ~jD,

and the phase separation flux density ~jS:

~j = ~jA +~jD +~jS, (2)

~jA = φ~u, (3)

~jD = −M∇φ, (4)

where ~u is the velocity vector and M is the mobility. The phase separation flux density ~jS is

a function of the phase indicator φ that is supposed to impose a predefined interface profile.

The interface profile is a smooth approximation of a step function that can move freely on

a Cartesian grid. Here we choose a hyperbolic tangent profile

φeq =
1

2
tanh

(

2(ξn − ξ0)

W

)

, (5)

where ξn is the spatial variable normal to the interface located at ξ0 and the interface width

is adjusted by the parameter W . The phase indicator takes on values ±0.5 in two different

phases. In order for ~jS to impose this profile it has to counteract the diffusive flux ~jD in

such a way that ~jD +~jS = 0 for the equilibrium profile given in Eq. (5). Evaluating ~jD for
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the equilibrium profile gives

~jeqD =−M∇

[

1

2
tanh

(

2(ξn − ξ0)

W

)]

=−
M

2
~n

∂

∂ξn
tanh

(

2(ξn − ξ0)

W

)

=−
M

W
~n

[

1− tanh2

(

2(ξn − ξ0)

W

)]

,

(6)

which can be recast into

~jeqD = −M~n
1− 4(φeq)2

W
, (7)

with the normal vector of the interface defined by:

~n =
∇φ

|∇φ|
. (8)

By specifying ~jS as

~jS = M
∇φ

|∇φ|

1− 4φ2

W
(9)

we devise a phase separation flux density that cancels out with the diffusive flux density for

the hyperbolic tangent profile. This hyperbolic tangent profile is then the state to which the

spatial distribution of φ is attracted. Therefore, the following equation should be solved in

order to track the interface:

∂φ

∂t
=−∇ ·~j,

~j =φ~u−M∇φ+M
∇φ

|∇φ|

1− 4φ2

W
,

(10)

which can be rewritten as

∂φ

∂t
+∇ · (φ~u) = ∇ ·

[

M

(

∇φ−
∇φ

|∇φ|

1− 4φ2

W

)]

. (11)

This is the target interface-tracking equation in conservative form. Basically, it is the phase-

field version of the modified Allen-Cahn equation [10] as proposed by Sun and Beckermann

in its general form [11] and later on reformulated by Chiu and Lin in the conservative form

[12].

It is worth mentioning that there are some differences between the Cahn-Hilliard and

Allen-Cahn equations. The Cahn-Hilliard equation is a 4th-order partial differential equation

(PDE) while the Allen-Cahn equation is a 2nd-order PDE that is easier to solve. The phase

field in the Cahn-Hilliard theory is conservative and driven by diffusion, while that in the
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original Allen-Cahn theory is non-conservative and driven by curvature. Thus, several efforts

have been made to improve the simpler Allen-Cahn approach such that the curvature driven

dynamics is removed [11] and the governing equation is written in a conservative form

[12], which would still be a 2nd-order PDE known as the conservative phase-field equation,

Eq. (11). This equation will be solved using a conservative LB model presented in the

following section.

III. CONSERVATIVE PHASE-FIELD LATTICE BOLTZMANN METHOD

The interface tracking equation, Eq. (11), is written in the conservative form and a nice

property of the LBM is that it retains the conservative properties of the equation being

discretized provided that the conserved quantity is implemented as a collision invariant. For

the advection-diffusion equation in two dimensions (2D), the minimum number of required

microscopic velocities in discretization of the LBE appears to be only five (D2Q5 model)

[16]. In order to use the same discretization as in an LB fluid solver we use the nine velocity

lattice (D2Q9 model). Needless to say, the discrete D2Q5 model is inferior to the D2Q9

lattice in terms of isotropy and accuracy.

A. The lattice Boltzmann equation

First, we briefly recall some basic properties of LBE. The LBM is a discrete evolution

equation for the probability density function fij that can be written in a general form as:

fij(~x+ ~eij∆t, t +∆t) = fij(~x, t) + Ωij (f(~x, t)) , (12)

where the Miller indices i, j denote the Cartesian lattice directions in 2D and ~eij = {i, j}

is the microscopic velocity set chosen such that each part of the distribution fij moves to

a neighboring node on a Cartesian lattice in one time step ∆t. This way of discretizing

the advection part is called perfect shift. The collision operator Ωij has to be specified in

accordance with the differential equation that is supposed to be solved. It can be shown by

asymptotic analysis that the LBE solves a hierarchy of transport equations for the statistical

moments of fij. The SRT is commonly used to simplify the collision operator by specifying
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an equilibrium distribution f eq
ij and a relaxation parameter ω:

ΩSRT
ij = −ω(fij − f eq

ij ), (13)

which leads to the popular SRT-LBM.

B. Derivation of the phase-field lattice Boltzmann equation

We devise a local distribution function hij with the lattice directions indicated by the

Miller indices i, j ∈ {1̄, 0, 1} (the over-bar denotes a ”minus” in the Miller nomenclature).

The discretization uses a native LBM with a local collision operator and the perfect shift

solution for the streaming step. It is hence sufficient to discuss the collision rule here. For all

lattice quantities we introduce the following notations: a plain quantity such as κij denotes

either a pre-collision state or a conserved quantity; a quantity with an asterisk as in κ∗
ij

denotes a post-collision state; and an over-bar symbol signifies the average κ̄ij = (κij+κ∗
ij)/2.

The advective flux density ~jA is supposed to move the phase field according to a given

velocity field ~u = (ux, uy). A simple way to impose this flux onto the phase field is trans-

forming the distribution hij into an equivalent set of central moments which is replaced by

the velocity ~u. This can be done by using the direct central moment transform

καβ =
∑

i

∑

j

hij(i− ux/c)
α(j − uy/c)

β, (14)

where α and β run from 0 to 2 to recover the nine central moments and c = δx/δt = 1

is the constant lattice speed and is omitted in what follows. Note that δt and δx are the

underlying lattice scales for time and length, respectively.

The phase indicator is identified with the moment κ00 = φ. According to Taylor series

expansion, the LB model with the moment κ00 taken as collision invariant solves the following

equation [17]:

δt∂tκ00 = −δx(∂xκ̄10 + ∂yκ̄01) +O(δt3, δx3). (15)

It is common and convenient to assume diffusive scaling in dimensionless form where δt ∼

δx2 ∼ ǫ2 [18]. We therefore expand the moments in terms of ǫ

καβ =

∞
∑

n=0

ǫnκ
(n)
αβ . (16)
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We can insert Eq. (16) into Eq. (15) and replace δt and δx with ǫ2 and ǫ, respectively. Since

ǫ 6= 0 is an arbitrary parameter, the obtained equation is valid if and only if it holds for

all powers of ǫ individually. Therefore, to second order in ǫ, we can extract the following

equivalent PDE:

∂tκ
(0)
00 = −∂xκ̄

(1)
10 − ∂yκ̄

(1)
01 . (17)

This scaling fits into the usual LB framework where the advection velocity is also of first

order [18].

The Galilean transformation of the central moment transform has already taken care of

the advective flux. What remains to be done is designing the equations for κ̄
(1)
10 and κ̄

(1)
01 in

such a way that they comply with the requirements for the diffusive and anti-diffusive flux

densities ~jD and ~jS. Applying the asymptotic expansion to the moment κ
(1)
10 gives:

κ
(1)
10 = κ

∗(1)
10 − ∂xκ̄

(0)
20 − ∂yκ̄

(0)
11 . (18)

We now introduce a collision model for the moment κ10 based on the relaxation frequency

ω (inverse of the relaxation time τh)

κ∗
10 = κ10(1− ω) + ωκeq

10. (19)

The equilibrium moment κeq
10 has to be matched to the target equation. Inserting Eq. (19)

into Eq. (18) gives:

κ
(1)
10 = κ

eq(1)
10 −

1

ω

(

∂xκ̄
(0)
20 + ∂yκ̄

(0)
11

)

, (20)

κ
∗(1)
10 = κ

eq(1)
10 −

(

1

ω
− 1

)

(

∂xκ̄
(0)
20 + ∂yκ̄

(0)
11

)

, (21)

κ̄
(1)
10 = κ

eq(1)
10 −

(

1

ω
−

1

2

)

(

∂xκ̄
(0)
20 + ∂yκ̄

(0)
11

)

. (22)

A similar result is obtained for κ̄01 by permuting the indices. Eq. (22) will produce the

correct diffusive flux if κ̄
(0)
11 = 0 and κ̄

(0)
20 ∝ φ. It can be shown by asymptotic analysis that

to the required zeroth order

κ̄
(0)
αβ = κ

∗(0)
αβ = κ

(0)
αβ = κ

eq(0)
αβ . (23)

It is therefore sufficient to specify appropriate equilibria for the moments κ20, κ11, and κ02.

We have hence determined minimal requirements for the moments to solve the target

diffusion problem. The remaining moments κ12, κ21, and κ22 are arbitrary according to our
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analysis. Numerical methods in general and LBM in particular always leave some freedom

beyond the basic requirements of the PDE. For the sake of simplicity we settle with the

simplest possible choice and use the SRT. This is done by choosing the same relaxation

parameters for all the moments

κ∗
00 = κ00(1− ω) + ωκ00, (24)

κ∗
10 = κ10(1− ω) + ωκeq

10, (25)

κ∗
01 = κ01(1− ω) + ωκeq

01, (26)

κ∗
20 = κ20(1− ω) + ωc2sκ00, (27)

κ∗
02 = κ02(1− ω) + ωc2sκ00, (28)

κ∗
11 = κ11(1− ω), (29)

κ∗
12 = κ12(1− ω) + ωc2sκ

eq
10, (30)

κ∗
21 = κ21(1− ω) + ωc2sκ

eq
01, (31)

κ∗
22 = κ22(1− ω) + ωc4sκ00. (32)

The equilibria for the first order moments κeq
10 and κeq

01 will be derived shortly. The

equilibria for the other moments are determined as follows: The parameter c2s in the moments

κ∗
20 and κ∗

02 adjusts the variance of the distribution function. The value c2s = 1/3 is the

solution for the optimization problem that minimizes the defect of Galilean invariance as

explained in [15]. Likewise, choosing κeq
12 = c2sκ

eq
10 and κeq

21 = c2sκ
eq
01 optimizes the isotropy.

Since the equilibrium is a joint probability density function for the random particle velocities

in the x- and y-directions the equilibrium for the fourth-order moment κ22 must be the

product of κeq
20 and κeq

02 normalized by the density [15, 19]. Since we choose to use SRT,

we can write the collision operator directly in distribution space thereby avoiding a costly

moment transform. The price that we pay is that all the moments are forced to relax with

the same rate which might impose limitations on the accuracy and stability of the method.

Using this SRT collision with κeq
20 = κeq

02 = c2sκ00 = c2sφ and κeq
11 = 0, Eq. (22) becomes

κ̄
(1)
10 = κ

eq(1)
10 − c2s

(

1

ω
−

1

2

)

∂xφ. (33)

We hence identify the mobility as

M = δtc2s

(

1

ω
−

1

2

)

=
1

3

(

1

ω
−

1

2

)

. (34)
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The anti-diffusion flux density ~jS is implemented in the equilibrium via

κeq
10 =

(

∇φ

|∇φ|

)

x

(

1

ω
−

1

2

)

1− 4φ2

3W
=

1

|∇φ|

(

1

ω
−

1

2

)

1− 4φ2

3W
∂xφ, (35)

κeq
01 =

(

∇φ

|∇φ|

)

y

(

1

ω
−

1

2

)

1− 4φ2

3W
=

1

|∇φ|

(

1

ω
−

1

2

)

1− 4φ2

3W
∂yφ. (36)

Eqs. (35) and (36) are designed to lead to the target equation, Eq. (11), for the flux density

~j when inserted into Eq. (17) via Eq. (33). The only difficulty in doing this appears to be

the determination of the interface normal. However if we insert Eq. (35) into Eq. (20) and

do the same for the moment κ01 we obtain

κ
(1)
10 =

1

|∇φ|

(

1

ω
−

1

2

)

1− 4φ2

3W
∂xφ−

1

3

(

1

ω
−

1

2

)

∂xφ = Λ∂xφ, (37)

κ
(1)
01 =

1

|∇φ|

(

1

ω
−

1

2

)

1− 4φ2

3W
∂yφ−

1

3

(

1

ω
−

1

2

)

∂yφ = Λ∂yφ. (38)

While the prefactor Λ is a priori unknown, it is the same for both κ10 and κ01. The normal

can hence be easily computed from the pre-collision central moments by

nx =

(

∇φ

|∇φ|

)

x

= −
κ10

√

κ2
10 + κ2

01

, (39)

ny =

(

∇φ

|∇φ|

)

y

= −
κ01

√

κ2
10 + κ2

01

. (40)

The collision for the central moments κ10 and κ01 can be summarized as

κ∗
10 = κ10(1− ω)−

κ10
√

κ2
10 + κ2

01

1− 4φ2

6W
(2− ω) , (41)

κ∗
01 = κ01(1− ω)−

κ01
√

κ2
10 + κ2

01

1− 4φ2

6W
(2− ω) . (42)

With the equilibrium at hand, it is also possible to compute the gradient of φ directly by

inserting the equilibrium moments into Eq. (20):

∂xφ = −3ω

(

κ10 −
κ10

√

κ2
10 + κ2

01

1− 4φ2

3W

(

1

ω
−

1

2

)

)

+O(ǫ2), (43)

∂yφ = −3ω

(

κ01 −
κ01

√

κ2
10 + κ2

01

1− 4φ2

3W

(

1

ω
−

1

2

)

)

+O(ǫ2). (44)

The asymptotic analysis in this section does not account for grid-scale oscillations which

are commonly observed in LB simulations. Grid scale oscillations in the gradient compu-

tation can produce artifacts at the interface. Since they are not predicted by asymptotic

analysis we need to investigate them numerically.
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C. Single-relaxation-time LBM

Since, for the sake of simplicity, we decided to use the SRT-LBM we can write the LBE

directly in distribution form:

hij(~x+ ~eij∆t, t +∆t) = hij(~x, t)− ω(hij(~x, t)− heq
ij (~x, t)). (45)

In order to recover the conservative phase-field equation, Eq. (11), we obtain the following

equilibrium distribution by transforming the equilibrium central moments of Eqs. (24)–(32)

into distribution space and dropping terms of third and fourth order in velocity

heq
ij = φwij

[

1 +
~eij · ~u

c2s
+

(~eij · ~u)
2

2c4s
−

~u · ~u

2c2s

]

+Bwij (~eij · ~n) . (46)

We adopted the standard SRT nomenclature with the weight coefficients wij that can be

calculated from:

wij =
41−|i|−|j|

9
. (47)

The anti-diffusion part of equilibrium has been absorbed into the coefficient B

B =
M

c2s

(1− 4φ2)

W
, (48)

in which the mobility is given by Eq. (34).

The interface normal can be computed either by using isotropic finite differences or by

Eqs. (39) and (40).

Notice that in this approach we chose the relaxation frequency as the only means to adjust

the mobility such that c2s remains at its optimum [15]. This is in contrast to other studies

that control the mobility independent of the relaxation time. For example, the mobility in

Ref. [4] is M = Γ (τh − 0.5) δt while in Refs. [2, 5] it is defined as M = ηc2s (τh − 0.5) δt,

where Γ and η are additional free parameters for tunning the mobility.

IV. NUMERICAL VALIDATION

Four different benchmark problems including diagonal motion of a circular interface,

Zalesak’s rotating disk [20], circular interface in a shear flow [21] and in a deformation field

[22] are considered to assess the accuracy of the proposed conservative LBE model. Unless

otherwise is specified, the following parameters, quantified in lattice units, are used in the
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simulations: M = 0.001, U0 = 0.02, and W = 3. In other words, the Péclet number of the

flow

Pe =
U0W

M
(49)

is kept constant at Pe = 60. The results are compared with the previous studies by Zu and

He [4] and the SRT version of the MRT model proposed by Liang et al. [5]. Because both

aforementioned models produce very similar results only one of them will be shown. Of note

is that the definition of the Péclet number in Refs. [4, 5] is slightly different due to presence

of the chemical potential. In our simulations we made sure that both Péclet numbers match.

The relative error between the numerical results and the analytical solution is calculated

using the following formula:

‖δφ‖2 =

√

√

√

√

√

√

∑

x,y

(φ− φ0)
2

∑

x,y

φ2
0

, (50)

where φ0 is the initial value of the phase field at T = 0. The time scale is defined by

Tf =
L0

U0
, (51)

where L0 is size of the domain.

A. Diagonal translation of a circular interface

First we consider the motion of a circular interface due to a constant velocity field ~u =

(U0, U0). This is similar to the hydrodynamic Galilean invariance test for multiphase flows.

Initially, a circular interface with radius R = L0/4 is placed in the middle of a periodic

domain with L0 × L0 lattice cells with L0 = 100. The initial profile of the interface and the

final shape after 10 cycles are plotted in Fig. 1.

As can be seen in Fig. 1(a), there is a noticeable shift between the initial and final shapes

of the interface when the SRT methods presented in Refs. [4, 5] are used. On the other

hand, the proposed conservative LB models produce more accurate results. Particularly,

when finite differences are used to calculate the normal to the interface in Fig. 1(b) the final

shape of the bubble coincides very well with its initial configuration. The computation of

the interface normal using central moments obviously has some disadvantages with regard to

accuracy when compared to the model that uses FD. The deformations of the interface seen
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(a) (b) (c)

FIG. 1. (Color online) Diagonal translation of a circular interface at Pe = 60. The phase-field

contour (φ = 0) is shown: Black dashed lines represent the initial profile (T = 0) and red solid

lines show the interface after 10 cycles (T = 10Tf ). (a) Results of the proposed SRT model of

Refs. [4, 5] and conservative LBM using (b) finite differences and (c) moments to compute the

interface normal.

in Fig. 1(c) indicate that some grid scale oscillations exist in the computation of the normal

to the interface using central moments. This is certainly a disadvantage of the moment

approach. However, it is important to note that the moment-based model used in Fig. 1(c)

is completely local. The relative error of the simulations based on Eq. (50) is provided in

Table I.

TABLE I. Relative error based on Eq. (50) for different models and different case studies.

case study diagonal motion Zalesak’s disk shear flow deformation smooth deformation

SRT model of Refs. [4, 5] 0.1176 0.1401 0.0403 0.0551 0.0311

Current (FD) 0.0074 0.1404 0.0216 0.0570 0.0333

Current (moment) 0.0874 0.1406 0.0274 0.0622 0.0380
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B. Zalesak’s rotation of a slotted disk

Zalesak’s disk rotation [20] is another benchmark study used for validation of the interface

tracking equations. The initial condition is a slotted disk with radius R = 80 in the middle

of a periodic domain with L0 × L0 lattice sites where L0 = 200. The width of the slot is 15

lattice cells centered in the middle of the domain as shown in Fig. 2. The velocity field is

given by














ux(x, y) = −U0π

(

y

L0
− 0.5

)

uy(x, y) = U0π

(

x

L0
− 0.5

)

.

(52)

(a)T = 0 (b)T = Tf/2 (c)T = Tf (d)T = 3Tf/2 (e)T = 2Tf

FIG. 2. Rotation of the Zalesak’s disk with time.

The initial shape of the disk together with its final shape at T = 2Tf is shown in Fig. 3. As

it can be observed, there is a slight discrepancy between the initial and final position of the

slotted disk. The relative errors in the calculations provided in Table I are almost identical

for all the methods examined here. Both FD-based and moment-based computation of the

interface normal reproduce satisfactory results as can be seen in Fig. 3(b) and Fig. 3(c).

C. Circular interface in a shear flow

Next, we place a circular interface in a periodic domain subject to the following shear

flow [21]:














ux(x, y) = −U0π cos

[

π

(

x

L0

− 0.5

)]

sin

[

π

(

y

L0

− 0.5

)]

,

uy(x, y) = U0π sin

[

π

(

x

L0

− 0.5

)]

cos

[

π

(

y

L0

− 0.5

)]

.

(53)

The initial radius of the circular interface is R = L0/5 and it is placed at (x, y) = (100, 60)

in a computational domain with L0 × L0 lattice cells where L0 = 200. In order for the
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(a) (b) (c)

FIG. 3. (Color online) Zalesak’s disk at Pe = 60. The phase-field contour (φ = 0) is shown at T = 0

(black dashed line) and T = 2Tf (red solid line). (a) Results of the SRT model of Refs. [4, 5] and

conservative LBM using (b) finite differences and (c) moments to compute the interface normal.

interface to get back to its original position the velocity field is reversed at T = Tf and the

simulation is carried on until T = 2Tf . The evolution of the interface at different times is

demonstrated in Fig. 4.

(a)T = 0 (b)T = Tf/2 (c)T = Tf (d)T = 3Tf/2 (e)T = 2Tf

FIG. 4. Evolution of a circular interface under shear flow.

The shapes of the interface at T = Tf and T = 2Tf are shown in Fig. 5. As it can be

seen, the results are in good agreement with the theoretical predictions.

D. Deformation of a circular interface

The last benchmark study considered is deformation of a circular interface due to the

following velocity field [5, 22]:










ux(x, y) = −U0 sin
[

4π
(

x
L0

+ 0.5
)]

sin
[

4π
(

y

L0

+ 0.5
)]

,

uy(x, y) = −U0 cos
[

4π
(

x
L0

+ 0.5
)]

cos
[

4π
(

y

L0

+ 0.5
)]

.
(54)
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(a) (b) (c)

(d) (e) (f)

FIG. 5. A circular interface under shear flow at Pe = 60. The phase-field contour (φ = 0) is

shown at T = Tf (upper row) and T = 2Tf (lower row). (a),(d) Results of the SRT model

of Refs. [4, 5]; (b),(e) conservative LBM using finite differences; (c),(f) conservative LBM using

moments to compute the interface normal.

The initial condition is a circular interface with R = L0/5 in the middle of a periodic

domain with L0×L0 lattice cells where L0 = 500. The velocity field is reversed at T = Tf/2

so that the interface goes back to its original position, and the simulation continues until

T = Tf . The topological changes of the interface at different times is depicted in Fig. 6.

The shape of the interface at T = Tf/2 and T = Tf is shown in Fig. 7. As pointed out by

Liang et al. [5], and as can be observed from our findings, this is a very rigorous benchmark

case because the interface undergoes a severe topological change. The wiggles appearing at

T = Tf in Fig. 7(d)–7(f) are mainly due to the disintegration and reconsolidation of the

interface, which are due to the stringent initial velocity field and rapid shift in its direction

at T = Tf/2. In order to affirm this speculation, a smoothed version of the velocity field, as

16



(a)T = 0 (b)T = Tf/4 (c)T = Tf/2 (d)T = 3Tf/4

FIG. 6. Evolution of a circular interface subject to a deformation flow field.

(a) (b) (c)

(d) (e) (f)

FIG. 7. Deformation of a circular interface at Pe = 60. The phase-field contour (φ = 0) is

shown at T = Tf/2 (upper row) and T = Tf (lower row). (a),(d) Results of the SRT model

of Refs. [4, 5]; (b),(e) conservative LBM using finite differences; (c),(f) conservative LBM using

moments to compute the interface normal.

used in Ref. [5], is implemented. In other words, instead of imposing a sharp velocity field

and suddenly reversing its direction, we multiply the velocity field in Eq. (54) by cos(πT
Tf
).

The deformation of the interface due to a smooth velocity field is shown in Fig. 8. Com-
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paring Fig. 7 and Fig. 8 at T = Tf/2, we observe that the interface subjected to the smoothed

velocity field is not disintegrated and is less deformed. Accordingly, a lesser numerical error

is induced when the convoluted interface stretches back to its original configuration. The

relative error of the simulations given in Table I further confirms our explanation.

(a) (b) (c)

(d) (e) (f)

FIG. 8. Deformation of a circular interface at Pe = 60 subjected to a smoothed velocity field. The

phase-field contour (φ = 0) is shown at T = Tf/2 (upper row) and T = Tf (lower row). (a),(d)

Results of the SRT model of Refs. [4, 5]; (b),(e) conservative LBM using finite differences; (c),(f)

conservative LBM using moments to compute the interface normal.

E. Convergence study

Before concluding the paper, we consider the diagonal translation of a circular interface to

examine the convergence rate of the presented phase-field LBM at a constant Cahn number

Cn = W
L0

. We also compare the current results with those based on the model proposed in
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Ref. [4] and the SRT version of the LBM proposed in Ref. [5]. Here, the diffusive scaling is

used and the error is measured by calculating the L2 norm defined in Eq. (50) at T = Tf .

L0

δ
φ

 2

100 200 300 400
10-4

10-3

10-2

10-1

100

FIG. 9. (Color online) Convergence study: L2 norm versus number of grid points for the diagonal

translation of a circular interface at Pe = 60 and Cn = 0.015.

Keeping the Cahn number constant implies increasing the interface width as we refine

the mesh. Because the number of points that resolve the interface increases with W , the

numerical error is expected to decrease as the interfacial thickness is increased. This is

shown in Fig. 9. As it can be seen, not only the order of accuracy of the current model is

higher than that of Refs. [4, 5], the magnitude of the L2 norm error is also smaller. Of note

is that, the moment-based model exhibits an irregular error at L0 = 200 in Fig. 9. It seems

that the moment-based approach requires a minimum number of grid points for resolving

the interfacial region in order to produce accurate results. Given that Cn = W/L0 = 0.015,

the interface thickness for L0 = 200 is W = 3. Apparently, when W > 4 the moment-

based results become identical to the FD-based results. This speculation is currently under

investigation and will be addressed in our future study.

V. SUMMARY

An LB model for tracking the interface between different phases was proposed in this

study. The governing conservative phase-field equation requires only 1st-order derivative, or
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even no derivatives if moments are utilized in the calculation of the interface normal. The

numerical studies suggest that when finite difference is used to compute the gradient of the

phase field the solution could be slightly more accurate but the price we pay is a non-local

collision operator. The main reason for the lack of accuracy in the moment method seems

to be linked to grid-scale oscillations in the computation of the gradients. The FD method

does not seem to be susceptible to this problem though. In the considered test cases the

grid scale oscillations did not blow up the numerical results but they are certainly unwanted.

Their complete elimination is the subject of our future investigations.

On the other hand, the focus of the present study was to propose a phase-field LBM for

interface tracking with an entirely local collision operator thereby achieving higher efficiency

on parallel machines. As such, we confined the proposed LBM to the single-relaxation-time

model. Consequently, the Péclet number of the flow was limited to relatively low values (Pe

∼ 100) in order to obtain numerically stable results. Extension of the current SRT-LBM to

multi-relaxation-time [5] or models based on the concept of cumulants also constitutes the

subject of our future work.

Using moments in the computation of gradients makes the update process completely

local and allows for the application of all optimization techniques which are available to

accelerate, parallelize, and reduce the memory foot-print of the native lattice Boltzmann

method [23] (AA-Pattern [24], EsoTwist [25], etc.). The computation of finite differences is

usually incompatible with these optimization techniques. The application of a hybrid LB/FD

method slows down the computation in two ways: First, the non-local finite differences

require additional read and write operations. Second, the usual optimization for native LB

codes cannot be applied and one has to settle with data structures and algorithms which

are not optimal for the LBM. In the current study we deliberately used non-optimized code

such that we could directly compare the accuracy of the hybrid methods with the all-native

lattice Boltzmann method. The error produced by our conservative phase-field model is less

than the error resulted from other existing LB models for the range of parameters studied.
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