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Consideration on Singular-Point Generating

Mechanisms by Analyzing the Effect of

Phase-and-Polarization Optimization in PolInSAR
Yuta Otsuka , Tomoharu Shimada , Ryo Natsuaki , Member, IEEE, and Akira Hirose , Fellow, IEEE

Abstract—We elucidate the generation mechanisms of singular
points (SPs) by investigating the relationship between the phase
distortion and the polarization-state changes in polarimetric inter-
ferometric synthetic aperture radar (PolInSAR). We find that there
is a high correlation between the parameters in the Pauli coherency
matrix and those in the scattering mechanism vector optimized by
the maximization of interferometric coherence. It means that there
is a correlation between the parameters of polarization and those of
the phase compensation. In other words, the main changes in phase
and those in polarization are caused by an identical phenomenon,
that is, scattering itself. Therefore, we can use the parameters of
polarization to reduce SPs. We also find that other origins that cause
the changes in phase are the interference of waves from multiple
scattering sources and thermal noise. Lastly, we investigate how
the optimization compensates polarization changes by introducing
the scattering sphere representation. We find that the optimization
reduces randomness in the polarimetric features, and enhances
the features specific to deterministic scattering such as surface
and double-bounce scattering. It means that probabilistic/random
scattering is the main origin of SP generation.

Index Terms—Interferometric synthetic aperture radar
(InSAR), polarimetric interferometric synthetic aperture radar
(PolInSAR), singular points (SPs).

I. INTRODUCTION

S
YNTHETIC aperture radar (SAR) plays a significant role

in the remote-sensing earth observation. SAR observations

have been conducted globally targetting various areas such as

polar regions, tropical areas, and the ocean [1], [2].

Interferometric synthetic aperture radar (InSAR) is one of

the SAR techniques. InSAR observes an identical earth surface

point from two satellite positions and generates an interferogram

by calculating the phase differences of two complex-valued

data. Because the phase differences between neighboring pixels
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correspond to the height changes, the phase value of each pixel is

the remainder of a land height divided by geometric parameters.

It is wrapped with a period of 2π. A digital elevation model

(DEM) can be generated by unwrapping this folded phase image.

Since the land height forms a vector field whose curl is zero, it is

a conservative field. Therefore, the unwrapping process should

be conducted easily by integrating the differences of neighboring

pixels.

However, rotational points, that is, singular points (SPs) make

it difficult to generate DEMs. When a SP exists, the estimated

height is dependent on the integration path. We have to minimize

the total length of branch-cuts [3], which the integration path

should not cross, since the branch-cuts result in artificial cliffs.

This minimization requires a high calculation cost. To solve

this problem, a lot of methods have been proposed such as

unwrapping methods [4]–[10], filtering methods [11]–[17], local

registration methods [18]–[21] and methods using polarimetric

interferometric SAR (PolInSAR) [22]–[26].

Previously, we proposed an optimization method based on

the linear combination of respective polarization data [27], [28],

which reduces the number of SPs drastically by considering the

pixel-by-pixel variety of the scattering mechanisms. The method

was named pixel-by-pixel optimization considering baseline

difference (PPO-BD).

In this article, we elucidate the singular-point generating

mechanisms by analyzing the results of PPO-BD. The analysis

will also be useful for creating a more effective filter to reduce

SPs. Although the singular-point generating mechanisms have

been studied in many ways [29]–[31], this is the first article to in-

vestigate the singular-point generating mechanisms by focusing

on the relationship between polarization and phase. The results

of the analysis show that scattering itself causes the changes

in the phase and eventually SPs. This fact is clarified by the

coincidence of the parameters in the Pauli coherency matrix

and those in the scattering mechanism vectors optimized by

the maximization of the coherence in the interferogram. We

also investigate other origins that cause the changes in phase.

We find that they are the interference of waves from multiple

scattering sources and the thermal noise. Lastly, we investigate

how PPO-BD compensates the polarimetric changes caused

by scattering. We find that PPO-BD reduces randomness and

enhances the polarimetric features specific to deterministic scat-

tering such as surface and double-bounce scattering. It means
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Fig. 1. Illustration showing InSAR observation of the land surface (curve)
from two satellite points (Master and Slave) to obtain master and slave images
for generation of an interferogram.

that probabilistic/random scattering is the main origin of SP

generation.

This rest of the article is organized as follows. Section II

reviews the interferometric SAR and singular points. Section III

describes the processing details of conventional methods of

PolInSAR and PPO-BD. Section IV analyzes singular-point

generation mechanisms. Section V interprets and discusses the

results further. Section VI is the conclusion of this article.

II. INTERFEROMETRIC SAR AND SINGULAR POINTS

Fig. 1 shows the overview of the InSAR observation. First,

SAR observes an identical earth surface area from two satel-

lite positions to get two complex-amplitude images, namely, a

master image and a slave image. The phase of an interferogram

represents the phase difference of the master and slave images,

corresponding to the distance from the antenna to the land

surface. Then the land height difference ∆H is calculated by

the phase difference ∆Φ by using the distance from one of

the antennas to the land surface Rm, the distance between the

antennas (baseline) BCT, baseline elevation angle γCT and the

wavelength λ as

∆H =
λRm sin θ

4πBCT cos(θ − γCT)
∆Φ (1)

where θ is the off-nadir angle. We can calculate the land height

by integrating the phase differences of neighboring pixels in the

interferogram.

As seen above, an interferogram in InSAR is generated by

calculating a product of master and conjugated slave images. The

phase is wrapped into (−π, π]. Then we need to unwrap it. Since

the land height forms a conservative field, the integral value for a

closed-loop should be zero. However, it is not zero around a SP.

Then we cannot determine the land height uniquely when there

is a SP. Fig. 2 shows a conceptual illustration showing four pixels

constructing a SP and its DEM. In Fig. 2(a), the phase values are

Φ(m,n) = −π/2, Φ(m+ 1, n) = 0, Φ(m+ 1, n+ 1) = π/2,

Fig. 2. Conceptual illustration showing (a) four pixels constructing a SP
(−π/2 pixel is identical to 3π/2 pixel) and (b) its DEM.

Φ(m,n+ 1) = π. Assume that we integrate the phase differ-

ences of the four pixels in this order. Since the phase dif-

ferences from Φ(m,n) to Φ(m+ 1, n), from Φ(m+ 1, n) to

Φ(m+ 1, n+ 1), and from Φ(m+ 1, n+ 1) to Φ(m,n+ 1)
are π/2, we can consider this integral path as an upward slope.

Then the integral path from Φ(m,n+ 1) to Φ(m,n) shows a

downward slope with the phase change of −3π/2 apparently.

But, by considering the periodicity of phase, we take the prin-

cipal value for this phase change as π/2. The integral value of

this closed route is 2π showing a rotation. This is a SP. Thus, we

cannot determine the land height. If we make a DEM forcibly,

the result will lead to an artificial cliff like that in Fig. 2(b). We

therefore, need to reduce artificial cliff-making SPs to generate

accurate DEMs. However, the generation mechanisms of SPs

are not fully clear [29], [30].

III. POLARIZATION DIVERSITY

Researchers studied the combination of interferometric in-

formation in multiple polarimetric channels in PolInSAR to

reduce artificial SPs. PolInSAR observes scattering coefficients

to construct a scattering matrix as

S =

[

SHH SHV

SVH SVV

]

(2)

where Sij (i, j = H or V) is the coefficient for j transmit-

ted and i received polarization electromagnetic waves in the

HV-polarimetric basis. In the case of monostatic radar, we can



OTSUKA et al.: CONSIDERATION ON SINGULAR-POINT GENERATING MECHANISMS 1627

assume that SHV is equal to SVH. The scattering matrix is

equivalently replaced by the Pauli scattering vector

k =
1√
2

⎡

⎣

SHH + SVV

SHH − SVV

2SHV

⎤

⎦ . (3)

The coherency matrix is calculated by the scattering vector as eq.

(4) shown at the bottom of this page, wheren is the pixel number

included in a local window for coherency calculation. The Pauli

coherency matrix can be diagonalized by using a unitary matrix

as

[T ] =
1

n

n
∑

kk
∗ = [U3]

⎡

⎣

λ1 0 0
0 λ2 0
0 0 λ3

⎤

⎦ [U3]
∗

=

3
∑

i=1

λieie
∗
i (5)

where λi(i = 1, 2, 3) denote eigenvalues and [U3] is expressed

as [32] eq. (6) shown at the bottom of this page.

The scattering-mechanism probabilities Pi corresponding to

the eigenvalues are defined as [32]

Pi =
λi

λ1 + λ2 + λ3

. (7)

The entropy H and angle αcm, which are often used for land

classification, are defined as [32]

H = −P1 log3 P1 − P2 log3 P2 − P3 log3 P3 (8)

αcm = P1αcm1
+ P2αcm2

+ P3αcm3
. (9)

The entropyH shows the randomness of scattering while the an-

gle αcm represents the dominant scattering mechanism, ranging

from0◦ for surface scattering, 45◦ for linear dipole scattering and

to 90◦ for dihedral scatterer. One of the methods in PolInSAR

was proposed by Cloude and Papathanassiou [32]. This method

makes the most of the polarimetric information by taking a

linear combination of polarization. The flow of the processing is

explained as follows. A Hermitian positive semidefinite matrix

is defined by using the master Pauli vector km and the slave

Pauli vector ks as

[T6] =

〈[

km

ks

]

[

k
∗
m k

∗
s

]

〉

=

[

[Tmm] [Ωms]
[Ωms]

∗ [Tss]

]

(10)

where [Tmm], [Tss] and [Ωms] are given by

[Tmm] = 〈kmk
∗
m〉, [Tss] = 〈ksk

∗
s〉, [Ωms] = 〈kmk

∗
s〉. (11)

New complex scattering coefficients can be generated by calcu-

lating the product of a 3× 1 arbitrary complex unit vectors, wm

and ws, and Pauli vectors, km and ks, as

µm = w
∗
mkm, µs = w

∗
sks. (12)

The vectorswm andws are called the scattering mechanism vec-

tors. We calculate the interferometric phase of the interferogram

by using these new coefficients as

ΦCloude = arg{µmµ
∗
s} = arg{w∗

m [Ωms]ws}. (13)

The interferometric coherence is given by

γCloude =
|〈µmµ

∗
s〉|

√

〈µmµ∗
m〉〈µsµ∗

s〉

=
|〈w∗

m [Ωms]ws〉|
√

〈w∗
m [Tmm]wm〉〈w∗

s [Tss]ws〉
. (14)

We optimize wm and ws as the linear combination of polar-

ization states that yields the highest coherence. It is given by

solving a 3× 3 complex eigenvalue problem expressed as

[Tss]
−1 [Ωms]

∗ [Tmm]
−1 [Ωms]ws = νws (15)

[Tmm]
−1 [Ωms] [Tss]

−1 [Ωms]
∗
wm = νwm. (16)

Here, Tabb et al. further proposed to assume [Tmm] ≈
[Tss][33]. They reported that the interferograms generated with

this method have fewer SPs than those with Cloude’s method,

resulting in a more accurate DEM.

The conventional methods assumed multi-look interfero-

grams to generate DEMs. Since the resolution of SAR has been

being improved significantly, now it is desirable that we can

make DEMs by using single-look interferograms, if possible.

In Cloude‘s method as well as Tabb’s method, the scattering

mechanism vectors w’s are homogeneous in the local window

though the value should actually vary pixel by pixel in single-

look interferograms. Then, we proposed a method to optimize

w’s pixel by pixel, that is, PPO-BD (Pixel-by-Pixel Optimization

considering Baseline Difference) [27]. The processing flow of

this method is shown as follows.

1) Calculate the scattering mechanism vectors wm(x, y) and

ws(x, y) at position (x, y) by Tabb’s method for the

whole target area to be used below as the initial vector

(wm(x, y) = ws(x, y) = w(x, y)).
2) Update only the scattering mechanism vectors of (X,Y ),

the center pixel in a 3× 3 window, wm(X,Y ) and

ws(X,Y ) respectively by maximizing the interferometric

[T ] =
1

n

n
∑

kk
∗ =

1

2

⎡

⎣

〈|SHH + SVV|2〉 〈(SHH + SVV) (SHH − SVV)
∗〉 〈2S∗

HV (SHH + SVV)〉
〈(SHH − SVV) (SHH + SVV)

∗〉 〈|SHH − SVV|2〉 〈2S∗
HV (SHH − SVV)〉

〈2SHV (SHH + SVV)
∗〉 〈2SHV (SHH − SVV)

∗ 4|SHV|2〉

⎤

⎦ (4)

[U3] = [e1e2e3] =

⎡

⎣

cosαcm1
ejφcm1 cosαcm2

ejφcm2 cosαcm3
ejφcm3

sinαcm1
cosβcm1

ejδcm1 sinαcm2
cosβcm2

ejδcm2 sinαcm3
cosβcm3

ejδcm3

sinαcm1
sinβcm1

ejγcm1 sinαcm2
sinβcm2

ejγcm2 sinαcm3
sinβcm3

ejγcm3

⎤

⎦ (6)
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coherenceγPPO-BD(X,Y ) as eq. (17) shown at the bottom

of this page. Sweep the window to update w of all the

pixels.

The interferograms generated with the PPO-BD method have

much fewer SPs than the conventional methods, resulting in

much more accurate DEMs [27]. In some cases, interferograms

generated with PPO-BD have no SPs. That is, the optimization

of the linear combination of polarization components with a

criterion of high coherence reduces SPs drastically. These results

suggest that polarization is involved in the generation mecha-

nisms of SPs. In the next section, we investigate the relationship

between the parameters in woptm with those in the coherency

matrix so that we will elucidate the generation mechanisms in

Section V.

IV. ANALYSIS OF SINGULAR-POINT GENERATION

MECHANISMS

We analyze the singular-point generation mechanisms by

using ALOS-2 data collected on October 12, 2014, and October

26, 2014, over Mt. Fuji, Japan. We chose three sample areas

of Forest, Grassland and Scree for the analysis. Fig. 3 shows

the backscatter image and the sample areas. Fig. 4 shows the

interferograms of the three areas generated with PPO-BD and

their DEMs. The maximum and minimum heights for Forest,

Grassland, and Scree are 1261 m and 420 m, 1240 m and 1056 m,

2634 m, and 1897 m, respectively.

The optimized scattering mechanism vector woptm is given

by five parameters, that is,αoptm , βoptm ,φoptm , δoptm and γoptm
as

woptm =

⎡

⎣

cosαoptme
jφoptm

sinαoptm cosβoptme
jδoptm

sinαoptm sinβoptme
jγoptm

⎤

⎦ . (18)

We compare these parameters in woptm with those in the co-

herency matrix when n = 1 (single pixel).

First, we investigate angle α. Fig. 5(⋆-1) shows αcmm
in the

Pauli coherency matrix while (⋆-2) αoptm of woptm is obtained

by the optimization in PPO-BD. We find that the values ofαoptm

are very close to those of αcmm
at respective pixels in all the

areas. The differences of these parameters in the areas of Forest,

Field and Scree are within 0.1 rad for 75.2, 74.8 and 76.4 pixels,

respectively. Second, we investigate angle β. Fig. 6(⋆-1) shows

βcmm
in the Pauli coherency matrix while (⋆-2) βoptm of woptm

in PPO-BD. The values of βoptm are very close to those of βcmm

at respective pixels again. The differences of these parameters

in the areas of Forest, Field and Scree are within 0.1 rad for

70.9, 70.3 and 72.3 pixels, respectively. Among these pixels,

the 91.5, 91.2 and 91.1 pixels also present differences less than

0.1 rad between αcmm
and αoptm . Fig. 7(⋆-1) shows the scatter

diagrams of αcmm
and αoptm while (⋆-2) the scatter diagrams

of βcmm
and βoptm . The correlation coefficients in Fig. 7(⋆-1)

Fig. 3. Backscatter image with sample areas used in Section IV (Cyan) and
Section V-D (Yellow green: Field, Red: Town, Dark green: Forest, Blue: Lake).

and (⋆-2) for the areas of Forest, Field and Scree are 0.81 and

0.77, 0.81 and 0.75, and 0.82, and 0.78, respectively. There are

high correlations in these diagrams.

Finally, we investigate angle φ, δ and γ. Fig. 8(⋆-1) shows the

scatter diagram of φoptm − φcmm
and δoptm − δcmm

, Fig. 9(⋆-1)

that of δoptm − δcmm
and γoptm − γcmm

and Fig. 10(⋆-1) that of

δoptm − δcmm
and γoptm − γcmm

. The correlation coefficients in

Fig. 8(a-1), (b-1) and (c-1) are 0.67, 0.67 and 0.68, respectively.

Those in Fig. 9(a-1), (b-1) and (c-1) are 0.56, 0.53, and 0.53,

respectively. Those in Fig. 10(a-1), (b-1) and (c-1) are 0.59,

γPPO-BD(X,Y ) =

∣

∣

∣

∑Y+1
y=Y −1

∑X+1
x=X−1

(

w
∗
m(x, y) [Ωms(x, y)]ws(x, y)

)

∣

∣

∣

√

∑Y+1
y=Y −1

∑X+1
x=X−1

(

w∗
m(x, y) [Tmm(x, y)]wm(x, y)

)(

w∗
s(x, y) [Tss(x, y)]ws(x, y)

)

(17)
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Fig. 4. (⋆-1) Interferograms generated with PPO-BD and (⋆-2) its DEM for
the areas of (a-⋆) Forest, (b-⋆) Grassland, and (c-⋆) Scree.

0.55, and 0.54, respectively. There are high correlations in these

diagrams.

Note that we argue these difference values since one of the

three parameters is arbitrary. That is, since we cannot determine

φcmm
, δcmm

and γcmm
uniquely, we show these diagrams with

γcmm
being 0 (or π), resulting in the vertical high-density lines

at γoptm − γcmm
= 0 and π in (⋆-1) of Figs. 9 and 10.

These results mean that there are correlations between the set

of φcmm
, δcmm

, γcmm
and the other set of φoptm , δoptm , γoptm .

Figs. 8(⋆-2), 9(⋆-2) and 10(⋆-2) show the scatter diagrams gener-

ated by replacing φcmm
, δcmm

and γcmm
with arg(SHH + SVV),

arg(SHH − SVV) and arg(SHV), respectively. The correlation

coefficients in Fig. 8(a-2), (b-2) and (c-2) are 0.70, 0.70, and

0.71, respectively. Those in Fig. 9(a-2), (b-2) and (c-2) are 0.67,

0.66, and 0.67, respectively. Those in Fig. 10(a-2), (b-2) and

(c-2) are 0.70, 0.68 and 0.68, respectively. There are also high

correlations in these diagrams.

V. DISCUSSIONS

We find from the discussions below that the main origins that

cause SPs are scattering itself and the interference of waves from

multiple scattering sources.

A. First Main Origin of SPs: Scattering

Fig. 11 shows the relationship between the changes in po-

larization and those in phase in the processing. The results

Fig. 5. (⋆-1) αcmm map in the Pauli coherency matrix and (⋆-2) αoptm map
of woptm in PPO-BD for the areas of (a-⋆) Forest, (b-⋆) Grassland, and (c-⋆)
Scree.

Fig. 6. (⋆-1) βcmm map in the Pauli coherency matrix and (⋆-2) βoptm map
of woptm in PPO-BD for the areas of (a-⋆) Forest, (b-⋆) Grassland, and (c-⋆)
Scree.
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Fig. 7. Scatter diagrams of (⋆-1) αcmm and αoptm , and (⋆-2) βcmm and
βoptm for the areas of (a-⋆) Forest, (b-⋆) Grassland and (c-⋆) Scree.

of the analysis show that there is a high correlation between

the parameters in the Pauli coherency matrix and those in the

scattering mechanism vector optimized by PPO-BD. The pa-

rameters in the Pauli coherency matrix and the same parameters

in woptm of PPO-BD represent polarization changes and phase

changes, respectively. It means that there is a correlation be-

tween polarization changes and phase changes. In other words,

the changes in polarization and those in phase are caused by

an identical phenomenon, namely, scattering itself. Therefore,

scattering itself is one of the main origins that cause SPs.

B. Second Main Origin of SPs: The Interference of Waves

Coming From Multiple Scattering Sources

Fig. 12(a) shows the histogram of the difference between

φoptm−arg(SHH + SVV) and δoptm−arg(SHH − SVV) while

(b) presents the identical histogram enlarged in the vertical

direction. The central peak represents the pixels where the opti-

mization by PPO-BD succeeded, that is, where scattering caused

SPs. We can fit the bulge of the peak by the Laplace distribution

(the double exponential distribution). The probability density

Fig. 8. Scatter diagrams of (⋆-1) φoptm − φcmm and δoptm − δcmm , and
(⋆-2) φoptm−arg(SHH + SVV) and δoptm−arg(SHH − SVV) for the areas
of (a-⋆) Forest, (b-⋆) Grassland and (c-⋆) Scree.

function f(x) of the Laplace distribution is given by

f(x) =
1

2φ
exp

(

−|x− µ|
φ

)

(19)

where the mean and the variance are µ and 2φ2, respectively.

Fig. 12(a) and (b) show also the fitting curves assuming the

Laplace distribution. Since the exponential distribution has the

memoryless property, this result suggests that another one of the

main origins of SPs is the interference of waves from multiple

scattering sources independent of one another. The differences

between the histogram and the fitting curve are attributed to the

angle representation folded into [−π/2, π/2].

C. Other Origins

We can find that the pixel number is flat in [−π, −π/2]

and [π/2, π], which shows another origin having a uniform

distribution over [−π,π]. It should be thermal noise. As a whole,

the contributions of scattering, interference and thermal noise are

54 : 31 : 15 according to the pixel counts in Fig. 12(a).
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Fig. 9. Scatter diagrams of (⋆-1) δoptm − δcmm and γoptm − γcmm , and
(⋆-2) δoptm−arg(SHH − SVV) and γoptm−arg(SHV) for the areas of (a-⋆)
Forest, (b-⋆) Grassland and (c-⋆) Scree.

The factors shown above cause the phase changes. Scattering

is always the factor of SPs. In addition, interference and white

noise have influence in a part of pixels. Fig. 12 shows that the

factors are summed up in such a manner.

D. Compensation of Polarimetric Changes in the PPO-BD

Optimization

1) Proposal of Scattering Sphere: In the last section, we

found that scattering is one of the main origins of SPs. In this sec-

tion, we examine how the PPO-BD optimization compensates

the polarimetric changes caused by scattering. For this purpose,

we need a new form to express polarimetric features of scattering

mechanisms. Instead of the Poincare sphere, which is used to

represent polarization, we propose a sphere that represents the

features of scatterers visually. We name it “scattering sphere”.

Fig. 13 shows the scattering sphere, where the coordinates

represent the absolute values of k1 = SHH + SVV, k2 = SHH −
SVV and k3 = 2SHV, respectively. The angle between |k1| axis

and the radius vector projected on |k1| − |k2| plane represents

angle αcmm
while the angle between |k1| − |k2| plane and the

Fig. 10. Scatter diagrams of (⋆-1) γoptm − γcmm and φoptm − φcmm , and
(⋆-2) γoptm−arg(SHV) and φoptm−arg(SHH + SVV) for the areas of (a-⋆)
Forest, (b-⋆) Grassland and (c-⋆) Scree.

radius vector represents angle βcmm
. Fig. 13 also shows the

scattering mechanisms of representative points.

2) Experiments and Results: We use the ALOS-2 data that

was used in Section IV. We plot the scattering states on the

scattering sphere for the areas of Field, Town, Forest and Lake

We chose three 100× 100-pixel sample areas for each land cover

class by considering the heterogeneity [34], [35]. Fig. 3 shows

the sample areas.

The scattering vector after PPO-BD optimization is given by

calculating the Hadamard product of the scattering vector and

the complex conjugate of the optimized scattering mechanism

vector wopt as

kopt = wopt ⊙ k. (20)

Fig. 14 shows the scattering spheres for the areas of Field1,

Field2 and Field3. In the plots, we find that there are more points

around (1, 0, 0) after the PPO-BD than before PPO-BD. Since

surface scattering is dominant in a field, it means that PPO-BD

optimization enhances the actual surface scattering mechanisms.

Fig. 15 shows the scattering spheres for the areas of Town1,
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Fig. 11. Scattering and optimization processes, and the relationship between the changes in polarization and phase.

Fig. 12. (a) Histogram of the differences between φoptm−arg(SHH + SVV)
and δoptm−arg(SHH − SVV) for the area of Forest fitted by the Laplace
distribution (φ = 1.0043) and (b) vertically enlarged one.

Town2, and Town3. Since double bounce scattering is dominant

in town, we find that there are more points around (0, 1, 0) than

other areas. This tendency increases after PPO-BD optimization.

Fig. 16 shows the scattering spheres for the areas of Forest1,

Forest2 and Forest3. Since volume scattering is dominant in

forest, we find that most of the points are situated around the

central area. These points spread on the sphere after PPO-BD

optimization. Fig. 17 shows the scattering spheres for the areas

Fig. 13. Scattering sphere (1/8 sphere) and the scatterers corresponding to the
representative points.

of Lake1, Lake2, and Lake3. Since the water surface causes

the specular reflection, the data mostly originate from noise.

Therefore, we find that most of the points are situated around

the central area. We also find in all the areas that the plot after

the PPO-BD optimization shows a wider distribution than those

before PPO-BD. This result shows that PPO-BD emphasizes the

respective features of the scattering mechanisms.

Figs. 18–20 show the histograms of |k1|, |k2| and |k3| in

Figs. 14–17. The peak values of the histograms after PPO-

BD optimization (solid curves) are lower than those before

PPO-BD (dashed curves), while the values at the skirts after

PPO-BD optimization are higher than those before PPO-BD.

That is, that PPO-BD reduces randomness in the polarimetric

features, and enhances the polarimetric features specific to deter-

ministic scattering such as surface and double-bounce scattering.

It means that the PPO-BD optimization reduces SPs by decreas-

ing probabilistic/random scattering mechanisms. These results

show that SPs are caused by probabilistic/random scattering

mechanisms other than deterministic scattering such as surface

and double-bounce scattering.

Fig. 21 shows the process of SP generation caused by prob-

abilistic/random scattering. In deterministic scattering such as

surface and double-bounce scattering, the scattering process of

each pixel in the master image will be identical with that in the
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Fig. 14. Scattering spheres (a-⋆) before and (b-⋆) after PPO-BD treatment for the areas of (⋆-1) Field1, (⋆-2) Field2, and (⋆-3) Field3.

Fig. 15. Scattering spheres (a-⋆) before and (b-⋆) after PPO-BD treatment for the areas of (⋆-1) Town1, (⋆-2) Town2, and (⋆-3) Town3.
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Fig. 16. Scattering spheres (a-⋆) before and (b-⋆) after PPO-BD treatment for the areas of (⋆-1) Forest1, (⋆-2) Forest2, and (⋆-3) Forest3.

Fig. 17. Scattering spheres (a-⋆) before and (b-⋆) after PPO-BD treatment for the areas of (⋆-1) Lake1, (⋆-2) Lake2, and (⋆-3) Lake3.

slave image. Therefore, the phase changes caused by scattering

is mostly canceled through the interference processing. But, in

probabilistic/random scattering such as volume scattering, the

scattering processes can be different from each other due to

the difference of the incident angles, the effect of the wind,

the growth of the plants and so on and so forth. Thus, the

phase changes cannot be canceled, which leads to SP generation.

Therefore, by investigating the deterministic scattering mecha-

nism in the area, we can know that the other probabilistic/random

scattering mechanisms are the cause of SPs.
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Fig. 18. Histograms of (a) |k1|, (b) |k2|, and (c) |k3| before (dashed curves)
and after (solid curves) PPO-BD treatment (Yellow green: Field1, Red: Town1,
Dark green: Forest1, Blue: Lake1).

Fig. 19. Histograms of (a) |k1|, (b) |k2|, and (c) |k3| before (dashed curves)
and after (solid curves) PPO-BD treatment (Yellow green: Field2, Red: Town2,
Dark green: Forest2, Blue: Lake2).
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Fig. 20. Histograms of (a) |k1|, (b) |k2|, and (c) |k3| before (dashed curves)
and after (solid curves) PPO-BD treatment (Yellow green: Field3, Red: Town3,
Dark green: Forest3, Blue: Lake3).

We also investigate the scattering coefficients of each polar-

ization before and after PPO-BD optimization to find out which

polarization contributes to the highly-accurate DEM generation

most. Table I shows the scattering coefficients of each polar-

ization before and after PPO-BD optimization for the areas of

Forest, Grassland and Scree. The coefficients after PPO-BD are

calculated for obtained kopt values backward in (3) and (20).

Fig. 21. Diagram summarizing SP generation mechanism showing that SPs
are caused by the probabilistic scattering.

TABLE I
SCATTERING COEFFICIENTS OF EACH POLARIZATION BEFORE AND AFTER

PPO-BD OPTIMIZATION

In all the areas, the scattering coefficients of VV polarization

have the highest scattering coefficients and HV polarization has

the lowest scattering coefficients. Therefore, VV polarization

contributes to the highly-accurate DEM generation best while

HH does secondly. This result means that we can generate the

most accurate DEMs by full-pol data, and that in the case of two

polarization combinations, HH/VV first, VV/HV secondly and

HH/HV thirdly work for the highly-accurate DEM generation.

VI. CONCLUSION

In this article, we investigated the relationship between the

polarization states and the phase distortion in PolInSAR to

elucidate the generation mechanisms of SPs. We found that

there is a high correlation between the parameters in the Pauli

coherency matrix and those in the scattering mechanism vector

optimized by the PPO-BD method. It means that there is a

correlation between the parameters of polarization and those of

the phase compensation in the PPO-BD optimization. In other

words, the main changes in phase and those in polarization are

caused by an identical phenomenon, that is, scattering itself.

Therefore, we can use the parameters of polarization to reduce

SPs. We also found that another one of the main origins of SPs

is the interference of waves from multiple scattering sources.

Lastly, we examined how the PPO-BD optimization compen-

sates polarization changes caused by scattering by introducing

the scattering sphere. We found that PPO-BD reduces random-

ness and enhances the polarimetric features specific to determin-

istic scattering such as surface and double-bounce scattering. It

means that probabilistic/random scattering mechanisms are the

main origin of SP generation.
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