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Abstract: A protocol is described for the treatment of molecular polarization in force field calculations. The resulting
model is consistent in that both inter- and intramolecular polarization are handled within a single scheme. An analytical
formula for removing intramolecular polarization from a set of atomic multipoles for an arbitrary static structure or
conformation is given. With the help of the intramolecular polarization, these permanent atomic multipoles can then be
applied in modeling alternative conformations of a molecule. Equipped with this simple technique, one can derive
transferable electrostatic parameters for peptides and proteins using flexible model compounds such as dipeptides. The
proposed procedure is tested for its ability to describe the electrostatic potential around various configurations of the
N-methylacetamide dimer. The effect of different intramolecular polarization schemes on the accuracy of a force field
model of the electrostatic potential of alanine dipeptide is investigated. A group-based scheme for including direct
intramolecular polarization is shown to be most successful in accounting for the conformational dependence of
electrostatic potentials.

© 2002 Wiley Periodicals, Inc. J Comput Chem 23: 1497–1506, 2002
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Introduction

Traditional force fields lack the ability to adapt to environmental
changes due to their use of a fixed electrostatic model and the
absence of an explicit polarization term. While ab initio quantum
theory has become a useful tool for deriving electrostatic param-
eters for small molecules in the gas phase,1,2 these parameters are
not directly suitable for the modeling of clusters, liquids, or solids.
Instead, empirical potentials for bulk systems are usually param-
eterized against bulk properties with implicit inclusion of multi-
body effects such as polarization. In addition, nonpolarizable force
field models are unable to describe the conformational dependence
of electrostatic properties. A single set of fixed charges or multi-
poles is generally not accurate when applied to the wide variety of
conformations available to a flexible molecule.

There have been encouraging results from several groups dur-
ing the past several years in applying polarizable potentials to
small molecule clusters and liquids.3–8 Correct and accurate de-
scription of energetic effects related to molecular polarizability is
critical for a potential model to be applied successfully to different
environments. As interest extends beyond small rigid molecules
such as water and small amides, it is important to develop polar-
izable force field models that incorporate intramolecular polariza-
tion in addition to having the correct molecular response to an

external field. In an attempt to develop electrostatic parameters for
peptides and proteins, Faerman and Price9 demonstrated that
dipeptides serve as much better model compounds than small
amides. Nevertheless, as observed for other molecules with con-
formational flexibility, they found that the electrostatics of an
alanine dipeptide depend strongly on conformation.10 This depen-
dency is mainly due to through-space polarization, and presents a
great obstacle to parameterization of a fixed charge force field
directly from data on flexible model compounds. One possible
solution to the problem posed by conformational variability is to
make the electrostatic model explicitly dependent on the local
geometry.11,12 Alternatively, a polarizable potential that captures
the correct intramolecular polarization behavior should be able to
model changes in electrostatic potential and energy as a function of
conformation. There has been little attention paid in the literature
to the energetic effects of intramolecular polarization, other than a
consensus that the treatment used for intermolecular polarization
can also be applied to the intramolecular case. In one of the few
explicit discussions, Karlstrom’s group13 has proposed an intramo-
lecular polarization model for dimethoxyethane. The importance
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of explicit polarization effects in the accurate simulation of large,
flexible systems such as proteins is a subject of current debate.14,15

In the present work, we propose a unified scheme for the
treatment of inter- and intramolecular polarization within a mo-
lecular mechanics model. Our method has four components:
atomic multipoles derived from high-level ab initio calculations,
an analytical method for removing intramolecular polarization
from the atomic multipoles to expose the underlying permanent
electrostatic components, use of Thole’s interactive dipole polar-
izability model,16 and group-based intramolecular polarization as a
means of merging the polarization model with local valence terms.

Use of higher order atomic multipole moments has been shown
to drastically improve the description of the electrostatic potential
around small molecules.17 For a database of small molecules, a
least-squares fit atom-centered monopole�dipole model typically
reduces the error in the resulting electrostatic potential by a factor
of 10 versus a simple partial charge model. Further addition of
atom-centered quadrupoles reduces the average error in the poten-
tial by another order of magnitude.17 While higher order multi-
poles, such as atom-centered quadrupole moments, obviously add
to computational cost, this expense could be mitigated by only
considering explicit higher order interactions at short range. Also,
inclusion of atomic quadrupole components has been known for
some time to be critical in obtaining correct geometries of van der
Waals and hydrogen bonded complexes.18 The Distributed Multi-
pole Analysis (DMA) protocol introduced by Stone19,20 provides
atomic multipoles via a convenient and rigorous redistribution of
the electron density associated with overlap integral products.

The atomic multipoles may be considered as a sum of a
permanent electrostatic component plus the contribution from in-
tramolecular polarization as described by the specific empirical
model. This contribution must be removed from the multipoles to
avoid double counting when the force field polarization model is
subsequently applied. In general, this correction of the raw quan-
tum-derived electrostatics has been done by an empirical proce-
dure.13,21 In the following, we propose a simple analytical method
for exactly correcting atomic multipoles to yield a permanent
electrostatic model consistent with our polarization scheme.

A number of atomic polarizability models, including addi-
tive22,23 and interactive models,16,24,25 have been proposed for
treatment of molecular polarizability. Among these models the
scheme originally suggested by Thole16,26,27 exhibits several ad-
vantages: it avoids the polarization catastrophe at short range by
replacing point dipole interactions with interactions between
smeared dipoles; it produces anisotropic responses to an external
field using only isotropic atomic polarizabilities; and atomic po-
larizabilities derived within the model are highly transferable. For
example, a single atomic polarizability value for each of the
elements C, N, O, and H gives an excellent fit to a large number
of experimental molecular polarizabilities.

All molecular mechanics methods face the challenge of com-
bining a description of long-range nonbonded interactions (vdW,
electrostatics, polarization) with short-range valence interactions
(bonds, angles, torsions). Traditionally, force fields ignore or scale
intramolecular vdW and permanent electrostatic interactions be-
tween atoms separated by three or fewer bonds. Polarizable force
fields developed to date apply identical schemes for scaling of
short-range intramolecular polarization. A goal of the current work

is to investigate alternative atom- and group-based methods for
merging polarization effects with the valence portion of a force
field.

Methods

In order to transfer atomic multipoles among different conforma-
tions and molecules, local frames are defined for each atomic
multipole site i. The “z-then-x” convention employed by TINKER28

uses an atom j covalently bonded to atom i to define the positive
z-axis. A second noncolinear reference atom k is selected such that
the positive x-axis lies in the ijk plane and forms an acute angle

with ik3. Finally, the y-axis is chosen to give a right-handed coor-
dinate system. An example of such a local frame definition is
provided in Figure 1. Reference sites for each unique atom type
considered in this study are given in Table 1 together with the
corresponding atomic multipole parameters.

The induced dipole at each atomic site is computed as

�i,�
ind � �iEi,� (1)

where E is the field experienced by atom i and the subscript � �
{x,y,z}. In an interactive polarizability model such as Thole’s, the
induced dipole on each atom will further polarize all other atoms
both within and outside the molecule such that E becomes the sum
of the fields generated by both permanent multipoles and induced
dipoles at sites other than atom i:

�i,�
ind � �i��

� j�

T �
ijMj � �

� j��

T ��
ij� �j�,�

ind � (2)

where T represents the interaction matrix elements, and M is the
vector of permanent atomic multipole components in Cartestian
polytensor form.29 The above equation may be solved iteratively
for all atomic sites at the same time.

Figure 1. Local coordinate frame used to define atomic multipoles. A
coordinate frame with origin at atom A is generated by placing the
positive z-axis along the direction of a directly bonded atom B. The
x-axis is defined to lie in the A-B-C plane where atom C is an atom
either directly bonded or adjacent to atom A. The positive x-axis lies
in the direction of atom C. The positive y-axis is then chosen perpen-
dicular to the z- and x-axes to give a right-handed local coordinate
system for atom A.
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The first term in eq. (2) corresponds to induction due to the
permanent multipoles, which we will call “direct induction”. The
second term describes the induction caused by induced dipoles at
other sites, that is, “mutual induction”. Note that these two types of
induction do not have to involve the same sets of atomic sites.
Also, it may be desirable to apply different scale factors from 0 to
1 for mutual and direct induction based on bond separation. For
example, in the case of water, {j} stands for the atomic sites
outside the molecule containing i. Meanwhile, {j�} includes any
atomic sites other than i, which is an intrinsic requirement of

Thole’s polarizability model as mentioned earlier. However, as the
molecule size increases, one might wish to allow permanent mul-
tipoles to polarize other parts of the molecule beyond a certain
distance. In the same spirit that short-range (in terms of bond
separation) intramolecular nonbonded interactions are excluded,
direct polarization may be modified at close distances. Definition
of the groups {j} and {j�} coupled with the above formulae
specifies an intramolecular polarization model.

Thole’s method for computing molecular polarizabilities con-
sists of a modification of the T matrix corresponding to an altered

Figure 2. Configurations of the N-methylacetamide (NMA) dimer. The structures considered in this
work, as described in the text, are (a) parallel, (b) perpendicular, and (c) stacked. Both dimers (a) and (b)
contain intermolecular amide-amide hydrogen bonds, while configuration (c) does not.
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charge distribution. Among the several charge distributions sug-
gested by Thole for use with his damping scheme, we have chosen
the following exponential form

� �
3a

4�
exp��au3� (3)

where u � Rij/(�i�j)
1/6 is the effective distance as a function of

atomic polarizabilities, and a is a dimensionless damping factor
that controls the width of the smeared charge distribution. More
details on the form of the T matrix, an iterative solution to yield
induced dipoles, the Thole damping scheme, and computation of
induction energy and forces are described in a separate work on a
water model using the above protocol.30 The atomic polarizabili-

ties in Å3 of C, N, O, and H are 1.334, 1.073, 0.837, and 0.496
respectively, as originally derived by Thole. A value of 0.572 was
suggested by Thole for the damping factor a after least squares fit
to a set of molecular polarizabilities. However, molecular polar-
izabilities are rather insensitive to a values over a fairly broad
range. Interaction energies tend to vary more with changes in the
damping factor, and we have chosen a fixed a value of 0.39 as
determined by a fit to the binding energies of water clusters
through the hexamer.30

For a given conformation of a model compound (e.g., alanine
dipeptide), one can easily obtain atomic multipoles by means of
DMA as

Mi � 	qi, �i, x, �i,y, �i,z, Qi, xx, Qi, xy, Qi, xz, . . . Qi,zz

T (4)

Table 2. Comparison of NMA Dimer Electrostatic Potentials Computed by
Various Models and Ab Initio Calculation.

Fixed
charge

Direct
DMA Average DMA

Monomer
DMA Monomer DMA � Intermol. Polarization

Parallel
RRMS 8.4 (0.89) 6.4 (0.66) 6.0 (0.63) 15.9 (1.65) 5.6 (0.58)
WRRMS 7.5 5.5 5.3 15.5 4.9

Perpendicular
RRMS 9.7 (0.94) 6.9 (0.65) 7.2 (0.68) 16.6 (1.57) 6.5 (0.61)
WRRMS 8.9 5.7 6.1 16.0 5.5

Stacked
RRMS 20.0 (1.50) 12.6 (0.91) 18.2 (1.32) 12.7 (0.93) 9.3 (0.68)
WRRMS 19.6 10.8 17.7 11.9 8.5

Relative RMS (RRMS) and weighted relative RMS (WRRMS) deviations are given as percentages. Values in
parentheses are absolute RMS deviations in kcal/mol. The fixed charge model taken from Mannfors et al.31 was derived
by simultaneous fit to ESP of multiple H-bonded dimer configurations, and is compared with MP2/6-31��G** results
as used in their original work. All other models are compared with MP2/6-311��G(2d,2p) calculations. The average
DMA model was obtained by averaging the direct DMA multipoles from the parallel and perpendicular dimers.

Table 3. Comparison of the Total Dipole Moment and Dipole Components (Debye) of the
NMA Dimer as Computed by Ab Initio Calculation and Various Force Field Models.

Parallel Perpendicular Stacked RRMS (%)

Ab initio
d 8.85 7.88 3.21
dx �8.82 7.73 1.61
dy 0.76 0.09 2.62
dz 0.02 1.51 �0.93

Monomer DMA
d 7.49 6.64 3.34 15.0
dx �7.45 6.46 1.57 15.8
dy 0.75 0.01 2.87 10.2
dz 0.00 1.52 �0.71 12.5

Monomer DMA � intermolecular polarization
d 8.85 7.83 3.21 0.4
dx �8.81 7.69 1.62 0.4
dy 0.82 0.03 2.66 3.4
dz 0.00 1.48 �0.76 9.8

Polarization in Molecular Mechanics Calculations 1501



The resulting multipoles on each atom may be considered as a sum
of “permanent” and “induced” moments:

Mi � Mi
p � Mi

ind (5)

where Mi
ind is produced by direct and mutual induction from all

sites in the absence of an external field:

Mi,�
ind � �i��

� j�

T �
ijMj

p � �
� j��

T �
ij�Mj�

ind� (6)

This is the same relation as in eq. (2) except the induced dipole is
replaced by generalized induced moments. Substitution of eq. (5)
into the above expression yields

Mi,�
ind � �i��

� j�

T �
ij�Mj � Mj

ind� � �
� j��

T �
ij�Mj�

ind� (7)

If the same scaling factors are employed for mutual and direct
induction using identical groups {j} and {j�}, the above equation
reduces to a surprisingly simple expression:

Mi,�
ind � �i �

� j�

T �
ijMj (8)

In the case where {j} and {j�} are not the same, or when different
fractional scaling factors are desired, it is more convenient to write
eq. (7) in a more general form:

Mi,�
ind � �i� �

All Sites

sj
pT �

ij�Mj � Mj
ind� � �

All Sites

sj
mT �

ijMj
ind�

� �i� �
All Sites

sj
pT �

ijMj � �
All Sites

�sj
m � sj

p�T �
ijMj

ind� (9)

where sj is a scaling factor between 0 and 1 applied to site j. The
superscripts p and m represent permanent and mutual induction,
respectively. The above equation can be solved iteratively via the
same procedure that is used to compute induce dipoles based on
eq. (2). In the present work, the sj factors are always chosen to be
either 0 or 1.

By subtracting induced moments from the Mi obtained from ab
initio calculation for a single conformer, we are left with the truly
“permanent” atomic multipoles with intramolecular polarization
removed. In order to test whether these permanent multipoles are
indeed transferable among different conformations, one can carry
out the procedure on several conformers and compare the modified
multipoles. However, such a comparison is usually less than
straightforward due to the underdetermined nature of the multipole
parameters. Instead, we will compare the electrostatic potential
computed using the permanent atomic multipoles plus explicit
polarization against ab initio results at chosen grid points for
various conformations. The root-mean-square deviation of two set
electrostatic potentials is computed as

Figure 3. Definition of polarization groups for alanine dipeptide.
Dashed regions are outlined such that direct induction is excluded
between atoms within a polarization group. Note that groups should
generally be chosen such that they have a near-integral net charge and
possess at most limited conformational variability. All amide/peptide
bonds are trans in the present work; cis-bonds require separate param-
eterization for use in a general force field.

Table 4. Comparisons of ESPs for Five Alanine Dipeptide Conformers as Computed by
Ab Initio (MP2/6-311G**) Calculation, DMA Multipoles, and Various Models.

�L C5 C7a C7e ��

	 � 63.5 	 � �158.4 	 � 73.9 	 � �82.9 	 � �166.1


 � 34.8 
 � 161.3 
 � �64.0 
 � 77.9 
 � �37.2

Direct DMA 3.9 (0.35) 5.4 (0.35) 5.7 (0.38) 5.7 (0.34) 4.0 (0.31)
Avg DMA 23.9 (2.15) 18.1 (1.18) 9.8 (0.65) 8.0 (0.48) 40.2 (3.14)
Atom 1-2 7.4 (0.67) 7.4 (0.48) 9.9 (0.66) 9.5 (0.57) 6.9 (0.53)
Atom 1-3 12.5 (1.12) 14.7 (0.96) 11.0 (0.73) 19.1 (1.14) 6.5 (0.51)
Atom 1-4 15.0 (1.35) 17.6 (1.14) 19.1 (1.27) 29.8 (1.79) 12.1 (0.94)
Group 1-2 6.5 (0.58) 7.6 (0.50) 8.3 (0.55) 9.1 (0.55) 7.3 (0.57)

Both ab initio and direct DMA calculations were carried out for each conformer separately. The average DMA model
utilizes the average of modified DMA multipoles of the first four conformers, excluding ��. All RRMS deviation values
are given as percentages. The RMS deviations listed in parentheses are in kcal/mol.
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The relative root-mean-square deviation is defined as

RRMS � ��
i�1

N

�vi
QM � vi

MM�2

�
i�1

N

vi
QM2

(11)

For comparison purposes, we also calculate the weighted relative
RMS (WRRMS) quantity used by Mannefors et al.31 as

WRRMS � ��
i�1

N

wi
2�vi

QM � vi
MM�2

�
i�1

N

wi
2vi

QM2

(12)

where the weight wi for each grid point is chosen to be its distance
from the closest atom. However, the WRRMS values reported here
are systematically somewhat larger for identical structures than
those of Mannefors et al., due to our use of grid points slightly
closer to the molecular vdW surface.

Computational Details

The grid points used in ESP calculations were generated using
ESTAR.32 The atomic radii for H, C, N, O were chosen to be
roughly their vdW radii of 1.4, 1.9, 1.8, and 1.7 Å, respectively. The
inner layer of grid points was 0.5 Å away from the surface defined by
the above radii. About 6000 grid points were distributed on a 0.5 Å

cubic lattice within a 2 Å shell from 0.5 Å to 2.5 Å above the vdW
surface. While selection of grid points will affect the absolute mag-
nitudes in the ESP comparisons, as larger errors usually occur at
closer distances, it is important to cover the regions of closest possible
contact.

Ab initio calculations were carried out using the GAUSS-
IAN98 package.33 Atomic charge, dipole, and quadrupole val-
ues were determined by Stone’s distributed multipole analysis
available through his GDMA program,34 which takes as its
input a GAUSSIAN checkpoint file. ESTAR was used to com-
pute the electrostatic potential at sets of grid points for various
potential models.

All force field calculations were performed with the TINKER
package,28 which implements the polarization model described
here as part of the TINKER force field.

Results and Discussion

N-methylacetamide (NMA) Monomer and Dimer

Atomic polarizabilities in our model, derived by fitting to exper-
imental molecular polarizabilities, guarantee the correct electric
response to an external field or to other molecules. Before discuss-
ing methods for intramolecular polarization, it is necessary to
verify that the simpler case of intermolecular polarization is mod-
eled adequately. Here we repeat the test introduced by Mannfors et
al.31 In this test, the ESP of an NMA dimer was computed using
parameters derived from the monomer with contributions from
intermolecular polarization included. This intermolecular test
bears some resemblance to our examination below of intramolec-
ular polarization in the alanine dipeptide, a structure that may be
viewed as two NMA-like segments joined by a common alpha
carbon atom.

As shown in Figure 2, three NMA dimer configurations have
been selected for calculation: parallel and perpendicular, which
were also used in the earlier study,31 plus a stacked configuration
where the two amide planes are parallel to each other. The NMA
monomer was optimized at the MP2/6-311��G(2d2p) level, and
atomic multipoles were calculated via DMA at the same level.

Table 5. Comparison of the Total Molecular Dipole Moment and Dipole Components (Debye) for
Alanine Dipeptide Conformers Computed by Ab Initio Calculation at the MP2/6-311G** Level
and the 1-2 Group-Based Polarization Model.

�L C5 C7a C7e �� RRMS (%)

Ab initio
d 5.54 2.99 3.39 2.35 4.77
dx �3.37 2.98 �3.32 �2.38 0.80
dy �1.41 0.16 0.09 0.24 �4.20
dz �4.16 �0.21 �0.70 0.80 2.11

Group 1-2
d 5.51 2.91 3.20 2.55 4.90 3.6
dx �3.17 2.90 �3.11 �2.45 0.97 5.8
dy �1.48 0.17 0.05 0.26 �4.27 2.5
dz �4.25 �0.23 �0.76 0.63 2.30 5.8
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These atomic multipoles gave nearly zero error versus the ab initio
electrostatic potential of the NMA monomer, as observed for many
other small molecules.17 The parallel and perpendicular configu-
rations were then obtained via geometry optimization at the MP2/
6-31�G* level with intramolecular degrees of freedom frozen.
The stacked configuration, containing no hydrogen bonds, was a
minimum on TINKER potential surface. It was chosen to test the
transferability of the parameters among different configurations,
including those with and without intermolecular hydrogen bond-
ing.

All comparison of electrostatic potentials was made with MP2/
6-311��G(2d,2p) results, except for the fixed charge model,
which was taken from Mannfors et al.31 Their model was deter-
mined by simultaneously fitting to the MP2/6-31��G** ESP of
three hydrogen bonded NMA dimer configurations while con-
straining charges to be equal for equivalent atom types. The fixed
charge model led to a slightly greater than 4% WRRMS deviation
from the MP2/6-31��G** ESP for the parallel and perpendicular
dimers in that study, but resulted in an almost doubled WRRMS
error over the set of grid points adopted in this study, compared
with the ESP computed at the same level, as indicated by Table 2.
In addition, the fixed charge model behaves rather poorly (19.6%
WRRMS deviation) when applied to the stacked configuration,
indicative of the problems with transferring a fixed charge model
between configurations with different hydrogen bonds.

Using atomic multipoles directly from a distributed multipole
analysis of each individual dimer at MP2/6-311��G(2d,2p) level,
a WRRMS deviation of less than 6% was achieved for both
hydrogen-bonded configurations, and 10.8% for the stacked con-
figuration, as listed in Table 2. These numbers should be consid-
ered as the best-case target values when judging the performance
of alternative polarization models.

The “average DMA” model was obtained by averaging the
DMA multipoles obtained directly from quantum calculations on
the parallel and perpendicular dimers. Because the higher order
multipoles are defined within specific local coordinate frames, the
average was computed with respect to the local frames within each
configuration. The resulting averaged multipoles were rotated back
into the global frame of each configuration before electrostatic
potentials were computed. This averaged model is quite compara-
ble to conformation-specific direct DMA in terms of reproducing
the ESP for the two hydrogen-bonded dimers. However, when
applied to the stacked configuration it produced as much as an
18.2% RRMS error (17.7% WRRMS) in the ESP.

Before the monomer DMA multipoles were applied to compute
the ESP for the dimers, the atomic multipoles of the three hydro-
gens in each methyl group were averaged. This modification,
which resulted in a 3% deviation from the monomer ESP, is
necessary if the multipoles are to be used for general simulation.

Monomer multipoles without intermolecular polarization gave
an ESP error of over 15%, more than twice that of the direct DMA
baseline value, for the electrostatic potentials of the two hydrogen-
bonded dimers. However, as expected, the monomer multipoles
are a much more reasonable model for the stacked configuration
that has no hydrogen bonds. Once intermolecular polarization is
included, the ESP deviation for all configurations drops dramati-
cally, to levels even slightly below those given by the direct DMA
values.

The total dipole moment and dipole components for each NMA
dimer structure were also computed using monomer multipoles
both with and without intermolecular polarization and were com-
pared with ab initio results for each dimer. As with the ESP
comparisons, the results listed in Table 3 confirm that our inter-
molecular polarization model is successful in describing the non-
additive variation of electrostatics upon moving from monomer to
dimer, as well as among different dimer configurations.

Alanine Dipeptide

Five well-known local minima of alanine dipeptide (�L, C5, C7a,
C7e, and ��) were chosen as test configurations. The C5, C7a, and
C7e structures each contain an intramolecular hydrogen bond,
whereas �L and �� do not. All structures were obtained from
energy optimization at the MP2/6-31G* level of theory. Subse-
quently, an MP2/6-311G** single-point calculation was carried
out for each individual conformer, and the ESPs were computed on
a grid of over 6000 points per conformation outside the respective
vdW molecular envelopes. Direct DMA was performed at the
same level to produce a set of atomic multipoles for each con-
former. The ESP computed using these raw conformer-specific
DMA multipoles was then compared with ab initio results for all
five conformers, with results shown in Table 4. In order to dem-
onstrate the nontransferability of these atomic multipoles, an av-
erage was taken over the raw DMA multipoles of the �L, C5, C7a,
and C7e structures, and these average values were used to compute
an ESP for each of the five dipeptide conformers. The results of the
ESP comparison given in Table 4 show errors that vary widely
from one conformer to another. In particular, the average DMA
model produced a large error (40% RRMS) on the one structure,
the �� conformer, which was omitted during the averaging process.

The previously described consistent procedure was employed
to remove permanent induction from each set of dipeptide atomic
multipoles according to our specific polarization model. Instead of
using the “permanent” multipoles from one conformer to compute
ESPs for all other conformers, an alternate test of transferability
was used. The permanent multipoles of �L, C5, C7a, and C7e were
averaged, and the resulting multipoles were used, with the addition
of polarization, to compute the ESP for all five conformers. As
before, the �� conformer was left out of the permanent multipole
average in order to serve as an unbiased test case.

A natural choice for scaling of the intramolecular polarization
is an atom–based scheme such as those used by pairwise force
fields for intramolecular nonbonded interactions. Several atom-
based models are given in Table 4. The “1-2” model includes
permanent polarization everywhere, even between atoms directly
bonded (1-2) to each other. The “1-3” model excludes 1-2 polar-
ization but includes permanent polarization between atoms sepa-
rated by two or more bonds. The “1-4” model allows polarization
only between atoms separated by at least three bonds. The com-
parison in Table 4 of the ESPs computed using these scaling
models clearly indicates the 1-2 atom-based model is significantly
better than 1-3 and 1-4 models, as it produced an ESP much more
comparable to those from DMA performed directly on each of the
conformers. This is not particularly surprising because both the 1-3
and 1-4 atom-based models require splitting of contributions from
atoms having large counterbalancing charges, such as the carbonyl
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carbon and oxygen, leading to unreasonably large induction ef-
fects.

Although the 1-2 atom-based model seems successful, it is not
preferred because of the large 1-2 direct induction it engenders.
Arbitrary separation of electrostatics into underlying permanent
and induced components does not affect the electrostatic potential,
because the ESP is independent of the permanent versus induced
origin of individual atomic moments. However, this distinction,
enforced by the polarization model, does have a significant effect
on energy computations. As energy is required in order to produce
induced dipoles through polarization, unrealistic interaction ener-
gies may arise if an unphysically large portion of the local elec-
trostatics is considered to be the result of induction. An ideal
model would avoid such unphysical intramolecular polarization,
while still accounting, to the greatest extent possible, for through-
space polarization as a function of conformational change. A
potential solution is to identify small and rigid fragments within
the molecule as polarization groups. We propose a 1-2 group-
based model wherein direct induction occurs everywhere except
within each of the polarization groups. Furthermore, in line with
the Thole model, full mutual induction is always allowed between
every pair of atoms regardless of whether the atoms are members
of the same group. It is also important to group neighboring atoms
with large opposite charges together such that each group will have
only a small net charge. Following these rules, groups are defined
for the alanine dipeptide structure illustrated in Figure 3: (a) the
amide groups each containing C(AO), O(AC), N(OH), and
H(ON), (b) the alpha C and alpha H atoms, and (c) each of the
terminal and side chain CH3 groups. Net charges on the resulting
groups are small, the largest being �0.0155 electrons on the
central group. This intramolecular polarization model was tested
on the five alanine dipeptide conformers. The results, shown in
Table III, indicate the efficacy of the proposed model. The 1-2
group-based polarization scheme does almost as well as the con-
formation-specific direct DMA multipoles at reproducing the ab
initio ESPs. Furthermore, this excellent behavior holds for all
conformers, including the �� conformer that was not involved in
the derivation of the permanent atomic multipoles.

In Table 5, molecular dipole moments computed using the 1-2
group-based model are compared with ab initio results for all five
dipeptide conformers. The RRMS deviation of the total molecular
dipole moments is less than 4%. The molecular dipole moments
produced by the direct DMA multipoles are not given as they are
essentially identical to those from the corresponding ab initio
calculations.

As a final note on derivation of atomic multipoles, it is worth
mentioning that alternative approaches other than DMA were also
examined in the same fashion as that presented above. It was rather
difficult to achieve physically meaningful atomic multipoles using
an unrestrained fit to the ESP due to the size of the dipeptide
molecule. While restrained fits have been used with success to
derive atomic partial charge models,35 we have chosen to consider
models with a more obvious dependence on the underlying elec-
tron density. The CADPAC36 program provides a simple scheme
for generating distributed multipoles based on a numerical inte-
gration of electron density over Voronoi atomic volumes. This
method was able to give reasonable atomic multipoles for each
individual dipeptide conformer, but fared poorly in the attempt to

transfer the resulting “permanent” multipoles among conformers.
The indication is that Stone’s DMA process results in multipoles
that are more “transferable” than others, as long as consistent basis
sets are employed throughout. However, because it can be very
sensitive to the presence of diffuse functions, the original DMA
protocol may not be useful when applied to very large basis set
calculations. It will be of interest to explore still other methods,
such as the atoms-in-molecules (AIM) approach of Bader37 and
the cumulative atomic multipole moments (CAMM) algo-
rithm,38,39 in future work. Other workers have found that atomic
moments derived from the AIM real-space distribution of electron
density perform about as well as DMA moments in simple non-
polarizable energy calculations.40 However, consistency with a
polarization scheme such as the one suggested here is a more
stringent test of the physical reasonableness of a multipole distri-
bution.

Conclusions

In summary, an intermolecular polarization model has been pro-
posed that is able to account for the nonadditivity in electrostatic
potentials, as demonstrated by a series of tests on NMA monomer
and dimer configurations. The intermolecular model can be ex-
tended via a scheme utilizing interacting polarization groups. Re-
sults presented in Tables 4 and 5 show that this extended model is
very successful at capturing much of the intramolecular polariza-
tion inside the alanine dipeptide molecule. The underlying perma-
nent atomic multipoles are transferable amongst a set of minimum
energy conformations. Overall, the described protocol provides a
convenient tool for parameterization of molecular mechanics elec-
trostatic terms for flexible model compounds. Thus, a consistent
foundation is available for subsequent elaboration of a general
polarizable force field for biomolecular and other systems. Future
work will present an energetic model compatible with the present
polarization methodology.
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