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Constrained Multicast Routing in WDM Networks
with Sparse Light Splitting
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Abstract—As wavelength division multiplexing (WDM) tech-
nology matures and multicast applications become increasingly
popular, supporting multicast at the WDM layer becomes an
important and yet challenging topic. In this paper, we study
constrained multicast routing in WDM networks with sparse light
splitting, i.e., where some switches are incapable of splitting light
(or copying data in the optical domain) due to evolutional and/or
economical reasons. Specifically, we propose four WDM multicast
routing algorithms, namely, Re-route-to-Source, Re-route-to-Any,
Member-First, and Member-Only. Given the network topology,
multicast membership information, and light splitting capability
of the switches, these algorithms construct a source-based mul-
ticast “light-forest” (consisting one or more multicast trees) for
each multicast session. While the first two algorithms can build
on a multicast tree constructed by IP (which does not take into
consideration the splitting capability of the WDM switches),
the last two algorithms attempt to address the joint problem of
optimal multicast routing and sparse splitting in WDM networks.
The performance of these algorithms are compared in terms of
the average number of wavelengths used per forest (or multicast
session), average number of branches involved (bandwidth) per
forest as well as average number of hops encountered (delay) from
a multicast source to a multicast member. The results obtained
from this research should present new and exciting opportunities
for further theoretical as well as experimental work.

Index Terms—Internet protocol (IP), light forest, light splitting,
multicast routing, wavelength division multiplexing (WDM).

I. INTRODUCTION

A S the internet traffic continues to increase exponentially,
a wavelength division multiplexing (WDM) network with

terabits per second bandwidth per fiber becomes a natural choice
as a backbone in the next generation optical internet. Given that
multicast (for one-to-many or many-to-many communications)
is important and increasingly popular on the Internet, issues
concerning supporting multicast in internet protocol (IP) over
WDM networks need to be studied.

A. Multicast in IP over WDM Networks

There are several schemes for multicasting data in IP over
WDM networks. As shown in Fig. 1(a), a source IP router,
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Fig. 1. Multicast in IP over WDM networks. (a) IP multicast. (b) PIP multicase
via WDM unicast. (c) WDM multicast.

as well as each IP router on a multicast tree constructed by the
IP layer, can make copies of a data packet and transmit a copy
to each of its child (i.e., immediate downstream router). How-
ever, this requires O/E/O conversions of every data packet at
every router on the multicast tree, which may be undesirable
and inefficient because routers may be over-loaded, IP layer for-
warding may introduce a long latency, and data will lose bit-rate
and format transparency, and so on.

The above mentioned O/E/O conversions can be avoided by
constructing a virtual topology consisting of a set of lightpaths
(i.e., wavelength-routed paths) from the multicast source to each
destination (which will be used interchangeably with the term
“member” hereafter) as in Fig. 1(b). However, this is equivalent
to having multiple unicasts (i.e., one-to-one connections) in a
WDM network. In a previous study [11], we have found that
using the second scheme, the network bandwidth consumed by
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a large multicast session (i.e., containing many members) may
become unacceptable.

In this paper, we focus on the third scheme [see Fig. 1(c)],
where multicast is supported at the WDM layer by letting
WDM switches make copies of data packets in the optical
domain vialight splitting. This scheme is more desirable since
transmissions to different destinations can now share bandwidth
on common links (resulting in significant bandwidth savings
over the second scheme), while multicasting data all-optically.
We assume that a multicast tree formed at the WDM layer
(called a light-tree in [17]) uses a dedicated wavelength on each
branch, or in other words, is wavelength-routed. Such a wave-
length-routed light-tree is useful to support high-bandwidth
multicast applications such as HDTV program distribution.
Note that, as proposed in [21], an alternative is to establish a
label switched path (LSP) for each branch of a light-tree, and
use optical burst/label/packet switching (see [5], [16], [20]
for example) to support multicast applications requiring low
bandwidth or having bursty traffic.

In general, supporting multicast at the WDM layer has sev-
eral potential advantages. First, with the knowledge of the phys-
ical (i.e., optical layer) topology, which may not be the same as
that seen at the upper electronic (e.g., IP) layer, more efficient
multicast routing is possible. Second, some optical switches are
inherently capable of light splitting, which is more efficient than
copying packets in electronics. Third, WDM multicast can alle-
viate the electronic processing bottleneck just as WDM unicast
does. Last but not least, performing multicast optically provides
consistent support of coding format and bit-rate transparency
across both unicast and multicast. In fact, it makes little sense
not to perform multicast in WDM while performing unicast in
WDM.

B. Related Work

It has been shown that finding a minimum Steiner tree for
a multicast session, whose members are only a subset of the
nodes in a network with an arbitrary topology, is an NP-com-
plete problem [8]. Accordingly, heuristics are often used to ob-
tain a near-minimum cost multicast tree. Many multicast tree
formation algorithms, which construct a source-based tree given
the full knowledge of network topology and multicast session
membership, have been proposed and their performance evalu-
ated in the literature [2]–[4], [7], [9], [18]. These heuristic algo-
rithms can roughly be classified into two categories. The first
one contains algorithms based on the shortest path heuristic
(SPH) which minimizes the cost of the path from a multicast
source to each of the members, while the second one contains
algorithms based on the minimum Steiner tree, which attempt
to minimize the total cost of a multicast tree.

For WDM multicast, (optical) switches need to have the light
splitting capability in order to be able to multicast (i.e., for-
ward multiple copies of) data in the optical domain. Note that
switches with the (light) splitting capability are usually more ex-
pensive to build than those without (see Figs. 2 and 3 and related
discussion). Due to this and other (e.g., evolutional) reasons, one
must consider the constraints on the splitting capability of the
switches in a practical network. One of the constraints consid-
ered in this paper issparse splitting[11], which means that only

Fig. 2. An example architecture of multicast-incapable switches.

Fig. 3. An example architecture of multicast-capable switches.

a subset of the switches in a WDM network supports light split-
ting. Such a constraint invalidates the basic assumption made by
previously proposed multicast tree formation algorithms in the
literature (including [17]) that any node can be a branching point
of a multicast tree and can have as many children as needed, or
in other words, every node isfully multicast capable.1. Note that
the problem of efficient multicast routing in a WDM network is
already a complicated one due to the fact that one needs to con-
sider wavelength assignment in a WDM network that may have

1In case some nodes are not fully multicast capable, no previous algorithms
can ensure that all the multicast members in a session receive multicast data [1]
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no, sparse, or limited wavelength conversion [13], [19]. Sparse
splitting certainly makes the problem even more challenging.

In this paper, we study constrained multicast routing in WDM
networks with sparse splitting (and sparse wavelength conver-
sion). We propose that a new multicast medium calledlight-
forest, consisting of one or more light-trees (rooted at a mul-
ticast source), be used to deliver multicast traffic to all intended
destinations efficiently. Although a similar subject of supporting
multicast when only a subset of nodes is multicast capable (MC)
has been treated in IP multicast, the definition of “multicast in-
capable” (or MI) and MC, as well as the approaches taken in IP
multicast are significantly different from those in WDM mul-
ticast. More specifically, in IP, MI means that a router, even
though it can copy packets, does not run/understand the same
multicast routing protocol as other routers (while in WDM, we
assume that all the switches run the same multicast protocol/al-
gorithm). Two solutions have been proposed in IP to deal with
MI routers. One is to simply ignore MI routers (i.e., as if they
do not exist) when constructing a multicast tree (as in MOSPF
[12]), resulting in possible failures to deliver multicast traffic to
all intended destinations. The other is to use IP-in-IP encapsu-
lation or unicast tunneling to bypass MI routers as in MBone
[10] (which implements DVMRP [14]). However, encapsula-
tion in WDM networks implies that data needs to be processed
(at the MC switches), and thus is not suitable for WDM multi-
cast (based on wavelength-routing). In addition, although wave-
length-routed paths may be established between MC switches
to bypass all MI switches (just as tunnels are used to bypass
MI routers), such an approach will still be inefficient in terms
of bandwidth (or wavelength) usage, similar to the approach
shown in Fig. 1(b) (IP multicast via WDM unicast). Intuitively,
this is because in WDM multicast, it is no longer necessary to
bypass an MI switch when constructing multicast trees (as long
as the MI switch is not used as a branching node on a multicast
tree). In fact, an MI switch can still be used as an intermediate
node along a multicast tree to forward every incoming multicast
traffic stream to one downstream switch (or destination).

The rest of this paper is organized as follows. In Section II,
we describe the basic assumptions, and formally define the
problem. We propose four new light-forest construction al-
gorithms in Section III in sparse splitting WDM networks.
Two of which modify multicast trees that have already been
constructed (e.g., by IP) without taking into consideration
the existence of MI switches, while the other two construct
light-forests from scratch. In Section IV, we address how
wavelengths are assigned in a light-forest and define the
performance metrics we use when comparing the proposed
algorithms. Simulation is described and performance results
are presented in Section V under various assumptions (on the
splitting capability, wavelength conversion capability, multicast
session size, etc.). Finally, Section VI concludes this paper.

II. CONSTRAINED WDM MULTICAST ROUTING

As mentioned earlier, in a WDM network with sparse split-
ting, only a subset of the WDM switches (or nodes) has the
multicast capability. We assume that every switch (even if it is
MI) can support “drop and continue” as follows. It can be set

to “drop only” (when the locally attached router is a destina-
tion, and there is no need to forward a copy to any downstream
switch), “continue only” (when the locally attached router is not
a destination and there is a downstream member) or “drop and
continue” (when the locally attached router is a destination and
there is a downstream member). This assumption is different
from the assumption made in MBone where tunneling is used
to span MI routers [10].

The rationale behind the “drop and continue” assumption is
that, even at an MI switch, it is not difficult to tap a small
amount of optical power from a wavelength channel for use by
the local router while forwarding the data on that channel to an
output. Alternately, one may use a wavelength add-drop mul-
tiplexer (WADM) which enables the local router to receive the
data (through O/E conversion) and forward a copy (through E/O
conversion). Note that, using a WADM may also allow a dif-
ferent wavelength to be used when forwarding the data. How-
ever, we will not consider such an approach in this study.

More formally, let denote the splitting degree of
switch in terms of the number of copies can forward to
other switches (excluding the copy that may need to be dropped
to the local router). Then, if switch is MI, and

if switch is MC, where is the number
of neighboring switches that has, and is the number of
wavelengths on each link betweenand its neighbors. Note that
although our work is based on the above assumption, we may
extend it to cases where an MI switch is “dropor continue,”
or where switch may have “limited” splitting capability, i.e.,

.

A. MI and MC Switch Architectures

Fig. 2 shows an example architecture of MI switches. It is as-
sumed that the space-division (or SD) switching fabric is made
of electro-optic directional couplers, and is thus multicast inca-
pable (the “drop and continue” feature, which requires the use
of a larger switching fabric, is not shown). In Fig. 2, each input
WDM signal (or fiber) is demultiplexed first, and each channel
may then be converted to a different wavelength using a wave-
length converter (WC) in order to avoid conflicts. Each channel
is then routed to a desired output port by an SD
switch. We will also consider switches, MI or MC, that do not
have the wavelength conversion capability.

An example architecture of MC switches is shown in Fig. 3,
where an input signal is split into signals, one for each

SD switch through two stages of splitters. Each SD switch
then selects one of the input signals, out of which one wave-
length is extracted using a tunable filter (TF). Wavelength con-
version may then be performed to avoid conflicts. To support
multicast, the same input signal needs to be selected by multiple
SD switches that are connected to various outputs. For instance,
it is shown in Fig. 3 how of input port 1 multicasts to output
1 using and output 2 using . Note that it is also possible to
send multiple (up to ) “copies” to the same output using dif-
ferent wavelengths by letting multiple SD switches connected
to the same output select the same input signal.

To compensate for the power loss due to splitting, power
amplification/equalization is needed (though not shown in
Fig. 3) in MC switches. Alternate architectures using for
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Fig. 4. An example of multicast forest in an 11-node random network with
sparse splitting.

example, semiconductor optical amplifiers (SOAs) to turn
each of the output (split) signals “on” and “off” may also be
used. Because of their higher hardware/control complexity
and/or dollar costs, MC switches will be, in general, more
difficult and/or expensive to build than MI switches. This is, as
mentioned earlier, one of the reasons why in practice we may
have a sparse splitting WDM network.

Note that we will assume that the source of a multicast ses-
sion has multiple transmitters (or a tunable one), and hence can
transmit to as many children as needed when constructing a mul-
ticast tree (rooted at itself) even if the source switch is MI. Sim-
ilarly, a source can transmit to its children on different wave-
lengths using different transmitters even if the source switch has
no wavelength conversion capability.

B. Problem Description

A key observation is that, due to sparse splitting, a single
light-tree may not be sufficient for multicasting data to all the
destinations in a multicast session. An example is shown in
Fig. 4, where in a random WDM network with 11 switches (or
nodes hereafter), node 6 is the source of a multicast session,
and nodes 3, 8, 9, and 11 are the destinations. It is assumed that
none of the nodes, indicated by a square box, is MC (the source,
being an MC node, is indicated by a circle). When using the
shortest path heuristic, for example, to construct a light-tree, it
is possible that nodes 7 and 10 are used to forward data to nodes
3 and 11, respectively. As a result, nodes 8 and 9 cannot be in-
cluded in the light-tree (represented in solid lines). In this case, a
second light-tree (dashed lines) which overlaps on link 6-7 with
the first one has to be constructed, resulting in a “light-forest.”
Given that node 6 needs to send out two “copies” on link 6-7,
two wavelengths (or branches) are needed on link 6-7 in a wave-
length-routed network.

Note that, for the same multicast session, using different
heuristics will likely result in light-forests with different costs
in terms of the number of wavelengths (representing the amount
of resources), total number of branches (representing the band-
width consumed), and average number of hops from its source
to a destination (representing the delay). In this paper, we
propose light-forest construction algorithms for sparse-splitting
networks, which construct a light-forest (consisting of one or
more source-based light-trees) for a given multicast session so

that multicast data can be delivered to all the members of the
session. We also evaluate the performance of each proposed
algorithm in terms of the costs associated with the forests it
constructs.

In the following presentation, we assume that a pair of fibers
is used to connect two nodes (i.e., switches), one for each di-
rection. Accordingly, a WDM network can be represented as a
directedgraph , where is a set of nodes (vertices), and

is a set of directed links (edges).2 Given a graph, the multi-
cast capability of each node in, and a multicast session
where is the source and is the
set of destinations, each of the proposed
forest construction algorithms will construct a forest, denoted by

, on which an MI node does not need to multicast (i.e.,
split light). Such a forest consists of source-based multi-
cast trees (without using any MI node as a branching
point) such that and for

. Note that, although when-
ever . For example, as in Fig. 4 where , there are two
copies of the link from node 6 to node 7 in while only
one exists in .

III. N EW MULTICAST FORESTCONSTRUCTIONALGORITHMS

In this section, we describe four new light-forest construc-
tion algorithms, namely, Reroute-to-Source, Reroute-to-Any,
Member-First, and Member-Only. In the following description,
we usehop-countas the measure of path length (that is, a
shortest-path is the one with a minimum number of hops),
although other measures (such as geographical distance) may
also be used. The performance of these algorithms will be
compared in Section V.

A. Reroute-to-Source and Reroute-to-Any

A straight-forward way to construct a light-forest is to modify
a multicast tree , where an MI node may be used as a
branching point, constructed using any existing algorithm (e.g.,
by pruning a spanning tree formed by Dijkstra’s algorithm).

More specifically, the forest can be obtained by checking
every node (and in particular, branching node) onone by one
in the breadth-first (or depth-first) order, and modifying tree
accordingly. A node on tree is considered aforest node(or on
the forest being constructed) only after it has been checked to
ensure that its splitting capability is not exceeded. More specif-
ically, let be the number of children that nodehas on the
tree . If and node is MI, all but one downstream
branches from nodewill be cut (certain heuristics may be used
to choose which branch to keep). Nodeis now considered as
a forest node. Each of the affected children can then “join”at
a forest node in one of two ways. In Reroute-to-Source, a cutoff
child can join at an MC node along the route from the source
to , including the source itself; In Re-route-to-Any, it can join
at a forest node along any route as long asis either an MC
or a leaf MI node (i.e., ).

Two examples of rerouting are shown in Fig. 5, where node
is assumed to be MI, and thus only one of the branches leading
to its children on tree (represented in thick solid lines),

2Hereafter, a directed link from nodeu to nodev will be denoted bye(u; v).
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(a)

(b)

Fig. 5. Rerouting for the children of nodev. (a) Reroute-to-Source. (b)
Re-route-to-Any.

say (kid 1 of node ), can be kept initially. The other
nodes will be cut and have to join the mul-
ticast forest by establishing wavelength paths, one for
each child, from an appropriate node (or nodes). In Reroute-to-
Source, the algorithm traces, in the reverse direction, the route
from the source to node used by tree , denoted by ,
and finds thefirst MC node . There are two rationales for using
this algorithm, one being that in the worse case, sourcecan
serve as node, and the other being that should it become nec-
essary to establish a wavelength path fromto a cut-off child,
such a wavelength path will likely be on a shortest path (given
that was chosen to be a part of by an existing multi-
cast tree formation algorithm).

Assume that nodeis found and , the cutoff children of
can join at node as shown in Fig. 5(a), provided thatis ca-

pable of full wavelength conversion (see Fig. 3 for an example
architecture), and there are at least wavelengths avail-
able between and . When such is the case, only one (partial)
wavelength path from to is needed, although wave-
length paths need to originate from(and through ), one for
each child of . If, however, is incapable of wavelength con-
version, the cutoff children of have to join at another (MC)
node closer to the source, and in the worse case, can join at
source . In either of these two cases, wavelength paths
will pass through node, one for each child of . We will not
discuss the case whereis capable of only limited wavelength
conversion but suffice it to say that some, instead of all, of the
cutoff children may have to join at a node closer to source(in-
cluding itself).

On the other hand, in Re-route-to-Any, the cutoff children of
can join at different nodes (e.g., a forest node, or even )

as shown in Fig. 5(b). This should facilitate load balancing as the
wavelength paths to cutoff children can be established along dif-
ferent routes, thus reducing the number of wavelengths needed
on each link. For example, assume is a destination, then

under the “drop-and-continue” model, even when bothand
are MI, one may establish a wavelength path (or rather

extend the existing wavelength path) from to via
using the same wavelength on links and
as that used on link . If any cutoff child can
choose from multiple nodes at which to join, the closest one (in
terms of the path length from ) may be selected. Detailed
description of these two rerouting based algorithms is omitted,
but suffice it to say that both algorithms have a polynomial-time
complexity, and are amendable to distributed implementations
in a way similar to that described in [15].

B. Member-First

In this subsection, we describe an algorithm whose aim is
to construct a near-optimal light-forest from scratch, instead
of based on an existing multicast tree. It combines the best of
the shortest-path heuristics and the minimum Steiner tree-based
heuristics, while taking into consideration the existence of MI
switches.

More specifically, when every node has the splitting capa-
bility, and both the network topology and membership infor-
mation are given, one may compute the shortest path from the
source to every member, then eliminate common links among
these shortest paths to obtain a shortest path tree. However, the
distance among members is not considered and hence the total
cost of the tree is usually not minimized. An alternative is to
compute the minimum spanning tree to include all the nodes,
and then prune the branches that do not lead to any member.
Here, the membership information is not used during the span-
ning tree construction phase, and may also result in a multi-
cast tree that consumes more bandwidth than necessary. The
proposed Member-First algorithm considers both the member-
ship information and the distance among members when con-
structing a forest (or trees ). In addition, it avoids branching
at nodes that do not have the splitting capability.

The basic idea of the Member-First algorithm is to construct
a multicast forest one tree at a time, and each tree is constructed
link by link as in Dijkstra’s algorithm for constructing a span-
ning tree. However, it differs from the Dijkstra’s algorithm as
follows. First, the set of links being considered for possible in-
clusion in the current tree, denoted byand calledfringe link
list, is organized as apriority queuewhere a link leading to
a member has a higher priority than a link leading to a non-
member (when the two paths from the sourceto the member
and the nonmember have the same length). When expanding the
tree, the link in having the highest priority is used. Second, as
soon as all the members are included, the Member-First algo-
rithm stops expanding the tree and instead, starts pruning those
branches that do not lead to any member. Last, perhaps the most
important difference is that, immediately after expanding the
tree by adding a link , if (and only if) is a member
and is MI, the path (which is the reverse path of

on the tree) is searched node by node until the first MC
node on , say , is reached (in the worst case, source
is reached). If the algorithm finds an MI node along the path,
say , all the links from , except the one leading to , arecut
(so that they cannot be used to expand the current tree). If one of
these cut links, say , is already on the tree, then a partial
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Fig. 6. Cut and remove branches in Member-First.

tree rooted at is disconnected from the current tree, and all the
links on the partial tree and the associated fringe links arere-
moved(which may be used to expand the current tree later). At
a certain point, either no fringe link is available in, or all the
members have been included in the existing tree(s). Note that
if an additional tree needs to be constructed to include the re-
maining members, all the links in (cut, removed, or used in
the existing trees) may be used.

An example is shown in Fig. 6, where the solid and dashed
lines denote the links on the treebeing constructed and the
links in (i.e., fringe links), respectively. It is assumed that link

has just been added to, and is a member that has
just been included on the forest (but neither node, nor node 3
or 5 is). In addition, when searching along path , the first
MC node is , and neither node 1 nor is MC. Note that node 1
may have nodes and 3 as its children before is added
to . However, after is added to , links and

need to be cut since they can no longer be supported
by nodes and 1, respectively. Consequently, the partial tree
rooted at node 3 is disconnected, link needs to be re-
moved from , and links and need to be
removed from the fringe link set . Note that, after is in-
cluded on the tree, will be updated by adding outgoing links
from node (not shown in the figure). In addition, if node 3
becomes a tree node again later via a path from an MC node
or (or some other MI/MC nodes), those removed links may be
used again. A more detailed description of the algorithm, whose
time complexity is also polynomial of the number of nodes in
the network, is provided in the Appendix.

C. Member-Only

Similar to Member-First, the Member-Only heuristic builds
a light-forest from scratch, one tree at a time. However, unlike
Member-First, a multicast tree is constructed by including mem-
bers one at a time (the closest member first) in Member-Only,
and thus eliminates the need for pruning after all the members
are included. The basic idea of Member-Only is similar to that
of the shortest-path heuristic for constructing a near-minimum
multicast tree [11] with the main feature being that, as long as
an MI node on a tree is a nonleaf node, other members will
not join the tree at . The detailed algorithm for Member-Only
is given in the Appendix.

D. Comparison

Note that the four heuristics proposed above will likely con-
struct different forests for the same multicast session. To help
understand how they differ from each other, we use Fig. 7 as an
example, where node 10 is assumed to be the source (and the
only MC node), and nodes 1, 5, 6, 7, 8, 12, 13, 16, and 19 are
members (i.e., destinations) in a 19-node random network.

Re-route-to-Source: After a spanning tree has been
constructed using Dijkstra’s algorithm and pruned to remove
branches that do not lead to any destinations, it is examined
starting from the source (i.e., node 10). Since node 9 is MI
but has two children, one of its children (node 8) is rerouted
to the source node (via node 9). Similarly, node 6, 12, and 13
(children of node 11) are rerouted to the source via node 11.

Re-route-to-Any: Similar to Re-route-to-Source, a pruned
spanning tree is examined starting from the source. However,
since a node can be rerouted to any other node on the tree, node
8 is rerouted to node 19, node 6 to node 1, node 12 to node 5,
and (then) node 13 to node 12.

Member-First: The multicast tree/forest is constructed link
by link starting from the source considering members first.
When node 9 becomes a node on the tree, links 9-7 and 9-8 are
fringe links. After nodes 11, 15, and 17 are added to the tree,
the fringe link list includes links 9-7, 9-8, 11-5, 11-6, 11-12,
11-13, 15-16, 17-18, and 17-19 in that order. Then, node 7
becomes a node on the multicast tree, link 9-8 is cut since node
9 is MI, and link 17-8 is added at the end of the fringe link list.
Similarly, after node 5 is added to the tree, links 11-6, 11-12,
and 11-13 are cut, and links 7-6, 5-12, and 15-13 are added
at the end of the fringe link list in that order. This procedure
continues until all the members have been added on the tree.

Member-Only: The multicast tree/forest is constructed one
member at a time. Node 5 becomes a node on the tree first since
it has the shortest hop-count from the source (and among all the
nodes that have the same hop-count, node 5 has the lowest node
index). Then, node 12 becomes a node on the tree because it is
only one hop away from node 5. The remaining members are
added to the tree in the order of 13, 6, 7, 8, 19, 16, and 1.

IV. WAVELENGTH ASSIGNMENT ANDPERFORMANCEMETRICS

In this section, we first describe how wavelengths are as-
signed for a given source-based light-forest, assuming no, sparse
and full wavelength conversion, respectively. Then, we define
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(a) (b)

(c) (d)

Fig. 7. Different multicast forests constructed using the proposed algorithms in a 19-node random network. (a) Re-route-to-Source. (b) Re-route-to-Any. (c)
Member-First. (d) Member-Only.

the performance metrics we use when comparing the perfor-
mance of these algorithms.

In the case of full wavelength conversion, any wavelength can
be assigned on each link, while in the case of no wavelength con-
version, the same wavelength has to be assigned to each subtree,
which is a tree rooted at the source and contains one and only
one child of the source. We call a collection of links on which
the same wavelength has to be assigned asegment, which thus
corresponds to a link in the case of full wavelength conversion
and a subtree in the case of no wavelength conversion.

In the more general case of sparse wavelength conversion, a
segmentis determined as follows. In each subtree, we remove all
the intermediate (i.e., nonleaf) nodes which have the wavelength
conversion capability but keep the associated links. In this way,
a subtree is partitioned into possible several segments, each of
which requires the same wavelength to be assigned on all its
links since there is no wavelength conversion capability within
a segment. For example, in the multicast forest shown in Fig. 4,
there are three subtrees (which contain leaf nodes 3, 9, and 11,
respectively). If node 7 is the only node capable of wavelength
conversion, then after it is removed, we will have two segments
(6-7 and 7-3) from the first subtree, two segments (6-7, 7-8-9)
from the second subtree, and only one segment (6-10-11) from
the third subtree.

To facilitate performance comparison among the proposed
forest-construction algorithms, we assume each link has a suf-

ficient number of wavelengths to avoid blocking. In addition,
the First-Fit algorithm [6] will be used (although other heuris-
tics may also be used) to perform wavelength assignment after
the light-forests are constructed and partitioned into segments.
We will determine the maximum number of wavelengths needed
by a given forest (over all the links), and then use the average
maximum number of wavelengths needed per forest (over many
forests and simulation runs), denoted by, which represents
the amount of network resources required per forest, as the first
performance metric.

In wavelength-routed WDM networks, one wavelength
channel (or a unit of bandwidth) needs to be reserved on each
branch of a light-forest. For simplicity, we assume that all
wavelengths are equally expensive (or cheap), and in addition,
the bandwidth consumed using a wavelength on different links
is more or less the same as well. Accordingly, we will determine
the (total) number of branches on a multicast forest, and then
use the average number of branches per forest, denoted by,
which represents the average bandwidth consumed per forest,
as the second performance metric.

Finally, for a given forest (and multicast session), we will de-
termine the average number of hops from the multicast source to
a destination (over all the destinations of the multicast session),
and then use the value obtained by averaging over many forests
and simulation runs, denoted by, which represents the delay,
as the third performance metric.
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V. SIMULATION STUDY AND RESULTS

In this section, we compare the performance of the proposed
light-forest construction algorithms. An 11-node random net-
work is simulated along with three parameters. Letand
be the average fraction (i.e., in the range of [0–1]) of nodes
in the network that possesses the splitting capability and wave-
length conversion capability, respectively. It is assumed that the
nodes with the splitting and/or wavelength conversion capability
are distributed independently and uniformly throughout the net-
work. In addition, each multicast session has only one (ran-
domly chosen) source (note that a many-to-many session can
be treated as multiple one-to-many sessions). A parameter,
where , is used to represent the average fraction of
nodes that are destinations (or equivalently, the probability that
a given node is a destination). Obviously, the larger the, the
more members in a multicast session.

Simulation Setup
1) Read in the network topology and related parameters,
and ;
2) Determine which node is multicast capable and which one
has wavelength conversion;
3) Generate multicast sessions (i.e., determine the source and
destinations for each session);
4) Construct a multicast forest for each session using the pro-
posed algorithms;
5) Partition each multicast forest into segments, and then as-
sign a wavelength to each segment;
6) Collect statistics and check for convergence, if converged,
stop; otherwise, go to 3);

By default, we assume , and . To
show the individual effect of a parameter, we vary each of these
three parameters (while fixing the other two) in our simulations
to obtain corresponding sets of results. Each set of results con-
tains the average maximum number of wavelengths , av-
erage bandwidth per forest and average delay using
each of the four algorithms.

Fig. 8 shows the results when (or the number of desti-
nations per multicast session) varies. As can be seen, both
and increase with in the four algorithms. However,
behaves differently for different algorithms. Specifically, it
remains flat for Reroute-to-Source. This is because destinations
are uniformly distributed in the network, and a shortest path
is always used in Reroute-to-Source. Increasing the number
of destinations will not likely change the average distance
from the source. On the other hand, increases when other
algorithms are used because more destinations imply that it
is more likely to use nonshortest paths. For the comparison
among the four heuristics algorithms, Member-Only and
Member-First require the least (and almost the same) number
of wavelengths, but Member-Only requires the least amount
of bandwidth, while Member-First results in a shorter delay
than Member-Only. Also, Re-route-to-Source results in the
shortest delay but requires much more bandwidth than other
algorithms. Re-route-to-Any results in moderate wavelength
and bandwidth requirements as well as delay.

As shown in Fig. 9, when (or the number of splitting
capable nodes) increases, all three metrics (number of wave-

(a)

(b)

(c)

Fig. 8. The performance of multicast forest construction algorithms whenG

varies. (a) Average maximum number of wavelengths per forest. (b) Average
bandwidths per forest. (c) Average delay.

lengths, bandwidth, and delay) decrease. Re-route-to-Source
is an interesting case, in which delay remains unchanged
while the other two metrics decrease dramatically (the most
among the four algorithms). However, as shown in Fig. 10, the
wavelength conversion capability does not have an effect on the
performance metrics as significant as the splitting capability.
Specifically, when (or the number of nodes capable of
wavelength conversion) increases, only decreasesslightly,
while the other two metrics remain unchanged. This is because
the wavelength conversion capability does not notably affect
how light-forests are constructed using the proposed algorithms
except in the special cases discussed in Section III-A.

Overall, Re-route-to-Source results in the shortest delay, and
is the simplest to implement. However, it requires the largest
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(a)

(b)

(c)

Fig. 9. The performance of multicast forest construction algorithms whenS

varies. (a) Average maximum number of wavelengths per forest. (b) Average
bandwidths per forest. (c) Average delay.

amount of bandwidth and number of wavelengths. At the other
extreme, Member-Only requires the least amount of bandwidth
and number of wavelengths but results in the longest delay and
has the greatest computational complexity (due to the need to
compute all-pair shortest paths). We also note that Member-First
requires almost the same number of wavelengths as Member-
Only, results in a much lower delay, but requires a little more
bandwidth than Member-Only. In addition, Member-First has a
better overall performance than Re-route-to-Any, and hence, is
the best choice if delay and bandwidth are to be balanced.

VI. CONCLUSION

Given the increasing popularity of multicast applications, and
the inevitable evolution of WDM networks, supporting multi-

(a)

(b)

(c)

Fig. 10. The performance of multicast forest construction algorithms whenC

varies. (a) Average maximum number of wavelengths per forest. (b) Average
bandwidths per forest. (c) Average delay.

cast in WDM networks will become an important subject. The
constraints on the light splitting (or optical multicasting) capa-
bility of WDM switches invalidate assumptions made so far for
electronic networks, and pose as a challenge for WDM multi-
cast. In this paper, we have studied the problem of constrained
multicast routing (and wavelength assignment) in wavelength-
routed WDM networks, and proposed a new multicast medium
called light-forest (consisting of one or more multicast trees) be
used as a solution.

We have designed four light-forest construction algorithms,
namely, Re-route-to-Source, Re-route-to-Any, Member-First,
and Member-Only. These algorithms differ from all previously
proposed multicast tree formation algorithms mainly in that
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multicast traffic can now be delivered to all intended desti-
nations (all-optically) using our algorithms even when some
of the nodes in the network are not multicast capable (i.e.,
unable to split light). The performance of these algorithms
has been compared in terms of the average maximum number
of wavelengths per forest (amount of resources), average
number of branches per forest (bandwidth), and average
number of hops from a source to a destination (delay). We
have found that: 1) Re-route-to-Source results in the shortest
delay; 2) Member-Only requires the least bandwidth; 3)
Member-First requires almost the same number of wavelengths
as Member-Only, and achieves a slightly better trade-off
between delay and bandwidth than Re-route-to-Any. We also
note that although it has been implied that light-forests are
constructed under centralized control, the proposed algorithms
can also be used in a distributed way just as the Dijkstra’s
algorithm can be used in the IP multicast routing protocol
MOSPF [12]. Finally, we note that a distributed protocol that
can construct a light-forest without using the global knowledge
of the network topology, multicast membership information,
and light-splitting capability of the WDM switches, is also
useful [15], and the work presented in this paper sheds light on
the design of such distributed protocols based only on the local
information.

APPENDIX

PSEUDO-CODE FORMEMBER-ONLY AND MEMBER-FIRST

A. Member-Only

Let be the set of nodes that are currently on a multicast
tree and are either MC nodes or leaf MI nodes, andbe the
set of nonleaf MI nodes that are currently on the multicast tree
(which cannot support any new branch). In addition, letbe
the set ofmembersthat have not been included in the forest. The
Member-Only algorithm is shown below.

Member-Only
(1) ;
(2) , and ;
(3) try to find the shortest path , where

, which does not involve any node in ;
(4) if such a path is found

add every link to the multicast tree ;
if (which just became a nonleaf node) is MI, movefrom
to ;

for any node on , where and ( is a
nonleaf node)

if is MI, move to ;
otherwise, move to ;

move from to ;
if , stop; otherwise, go back to step (3);

else (i.e., no such a path can be found)
move the branches in to and go to step (2) to

construct another tree;

B. Member-First

Let be the set of nodes that are currently on a multicast tree
and are either MC nodes or leaf MI nodes, andbe the set of
nonleaf MI nodes that are currently on the multicast tree (which
cannot support any new branch). In addition, let be the set
of remaining nodes that are not on the multicast tree, and
be the number of hops from sourceto node along a shortest
path . The Member-First algorithm is shown below.

Member-First
(1) ; // is the set of members yet
to be included;
(2) , and ; //
denotes the tree being constructed;
(3) , UpdateFL ; // initialize and update the fringe
link set ;
(4) add the fringe link with the highest priority, say

, to ;
if

;
if is MI

trace along path until a multicast capable node
is reached;

for any MI node on (including )
cut every branch/link as long as is not on

;
if is on the tree (i.e., is a branch in ),

removefrom every branch (if any) in the partial tree
rooted at and

from every fringe link associated with the nodes on
the partial tree;

(5) UpdateFL ; // update fringe link set for ;
also update accordingly (e.g., move from

to );
(6) if , prune those branches that do not lead to any
member, then stop;

otherwise, go back to step (4) if ;
(7) if (and ), add the branches in to ,
restore all removed and cut links, and go to step (2) to con-
struct another tree;
UpdateFL (node ) //update the fringe link set ;

for everyuncutlink
if is not already on the tree and there is no exists

in ,
or the existing has a lower priority

add to (and remove if any);
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