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ABSTRACT
Given that the reionization history of cosmic hydrogen is yet to be stringently constrained, it is worth checking the prospects of
doing so using physically motivated models and available observational data. For this purpose, we use an extended version of
the explicitly photon-conserving semi-numerical model of reionization, SCRIPT, which also includes thermal evolution of the
intergalactic medium (IGM). The model incorporates the effects of inhomogeneous recombination and radiative feedback self-
consistently and is characterized by five free parameters (two for the redshift-dependent ionization efficiency, two for the ionizing
escape fraction, and another for reionization temperature increment). We constrain these free parameters by simultaneously
matching with various observational probes, e.g., estimates of the ionized hydrogen fraction, the CMB scattering optical depth
and the galaxy UV luminosity function. In addition, we include the low-density IGM temperature measurements obtained from
Lyman-𝛼 absorption spectra at 𝑧 ∼ 5.5, a probe not commonly used for Bayesian analysis of reionization parameters. We find
that the interplay of the various data sets, particularly inclusion of the temperature data, leads to tightening of the parameter
constraints. Our default models prefer a late end of reionization (at 𝑧 . 6), in agreement with other recent studies. We can
also derive constraints on the duration of reionization, Δ𝑧 = 1.81+0.51−0.67 and the midpoint of reionization, 𝑧mid = 7.0+0.30−0.40. The
constraints can be further tightened by including other available and upcoming data sets.
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1 INTRODUCTION

The epoch of reionization, the cosmic age when the radiation from
the first stars ionized hydrogen atoms in the surrounding intergalac-
tic medium (IGM), is perhaps one of the less understood phases in
the history of the universe. Developing physical understanding of
reionization involves rather complex non-linear astrophysics at small
scales on one hand and cosmological evolution at very large scales
on the other. This turns out to be a challenging task. What makes the
study of this epoch so interesting is the availability of observational
data over a wide range of the wavebands. In the most recent times,
we have gained information on the ionization history of the universe
from the Cosmic Microwave Background (CMB) (Planck Collabo-
ration et al. 2020), fluctuations in the opacity of the Lyman-𝛼 (Ly𝛼)
absorption spectra of quasars at 𝑧 . 6 (Becker et al. 2015; Bosman
et al. 2018; Eilers et al. 2018, 2019; Yang et al. 2020; Bosman et al.
2021) and the properties of the Ly𝛼 emitters (Konno et al. 2014; Ota
et al. 2017; Zheng et al. 2017; Konno et al. 2018; Itoh et al. 2018;
Ouchi et al. 2018). To complement these, we can probe the sources
of reionization using the ultra-violet luminosity function (UVLF)
of high-redshift galaxies (Finkelstein et al. 2015; Atek et al. 2015,
2018; Bouwens et al. 2015, 2017, 2021). The ionization history is
also closely coupled to the thermal evolution of the IGM which can
be studied through the temperature measurements at 𝑧 & 5 obtained
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from the Ly𝛼 absorption spectra (Walther et al. 2019; Gaikwad et al.
2020).
A possible approach to model the epoch of reionization and

compare with observations is to use the semi-numerical simula-
tions. While these models are not as elaborate as the full hydro-
dynamic/radiative transfer simulations, they have the advantage of
being computationally efficient and thus useful for parameter space
exploration. In case one needs to compare the theoretical predictions
with a wide variety of observations simultaneously and constrain the
full possible range of allowed histories, the semi-numerical models
provide an ideal option.
A major challenge for carrying out parameter space exploration

using these numerically efficient models is to maintain the efficiency
of the models while incorporating various astrophysical processes
during reionization which are intrinsically inhomogeneous in nature.
While early semi-analytical models (Wyithe & Loeb 2003; Pritchard
et al. 2010; Choudhury&Ferrara 2006;Mitra et al. 2011, 2012, 2015)
have been reasonably successful in constraining the globally averaged
quantities, these do not model the inhomogeneities in the ionization
or thermal fields during reionization, both of which can play crucial
roles in interpreting the data. There are several semi-numerical mod-
els which are able to account for these fluctuations in the ionization
field based on the excursion set approach, e.g., 21cmFAST (Mesinger
& Furlanetto 2007; Mesinger et al. 2011) and SIMFAST21 (Santos
et al. 2010). A slightly different and more simplistic approach has
been implemented in zreion (Battaglia et al. 2013) which assumes
the reionization redshift field to be a biased tracer of the density
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2 Maity & Choudhury

field. For further insights on the coupling between reionization and
galaxy formation, one needs to incorporate other important physical
effects like the inhomogeneous recombinations (Choudhury et al.
2009; Sobacchi & Mesinger 2013), and radiative feedback which
suppresses the star formation inside low mass haloes (Gnedin 2000;
Iliev et al. 2007; Sobacchi & Mesinger 2013; Hutter et al. 2021). Al-
though it is possible to include relatively detailed physical modelling
within the semi-numerical reionization framework, e.g., DRAGONS
(Mutch et al. 2016; Geil et al. 2016), ARTIST (Molaro et al. 2019)
and ASTRAEUS (Hutter et al. 2021), but those usually come at the cost
of efficiency. Hence most of the semi-numerical models assume sim-
plified parametrization for galaxy properties, often sufficient to solve
the problem.Ultimately, themodels are used for simultaneously com-
puting various observables like the UVLFs, Ly𝛼 absorption spectra
and the 21 cm power spectra (Greig & Mesinger 2015; Hassan et al.
2017) which can then be compared with the relevant observational
data. These models can be further utilized to couple with advanced
Bayesian statistical tools for inference studies (Greig & Mesinger
2015, 2017, 2018; Park et al. 2019; Qin et al. 2021).
Most of the semi-numerical models of reionization that explore

the unknown parameter space using Bayesian techniques do not in-
clude the observables related to the thermal evolution of the IGM as
a probe of reionization. The thermal evolution as a probe of reion-
ization has been proposed in several earlier studies (Miralda-Escudé
& Rees 1994; Theuns et al. 2002; Hui & Haiman 2003; Bolton
et al. 2010) and there also exist semi-analytical models for probing
thermal evolution during reionization, mainly that of singly-ionized
helium (Hui & Gnedin 1997; McQuinn & Upton Sanderbeck 2016;
Upton Sanderbeck et al. 2016). Ideally, the thermal evolution of the
medium should to be coupled to the reionization modelling with the
hope that it may lead to more stringent constraints of the reionization
parameters.
In our previous work (Maity & Choudhury 2022, hereafter Paper

I), we introduced a semi-numerical model for studying the ioniza-
tion and thermal history of the universe. The model was based on
an explicitly photon-conserving code for generating the ionization
field given the sources of reionization, named SCRIPT (Choudhury
& Paranjape 2018). The code was coupled to the equation for tem-
perature evolution, which allowed us to account for the effect of
inhomogeneous reionization on the temperature field. We included
several physical effectswhich could be important during reionization,
namely, the inhomogeneous recombinations and radiative feedback.
In Paper I, we demonstrated the usefulness of our code by computing
several observables for a default reionization model, and also studied
a few variants.
A natural follow up of our previous work would be to carry out

a full exploration of the parameter space. This would allow us to
understand degeneracies between different free parameters and how
they affect the allowed range of reionization histories. In this work,
we use the model presented in Paper I to perform a detailed study
of the parameter estimation using a Monte Carlo Markov Chain
(MCMC) based Bayesian analysis and provide the constraints on
ionization and thermal evolution of the IGM. This would allow us
to not only understand the importance of the presently available data
in constraining reionization but also to appreciate the abilities of the
upcoming experiments.
The paper is organized as follows: In Section 2, we give a brief

introduction to our models and different parameters involved. We
discuss about the different observational constraints in Section 3. In
Section 4, we give the basic formalisms for the parameter statistics.
Then we discuss the results in Section 5. Lastly, we summarize
and conclude this work in Section 6. In this paper, the assumed

cosmological parameters areΩ𝑀 = 0.308,ΩΛ = 0.691Ω𝑏 = 0.0482,
ℎ = 0.678, 𝜎8 = 0.829 and 𝑛𝑠 = 0.961 (Planck Collaboration et al.
2016).

2 THEORETICAL MODEL

The theoretical model to generate the ionization and thermal history
of the universe used in this work is identical to that in Paper I (Maity
& Choudhury 2022). We summarize the main features of the model
and refer the reader to Paper I for more details.

• The core component of the model is the explicitly photon-
conserving semi-numerical code SCRIPT which allows one to gener-
ate the ionization fields (Choudhury & Paranjape 2018) in a cosmo-
logically representative simulation volume divided into grid cells.
The main advantage of this code over others is that it leads to a
large-scale field that is numerically convergent with respect to the
resolution of the simulation. The generation of the ionization field
requires two other fields, namely, those corresponding to the den-
sity and the collapsed haloes capable of hosting ionizing sources.
Since we are interested in the properties of the IGM only at large
scales, it is more efficient to use a 2LPT code to generate the density
field (Hahn & Abel 2011)1. The halo field is obtained using a sub-
grid prescription based on the conditional ellipsoidal mass function
(Sheth & Tormen 2002). In this work, we use a grid cell resolution
of 16ℎ−1cMpc with the simulation box size of 256ℎ−1cMpc which
is adequate for the observables we calculate in the work.

• The ionization field is generated using the explicitly photon-
conserving algorithmofChoudhury&Paranjape (2018). The amount
of photons produced by the haloes is parametrized by the reioniza-
tion efficiency parameter Z (𝑀ℎ , 𝑧) which essentially is the number
of ionizing photons escaping into the IGM per hydrogen atom in
collapsed haloes. This efficiency parameter, in general, can depend
on redshift 𝑧 and the halo mass 𝑀ℎ . As introduced in Paper I, our al-
gorithm for generating the ionization field accounts for the number of
recombinations in each grid cell of the simulation integrated over its
reionization history. The recombinations are controlled by the small-
scale inhomogeneities in the density field which are not resolved in
our simulations. We parametrize these sub-grid fluctuations in terms
of a globally averaged clumping factor 𝐶HII.

• Since the recombination rate depends on the temperature of the
medium, we complement the ionization history by solving also for
the thermal history of each grid cell in the box. We ensure that the
thermal evolution of a cell is coupled to its ionization history, i.e., our
code automatically accounts for the effect of spatially inhomogeneous
reionization on the temperature. As a region gets ionized for the first
time, we assume that its temperature increments by a value𝑇re, which
is a free parameter. This temperature is referred to as the reionization
temperature (Hui & Gnedin 1997; Furlanetto & Oh 2009; Keating
et al. 2018; Maity & Choudhury 2022).

• Our method also includes radiative feedback suppressing the
production of ionizing photons in haloes where the gas is heated
up. In Paper I, we introduced several methods for implementing
the feedback. In this work, our default scheme for implementing
feedback is the step feedback model. In this case, the gas fraction
retained inside a halo affected by feedback is assumed to be zero for
a halo of mass smaller than

𝑀min = Max [𝑀cool, 𝑀𝐽 ] . (1)

1 https://www-n.oca.eu/ohahn/MUSIC/
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Reionization and thermal history using SCRIPT 3

and unity otherwise. In the above equation, 𝑀cool is the minimum
mass of haloes where the gas can cool via atomic transitions and
form stars, given by (Barkana & Loeb 2001; Sobacchi & Mesinger
2013)

𝑀cool = 108M�

(
10
1 + 𝑧

)3/2
. (2)

The Jeans mass 𝑀𝐽 at virial overdensity determines the minimum
halo mass that can form stars in the feedback affected regions and is
given by (Hutter et al. 2021)

𝑀𝐽 =
3.13 × 1010ℎ−1M�

Ω
1/2
𝑚 (1 + 𝑧)3/2

√
18𝜋2

`−3/2
(
𝑇HII
104K

)3/2
, (3)

where ` is the mean molecular weight (assumed to be 0.6, appropri-
ate for ionized hydrogen and singly ionized helium) and 𝑇HII is the
temperature of the ionized regions in the grid cell under considera-
tion.
In addition to the step feedback, we also consider a variant of the

method where the 𝑀ℎ-dependence of the feedback is gradual. In this
case, the gas fraction retained inside a feedback affected halo does not
suffer a sharp step-like cut-off but has a form (Sobacchi & Mesinger
2013; Choudhury & Dayal 2019; Maity & Choudhury 2022)

𝑓𝑔 (𝑀ℎ) = 2−𝑀𝐽 /𝑀ℎ = exp
(
− 𝑀𝐽

1.44𝑀ℎ

)
, (4)

The model can be used to compute several physical quantities
and observables of interest. The evolution of the ionization field
provides the global reionization history in the form of either the
mass-averaged ionized fraction 𝑄𝑀

HII (𝑧) or the volume-averaged one
𝑄𝑉
HII (𝑧). The Thomson scattering optical depth of the CMB photons
can be computed for a particular reionization history as

𝜏𝑒 = 𝜒He𝜎T𝑐

∫ 𝑧LSS

0

𝑄𝑀
HII (𝑧)𝑛H (𝑧) (1 + 𝑧)

2𝑑𝑧

𝐻 (𝑧) , (5)

where 𝜎𝑇 is the Thomson scattering cross section, 𝜒He is the contri-
bution of singly ionized helium to the free electron density, 𝑐 is the
velocity of light, 𝑛𝐻 (𝑧) is the comoving number density of hydro-
gen and 𝐻 (𝑧) is the Hubble parameter at redshift 𝑧. The integration
formally extends to the redshift of last scattering 𝑧LSS although in
practice the contribution is essentially limited to the start of reion-
ization.
In this work, we define several quantities which are useful in

quantifying the reionization evolution. One of those is the reioniza-
tion duration Δ𝑧 defined as the redshift interval between which 𝑄𝑀

HII
evolves from 25% to 75% (Paul et al. 2021; Choudhury et al. 2021a).
The other quantities are the midpoint of reionization 𝑧mid defined as
the redshift where 𝑄𝑀

HII = 0.5 and 𝑧75 defined as the redshift where
𝑄𝑀
HII = 0.75.
Our model can be extended to compute the temperature-density

relation of the low-density IGM, an observable relevant to the quasar
absorption spectra. For this purpose, we track the thermal evolu-
tion of the representative subgrid elements inside our rather coarse-
resolution grid cells. These subgrid density elements are distributed
assuming a lognormal distribution with a mean same as the cell over-
density and a variance corresponding to the Jeans scale at the initial
redshift. The exact form of the distribution is not important for the
calculations as long as the elements are centred around the mean
density of the parent cell. These elements act as reprsentatives of the
low-density IGM.We then solve for the temperature of these subgrid
elements taking into account all the relevant physical processes, in-
cluding patchy reionization (for details, see section 4.1 of Maity &

Choudhury 2022). This allows us to probe the correlation between
the temperature and density at redshifts of interest. In particular, we
assume a power-law relation 𝑇 (Δ) = 𝑇0Δ𝛾−1 and obtain the param-
eters 𝑇0 and 𝛾 by fitting the model outputs. The values of 𝑇0 and 𝛾
can be compared with observations.
We also compute the galaxy UV luminosity function (UVLF) by

relating the ionizing properties of the sources of reionization (i.e.,
galaxies) to their UV properties. The ionization field is sensitive
only to the ionization efficiency Z (𝑀ℎ , 𝑧) which is a multiplicative
combination of the star-forming efficiency 𝑓∗ (𝑀ℎ , 𝑧) and the es-
cape fraction 𝑓esc (𝑀ℎ , 𝑧) of ionizing photons. However, the UVLF
is sensitive only to 𝑓∗, hence the computation requires the additional
knowledge of 𝑓esc (or equivalently 𝑓∗). Another ingredient needed to
compute the UVLF is the relation between ionizing and UV prop-
erties of the stellar population. As in Paper I, we assume parame-
ters consistent with galaxies having a Salpeter IMF and metallicity
𝑍 ≈ 0.1𝑍� = 0.002 (estimated using, e.g., STARBURST99, Leitherer
et al. 1999). Note that these parameters characterizing the stellar
populations are degenerate with the escape fraction.
From the above discussion, it is clear that our model contains

several free parameters, we summarize them below:

• The first parameter of interest is ionization efficiency Z which
we assume to be independent of the halo mass. We take a redshift
dependent form of ionization efficiency (Trac et al. 2015; Sun &
Furlanetto 2016; Dayal et al. 2020; Choudhury et al. 2021a; Maity
& Choudhury 2022) as a simple power-law

Z (𝑧) = Z0
(
10
1 + 𝑧

)𝛼
, (6)

where Z0 is the ionization efficiency at redshift 9 and 𝛼 is the slope of
the power-law. We use log Z0 and 𝛼 as free parameters in our models.

• The reionization temperature 𝑇re, essential in the modelling of
the IGM temperature evolution, recombination and radiative feed-
back, is also a free parameter. In general, this temperature depends
on the velocities of the ionization fronts and the spectra of the ioniz-
ing sources, as found in the high-resolution simulations of D’Aloisio
et al. (2019), and hence may evolve as the reionization progresses.
The computation of ionization front velocities require much higher
resolutions than what we use, and hence is beyond the scope of our
models. Hence we take it to be a constant independent of the redshift.

• Computation of the UVLFs requires the knowledge of
𝑓esc (𝑀ℎ , 𝑧). Since we will be comparing the model with UVLF data
only at redshifts 𝑧 = 6 and 7, the value of 𝑓esc needs to be computed
only at these two epochs. We assume that the evolution in 𝑓esc from
𝑧 = 7 to 6 can be neglected and take it to be a solely 𝑀ℎ-dependent
quantity (Paardekooper et al. 2015; Xu et al. 2016; Ma et al. 2020).
We hence define it as

𝑓esc = 𝑓 0esc

(
𝑀ℎ

109𝑀�

)𝛽
, (7)

where 𝑓 0esc and 𝛽 are free parameters. Since the ionization efficiency
Z ∝ 𝑓∗ 𝑓esc is taken to be mass-independent, the mass dependence
of star formation efficiency ( 𝑓∗) turns out to be such that it exactly
compensates for the mass dependence of ( 𝑓esc). In other words, our
assumptions automatically lead to a mass dependence of 𝑓∗ ∝ 𝑀

−𝛽
ℎ
.

There is no strong physical reason for this choice, however it is
consistent with the parameter estimates obtained by earlier studies
(Park et al. 2019; Qin et al. 2021).

• For our default runs, we fix the value of the clumping factor𝐶HII
to 3, a choice that is in agreement with radiative transfer simulations
(D’Aloisio et al. 2020). However we also explore the case where𝐶HII
is treated as a free parameter.

MNRAS 000, 1–12 (2021)



4 Maity & Choudhury

So, we have five free parameters {log Z0, 𝛼, 𝑇re, 𝑓 0esc, 𝛽} for our
default run. As one variant of the default, we check the constraints
where the clumping factor (𝐶HII) is kept as a free parameter.

3 OBSERVATIONAL DATA SETS

We use the different available data sets to constrain the model pa-
rameters and the corresponding ionization and thermal histories. In
this section, we list the observational constraints which are used in
this study.

(i) An important constraint on reionization history comes from
the CMB scattering optical depth (𝜏𝑒). We use the latest Planck
measurement (PlanckCollaboration et al. 2020) of 𝜏𝑒 = 0.054±0.007
for our likelihood analysis.
(ii) We use model-independent constraints on the ionization frac-

tion obtained from dark pixel fraction in quasar spectra (McGreer
et al. 2015). These give us the upper limit on ionization fractions at
relatively lower redshifts (𝑧 . 6).
(iii) We require reionization to be complete (i.e., 𝑄𝑀

HII should
become unity) at 𝑧 > 5.3. This limit is motivated by observations
of the Ly𝛼 optical depth from distant quasars (Bosman et al. 2018;
Eilers et al. 2017, 2018; Zhu et al. 2021; Christenson et al. 2021) and
theoretical models (Kulkarni et al. 2019; Choudhury et al. 2021b;
Nasir & D’Aloisio 2020; Keating et al. 2020; Bosman et al. 2021).
(iv) From optical studies we have the data on galaxy UVLFs at

different redshifts (Bouwens et al. 2015, 2017). The faint end of the
UVLFs are sensitive to the feedback and these can be very useful
in constraining the heating associated with reionization. We use the
constraints from UVLFs at redshifts 6 and 7 when the feedback is
supposed to be effective (Bouwens et al. 2015, 2017).
(v) Lastly, we use temperature at low density IGMas an additional

probe of reionization history. There exist recent estimates of the
𝑇 − Δ power-law relation, parametrized by 𝑇0 and 𝛾, at 𝑧 = 5.4, 5.6
and 5.8 (Gaikwad et al. 2020) obtained using the spike statistics
of the Ly𝛼 transmitted flux. This can be a potential new tool to
constrain reionization parameters as it is usually not included in
Bayesian parameter space explorations.2 It is worth noting that the
𝑇 − Δ relation can show significant scatter during reionization and
also after its completion, and hence cannot be described by a simple
power-law. In fact, our modelling of the temperatures also shows
scatter at redshifts 𝑧 ∼ 6, as discussed in Paper I. Gaikwad et al.
(2020) fit a power-law to the 𝑇 −Δ relation in their radiative transfer
simulations of patchy reionization even in the presence of the scatter
and obtain 𝑇0 and 𝛾. They find that models with different 𝑇0 and
𝛾 predict different spike statistics and hence one can distinguish
between a hot and a cold IGM using these parameters even in the
presence of the scatter.

4 LIKELIHOOD AND PARAMETER SPACE
EXPLORATION

We use a Bayesian analysis to constrain the free parameters of our
model. Our aim is to compute the conditional probability distribu-
tion or the posterior P(_ |D) of the model parameters _ given the
observed data setsD mentioned in the previous section. This can be
computed using the Bayes theorem

P(_ |D) = L(D|_) 𝜋(_)
P(𝐷) , (8)

where L(D|_) is the conditional probability distribution of data
given the parameters or the likelihood, 𝜋(_) is the prior and P(D)
is the evidence (which can be treated as the normalization parameter
and does not play any role in our analysis). The likelihood is assumed
to be multi-dimensional gaussian

L(D|_) = exp
(
−1
2

∑︁
𝑖

[
D𝑖 −M𝑖 (_)

𝜎𝑖

]2)
=

∏
𝑖

exp

(
−1
2

[
D𝑖 −M𝑖 (_)

𝜎𝑖

]2)
, (9)

where D𝑖 are the measured values of the data points,M𝑖 (_) are the
model predictions for the parameters _ and 𝜎𝑖 are the observational
error bars on the data. The summation index 𝑖 runs over all data
points used in the analysis.
In some cases, we do have only a limit on the data point instead

of a measurement. In such cases, the likelihood is given by (Ghara
et al. 2020; Greig et al. 2021b)

L(D|_) =
∏
𝑖

1
2

[
1 + erf

(
±M𝑖 (_) − D𝑖√

2 𝜎𝑖

)]
, (10)

where the ± sign inside the error function represents the lower and
upper limits respectively.
We sample the posterior distribution using the Monte Carlo

Markov Chain (MCMC) method, more specifically, the Metropolis-
Hastings algorithm (Metropolis et al. 1953). We make use of the
publicly available package cobaya (Torrado & Lewis 2021)3 to run
the MCMC chains. The samples are drawn using 12 parallel chains
(Lewis & Bridle 2002; Lewis 2013). The chains are assumed to con-
verge when the Gelman-Rubin 𝑅−1 statistic (Gelman&Rubin 1992)
becomes less than a threshold 0.01. This typically needs around 105
steps for our model and completes in about 1-2 days. We discard
first few steps in the chains, equal to 30% of the total samples, as
‘burn-in’ and work with only the rest.

5 RESULTS

In this section, we present our constraints on the reionization history
and the free parameters of the model. Our default likelihood analysis
involves five parameters of the model and utilize all the observational

2 There exist other measurements of 𝑇0 and 𝛾 at redshifts of our interest
(see, e.g., Walther et al. 2019). We choose the data of Gaikwad et al. (2020)
as our default because their estimates are claimed to be less sensitive to the
uncertainties in the quasar continuum and the value of the photoionization
rate. However, for the sake of completeness, we carry out a different analysis
where we replace the Gaikwad et al. (2020) data points with those from
Walther et al. (2019), see Appendix A.
3 https://cobaya.readthedocs.io/en/latest/
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Table 1. Parameter constraints obtained from the MCMC-based analysis for the presently available data. The first six rows correspond to the free parameters of
the model while the others are the derived parameters. The free parameters are assumed to have uniform priors in the range mentioned in the second column.
The other numbers are showing the mean value with 1𝜎 errors for different parameters using different combinations of MCMC runs. The bestfit values are
quoted within the brackets for the different parameters.

Parameters Prior default w/o-temp-data grad-fb clump-free

log(Z0) [0,∞] 0.81+0.37−0.32 (0.92) 0.85+0.41−0.34 (1.23) 0.78+0.36−0.31 (0.96) 0.79+0.36−0.33 (0.79)

𝛼 [−∞,∞] 3.0+1.6−2.1 (2.3) 3.1+1.7−2.3 (1.2) 3.9+1.9−2.3 (2.2) 3.0+1.6−2.0 (2.1)

𝑇re (104 K) [0.01, 10] 1.85+0.23−0.27 (1.83) < 3.32 (0.23) 2.00+0.28−0.35 (1.93) 1.86+0.25−0.29 (1.93)

𝑓 0esc [0, 1] 0.26+0.06−0.06 (0.36) 0.28+0.08−0.09 (0.36) 0.30+0.08−0.08 (0.36) 0.26+0.08−0.07 (0.30)

𝛽 [−1, 0] −0.38+0.07−0.08 (−0.44) −0.36+0.08−0.09 (−0.42) −0.34+0.08−0.09 (−0.44) −0.39+0.07−0.09 (−0.50)

𝐶HII
a [0, 7] 3 3 3 𝐶HII < 4.0 (0.55)

Derived Parameters

𝜏𝑒 0.053+0.004−0.006 (0.053) 0.054+0.005−0.006 (0.055) 0.054+0.004−0.006 (0.054) 0.053+0.005−0.006 (0.054)

Δ𝑧 1.81+0.51−0.67 (1.87) 1.80+0.52−0.71 (1.98) 1.62+0.43−0.59 (1.95) 1.81+0.50−0.65 (1.90)

𝑧mid 7.00+0.30−0.40 (7.04) 7.12+0.36−0.48 (7.16) 7.19+0.36−0.44 (7.14) 7.04+0.32−0.42 (7.07)

𝑧75 6.32+0.14−0.17 (6.34) 6.44+0.22−0.35 (6.44) 6.59+0.26−0.35 (6.41) 6.36+0.16−0.22 (6.37)

a 𝐶HII is fixed to a value 3 for the default, w/o-temp-data and grad-fb runs while it is kept a free parameter for the clump-free run.

data sets discussed in Section 3. To understand the importance and
physical implications of the results obtained with the default run, we
also present a few variants. Let us first discuss these different MCMC
runs:

• default: As mentioned above, we vary the five free parameters
{log Z0, 𝛼, 𝑇re, 𝑓 0esc, 𝛽}. We set 𝐶HII = 3 and use the step feedback
prescription. We use all the five data sets outlined in Section 3 for
this run.

• w/o-temp-data: In this run, we neglect the 𝑇0 and 𝛾 measure-
ments at 𝑧 ∼ 5.5 − 6. The aim of this run is to understand the impor-
tance of the temperature data on reionization history constraints.

• grad-fb: To study the effect of the feedback prescription on the
parameter constraints, we employ a MCMC run where the feedback
is taken to be gradual (instead of step as in the default model).

• clump-free: Finally, we use an analysis where the clumping
factor𝐶HII is kept as a free parameter. Hence we vary six parameters
in this run.

The parameter priors and the constraints on them obtained from
different MCMC runs are summarized in Table 1. We assume flat
priors for all the free parameters. The priors on log Z0, 𝛼 and 𝑓 0esc span
the whole possible range. The prior on the reionization temperature
𝑇re is assumed to be in the range [100, 105] K which is considerably
wider than the typical values found in radiative transfer simulations
(McQuinn 2012; Finlator et al. 2018; D’Aloisio et al. 2019). The
prior range of 𝛽 too is kept sufficiently wider than the constraints we
obtain. The clumping factor 𝐶HII is free in the clump-free run where
we allow it to be within [0, 7] while it is fixed to 3 for the other runs.
Let us begin the discussion with the results obtained from the

default run. The posterior distributions of the free and derived pa-
rameters are shown in Fig. 1. The corresponding constraints on the
parameters can be found in Table 1. We find that the individual con-

straints on the parameters that characterize the ionization efficiency,
i.e., Z0 and 𝛼, are not that stringent. The range in 68% confidence
limits for log Z0 is ∼ 0.7 dex while the slope 𝛼 has a range ∼ 4. The
models mildly favour 𝛼 > 0 implying that the ionization efficiency
should be higher at lower redshifts. There is a strong anti-correlation
between log Z0 and 𝛼 as can be seen from the same figure. From the
form of Z (𝑧) in equation (6), it is clear that, for a fixed Z0, lower
values of 𝛼 leads to less efficient ionizing sources at 𝑧 < 9. In order
to match the observations, this decrease needs to be compensated by
increasing the normalization Z0. One can use the exact form of the
degeneracy between log Z0 and 𝛼 to show that the efficiency Z (𝑧) is
rather tightly constrained at 𝑧 ∼ 5.6.
Even though the constraints on Z0 and 𝛼 are somewhat weak, the

allowed range in the resulting reionization histories are rather tight.
This can be verified from the constraints on 𝜏𝑒, Δ𝑧, 𝑧mid and 𝑧75.
The typical behaviour of the favoured reionization histories can be
understood from the top panel of Fig. 2 where we plot the evolution of
the ionized fraction of 200 random samples from the MCMC chains.
The end of reionization, in particular, is quite tightly constrained
around 𝑧 . 6 which, as we will discuss later, is a consequence of
including the temperature measurements at 𝑧 ∼ 5.5 in the analysis.
For comparison, we also plot constraints on the ionized fraction
obtained from studies not considered in our analysis, e.g., those from
the damping wing signatures in the quasar spectra (Davies et al.
2018; Greig et al. 2021a) and from the Ly𝛼 emission detected in
Lyman-break galaxies (Mason et al. 2018; Bolan et al. 2021). As
is clear from the figure, these constraints are consistent with those
obtained from our analysis.
The inclusion of the UVLF observations allows us to put con-

straints on the escape fraction. From the constraints on 𝑓 0esc, we find
that we require escape fractions ∼ 0.26 for 𝑀ℎ = 109M� haloes at
𝑧 = 6− 7. We also find that the slope 𝛽 is negative with a mean value
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Figure 1. Posterior distributions of the five free and four derived parameters of our model for the default case. In the diagonal panels, we have shown the plots
of marginalized one-dimensional posterior probabilities. The off-diagonal panels show the marginalized two-dimensional joint probability distributions. The
contours represent the 68% and 95% confidence intervals.

−0.38 and 𝛽 = 0 is ruled out at high significance & 4𝜎. Because
of the assumptions involved, the constraint on 𝛽 implies that the
star-forming efficiency 𝑓∗ ∝ 𝑀0.38

ℎ
increases with halo mass. This is

consistent with other works where one required a power-law index
∼ 0.5 to match the UVLF observations (Park et al. 2019; Qin et al.
2021). Since we have assumed Z ∝ 𝑓∗ 𝑓esc to be independent of 𝑀ℎ ,
the constraint on 𝛽 also indicates that the escape of ionizing photons
from the high-mass haloes is less efficient. The 𝑀ℎ-dependence of
𝑓esc implied by our analysis is similar to what is found in different
hydrodynamic simulations of galaxy formation (Paardekooper et al.
2015; Xu et al. 2016; Ma et al. 2020). The mass-dependence agrees
also with other parameter statistics analysis using semi-numerical
models (Park et al. 2019; Qin et al. 2021). There exist observational
estimates of 𝑓esc at relatively lower redshifts (Chisholm et al. 2018;
Gazagnes et al. 2020; Meštrić et al. 2021) which indicate similar
values. Similar to Fig. 2, we show in Fig. 3 the UVLF for the same
200 random samples, along with the data points of Bouwens et al.
(2015, 2017) used in the MCMC analysis.

The parameter related to the thermal evolution, 𝑇re is constrained
to values ∼ 2 × 104 K (see Table 1). It is correlated with the reion-
ization parameters, but perhaps the most interesting ones are the
correlations with the derived parameters 𝜏𝑒, Δ𝑧, 𝑧mid and 𝑧75. The
positive correlations between 𝑇re and these parameters essentially
imply that higher values of 𝑇re leads to relatively early reionization
histories. Since the IGM starts cooling once reionization is com-
plete, early reionization histories would lead to more cooling of the
gas at 𝑧 ∼ 5.5 (redshifts where measurements of the thermal pa-
rameters exist). Hence to match the observations, one would need
a higher reionization temperature for such models. This can also be
understood from the thermal evolution of 200 random samples drawn
from theMCMC chains, as is shown in the middle and bottom panels
of Fig. 2. At this stage, one may wonder that if 𝑇re and the redshift
corresponding to the end of reionization are so degenerate, how do
we obtain reasonably strong constraints on them individually. This
has partly to do with the constraints on 𝜏𝑒 which rule out very early
reionization and hence very high𝑇re. Very high values of𝑇re are ruled
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Figure 2.The reionization (top panel) and thermal (middle and bottompanels)
histories for 200 random samples drawn from the MCMC chains for the
default run. The data points show the different observational constraints with
the source mentioned in the legend. Note that only the McGreer et al. (2015)
data is used in the MCMC analysis and the other points are shown only for
comparison with our results.
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Figure 3. The galaxy UV luminosity functions at 𝑧 = 7 (top panel) and 6
(bottom panel) for 200 random samples drawn from theMCMC chains for the
default run. The data points show the observational constraints of Bouwens
et al. (2015, 2017).

out also by the UVLF observations at 𝑧 = 6. According to our model,
since high 𝑇re would lead to more severe radiative feedback, it would
start affecting the faint end of the luminosity function and hence can
be ruled out by the data. Note, however, that the constraints on 𝑇re
depend on the feedback model used, as will become clear when we
discuss some of the alternate cases later.) This can be seen in Fig.
3 (bottom panel) where feedback effects start to become prominent
at 𝑀UV & −14 and can be distinguished by the observational data
points. This shows the interplay between different data sets in pro-
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Figure 4.The evolution of the ionizing emmissivities for 200 random samples
drawn from theMCMC chains for the default run. The data points are indirect
estimates of the emmissivities obtained from the measurements of the HI
photoionization rates and the mean free paths of ionizing photons.
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Figure 5. Posterior distributions of a subset of free and derived parameters
of the model for two cases: default (blue contours, identical to Fig. 1) and
w/o-temp-data (orange contours). The contours represent the 68% and 95%
confidence intervals.

viding constraints on the parameters and hence on the reionization
and thermal histories.
Before moving on, let us compute the emissivity of ionizing pho-

tons ¤𝑛ion as implied by the parameter constraints. We show the evolu-
tion of ¤𝑛ion for the 200 randomly chosenmodels in Fig. 4. The param-
eter degeneracies act in a way such that the emissivity is relatively
tightly constrained at 𝑧 ∼ 7. The constraints are rather poor at very
high redshifts and also weaker at 𝑧 . 7. To understand whether these
emissivities are sensible, we compare with observational estimates
of the same. There are no direct measurements of ¤𝑛ion, however, one
can provide an estimate from those of the HI photoionization rate
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(orange) cases.
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Figure 7. Same as Fig. 3 except that the random samples drawn from the
MCMC chains are shown both for the default (blue) and the w/o-temp-data
(orange) cases.

ΓHI and the mean free path _mfp of ionizing photons (see Paper I for
more details). Both these have been estimated at 𝑧 ∼ 5 − 6 using the
quasar absorption spectra and hydrodynamical simulations (Wyithe
& Bolton 2011; Becker & Bolton 2013; Becker et al. 2021; Cain
et al. 2021). We use the data of Becker et al. (2021) to estimate ¤𝑛ion
along with the observational error bars. These are shown in Fig. 4
by red points. It is clear that the emissivities allowed by our analysis
are consistent with the observational estimates allowing for the error
bars. Interestingly, the central value of ¤𝑛ion at 𝑧 = 6 is larger than
what is allowed by the MCMC constraints. On the other hand, the
corresponding data at 𝑧 = 5 has much smaller error bar than the
spread of the models. Hence including the observational constraints
of ΓHI and _mfp may lead to tighter constraints on the reionization
histories which we plan to take up in the near future.
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Figure 8. Posterior distributions of a subset of free and derived parameters
of the model for two cases: default (blue contours, identical to Fig. 1) and
grad-fb (red contours). The contours represent the 68% and 95% confidence
intervals.
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Figure 9. Same as Fig. 2 except that the random samples drawn from the
MCMC chains are shown both for the default (blue) and the grad-fb (red)
cases.

5.1 Consequence of including the temperature measurements

Let us now understand the importance of including themeasurements
of𝑇0 and 𝛾 at 𝑧 ∼ 5.5 in the analysis. Thesemeasurements are usually
not accounted for while studying parameter constraints related to
reionization. To appreciate their importance, we run a MCMC chain,
named w/o-temp-data, where we do not include the contribution of
these measurements in the likelihood. The posterior distributions of
a selected set of parameters are shown in Fig. 5, both for the default
run (blue contours) and for the w/o-temp-data (orange contours). The
200 random samples drawn from the MCMC chains for each of the
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Figure 10. Same as Fig. 3 except that the random samples drawn from the
MCMC chains are shown both for the default (blue) and the grad-fb (red)
cases.

runs are shown in Fig. 6 and Fig. 7. The corresponding parameter
constraints can be found in Table 1.
The obvious, and possibly expected, difference between the two

runs is that the constraint on 𝑇re is significantly weakened once the
temperature data is not included in the analysis. In fact, we have
only an upper limit 𝑇re < 3.32 × 104 K (68% confidence limit)
on the reionization temperature. This limit arises because higher
temperatures lead to so severe a feedback that the UVLF starts to get
affected even at relatively brighter magnitudes (see, e.g., the orange
lines in Fig. 7).
One important consequence of higher allowed values of 𝑇re in

the w/o-temp-data run is that histories where reionization completes
early become allowed by the data. As we can see from the random
samples in Fig. 6, several reionization histories, where reionization
completed at 6 . 𝑧 . 7, are not favoured in the default run, how-
ever, they are allowed when the temperature data is ignored. This is
also evident from the joint posterior distributions between 𝑇re and
the parameters 𝜏𝑒, Δ𝑧, 𝑧mid, 𝑧75 shown in Fig. 5. The analysis in
this section thus leads to an important conclusion that incorporating
the temperature data in the analysis disfavours models with early
reionization histories.

5.2 Effect of the feedback prescription

Wenext check the effect of the feedback prescription on the parameter
constraints. Our default run assumes the feedback to be step-like. As
a variant of the default run, we use a prescription where feedback is
gradual, the run named grad-fb (see Section 2 for more details on the
prescription). In Fig. 8, we show the comparisons of the posteriors
for a subset of parameters between the default (blue) and grad-fb
(red) runs. The parameters chosen for demonstration are 𝑇re and the
derived parameters characterizing the reionization history. It is clear
that the constraints on the parameters are somewhat weakened when
the feedback is gradual. In particular, the grad-fb run allows for larger
𝑇re values than the default one. Because of the degeneracies between
𝑇re and the other parameters, this immediately implies that relatively
earlier completion of reionization is allowed when the feedback is
gradual. This can also be seen from Fig. 9 where we show plots of

200 random samples from the MCMC chains. The red curves which
correspond to the grad-fb case show early completion of reionization
as compared to the blue ones for the default run. We show the UVLF
for these samples in Fig. 10. At the faint end, the effect of radiative
feedback is much less severe for the grad-fb models (red curves) than
that for the default models (blue curves) with step feedback.
To understand the reason for this difference between the default

and grad-fb runs, note that, for the same 𝑇re, the gradual feedback
prescription affects the low-mass haloes less severely. Hence one
can allow higher values of 𝑇re without affecting the faint end of
the UVLF significantly, see the UVLF trends in Fig. 10. Now, the
survival of star-formation in the low-mass haloes for longer times
in the grad-fb model allows for earlier reionization. Since the IGM
cools once reionization is complete, these early reionization histories
would require higher 𝑇re to match the temperature measurements at
𝑧 ∼ 5.5. The chain of reasoning thus leads to the understanding
that the data sets allow larger 𝑇re values and early completion of
reionization when the feedback is gradual.
From Table 1, we also find that the reionization duration Δ𝑧 is

slightly smaller in the grad-fb case compared to the default. When
the feedback affects the low-mass haloes less severely, it leads to faster
evolution of reionization. This too is expected as the feedback acts
as a regulation mechanism which works against any rapid growth of
ionization fraction. Clearly, more severe the feedback, more efficient
would be the regulation.
Since the nature of reionization constraints depends in the feed-

back prescription, it becomes important to find a way to constrain
it observationally. As far as the scope of this paper goes, the best
prospect is to have better data at the faint end of the UVLF, both at
𝑧 = 6 and 7. A possibility which is likely to open up in the near fu-
ture is the JWST data (Mason et al. 2015; Park et al. 2020; Behroozi
et al. 2020), although their effectiveness in probing galaxies affected
by feedback is still debated (Cowley et al. 2018; Vogelsberger et al.
2020).

5.3 Clumping factor as a free parameter

We have also checked the parameter posteriors keeping the clumping
factor 𝐶HII as a free parameter. The run is named clump-free and
the corresponding parameter constraints are given in Table 1. We
assumed a flat prior in the range [0, 7] for 𝐶HII. We find a weak 1𝜎
limit of < 4.0 and, in fact, there are essentially no constraints in this
prior range at the 2𝜎 confidence level. What is interesting is that the
constraints on the other parameters are consistent with the default
run where 𝐶HII was fixed to 3. Thus we conclude that the current
observations cannot be used to put limits on 𝐶HII. At the same time,
the lack of the knowledge on the clumping factor should not affect
constraints on the other parameters or the reionization history.

5.4 Comparison with other constraints obtained using SCRIPT

We end this section with a discussion on how the results of this paper
compare with similar constraints obtained with different version of
our code. There are two other versions of SCRIPT which has been
used for obtaining constraints on the reionization history.
In one of the earlier versions, which does not include the inho-

mogeneous recombinations, the thermal evolution and the radiative
feedback, we have compared the model predictions with the CMB
data (not only 𝜏𝑒 but also the kinetic Sunyaev-Zeldovich signal from
patchy reionization at small angular scales). The effect of radiative
feedback was indirectly accounted for by taking a 𝑧-dependent 𝑀min
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and leaving it as a free parameter. In that work, we found that the
reionization duration Δ𝑧 ∼ 1.3 (Choudhury et al. 2021a), which is
smaller than the mean values but consistent with the 1𝜎 limits ob-
tained in this work. It is thus clear that the presence of recombinations
and feedback makes the reionization rather gradual and hence leads
to a duration that is longer than when these effects are not included.
In another version of SCRIPT, we included a few additional mod-

ules to compute the Ly𝛼 opacity at 𝑧 ∼ 5 − 6 so that the results can
be compared with quasar absorption data (Choudhury et al. 2021b).
The results obtained indicated that the reionization cannot complete
before 𝑧 ∼ 5.6. Such late completion of reionization is consistent
with the constraints from the default run used in this work. On the
other hand, the grad-fb run seems to allow for histories where the
reionization completes early. It would then be interesting to extend
the present code, include calculations of the Ly𝛼 opacity and verify
whether the constraints for the grad-fb analysis get revised.

6 SUMMARY & CONCLUSIONS

In the present work, we have used a semi-numerical code, SCRIPT
(see Paper I), for modelling the reionization and thermal histories
of the universe to explore the prospects of constraining reioniza-
tion parameters. Our models include the effects of inhomogeneous
recombinations and radiative feedback which are important for a re-
alistic modelling of the high-redshift universe. The default version
of the model has five free parameters, i.e., two parameters log Z0, 𝛼
related to the ionization efficiency of the galaxies, the reionization
temperature 𝑇re, and two parameters 𝑓 0esc, 𝛽 for the escape fraction of
the ionizing photons. In addition, one needs to specify the feedback
prescription and also the value of the globally-averaged clumping
factor 𝐶HII.
We have used different existing observations at multiple wave-

length bands. These include model-independent estimates of ioniza-
tion fraction at 𝑧 . 6 using dark pixel statistics (McGreer et al. 2015),
the Lyman-break UV luminosity functions at 𝑧 ∼ 6 − 7 (Bouwens
et al. 2015, 2017) and the CMB scattering optical depth 𝜏𝑒 (Planck
Collaboration et al. 2020). In addition to these, we also utilized
the temperature measurements of the low-density IGM at 𝑧 ∼ 5.5
obtained through a combination of Ly𝛼 absorption spectra and hy-
drodynamical simulations (Gaikwad et al. 2020), a probe not that
commonly used while carrying out parameter space exploration for
reionization.
The comparison between the model predictions and the obser-

vational data has been carried out using a MCMC-based Bayesian
analysis. This leads to constraints on the free parameters of the model
and consequently on the reionization and thermal history. The main
findings of our analysis are:

• In general, the individual parameters Z0 and 𝛼, characteriz-
ing the evolution of the ionization efficiency Z (𝑧) are not well-
constrained by the observations used in this work. However, the
data indicates a strong degeneracy between these two parameters.
This leads to a rather strong constraint on the ionizing emmissivity
at 𝑧 ∼ 7.

• Our Bayesian analysis is able to provide reasonably strong con-
straints on the allowed reionization history. For example, our default
MCMC run (with step feedback and clumping factor 𝐶HII = 3)
favours late reionization histories, completing at 𝑧 . 6. We also
derive constraints on reionization duration Δ𝑧 = 1.81+0.51−0.67 and the
midpoint 𝑧mid = 7.0+0.30−0.40 using the analysis.

• We find that the posterior distribution of 𝑇re is strongly corre-

lated with parameters characterizing the reionization history. Histo-
ries where reionization completes early require higher 𝑇re to match
the temperature data at 𝑧 ∼ 5.5. In fact, including the temperature
measurements in the analysis disfavours completion of reionization
at 𝑧 & 6 as these would lead to too cool an IGM at 𝑧 ∼ 6. Any
possible workaround to this by increasing the 𝑇re is ruled out by the
faint-end of the galaxy UVLF observations. Our constraint on 𝑇re is(
1.85+0.23−0.27

)
× 104 K for the default case, consistent with the values

∼ 2 × 104K found in radiative transfer simulations (D’Aloisio et al.
2019).

• Using the observations of the UVLF at 𝑧 = 6 and 7, the escape
fraction of ionizing photons from galaxies is found to be ∼ 0.26 for
109M� haloes and it decreases with increasing halo mass. The value
we find is similar to what is found in other semi-numerical studies
that attempt to match the observations (Mitra et al. 2013; Khaire
et al. 2016; Chatterjee et al. 2021), and also the 𝑀ℎ-dependence is
qualitatively similar to that found in simulations (Paardekooper et al.
2015; Xu et al. 2016; Ma et al. 2020). Our analysis also implies that
the star-forming efficiency 𝑓∗ must increase with halo mass, which
too is consistent with semi-numerical studies that match the UVLF
(Park et al. 2019; Qin et al. 2021).

• We find that the parameter constraints and the constraints on the
reionization history depends on the exact feedback prescription used.
In general, prescriptions leading to less severe feedback (e.g., those
which affect the gas in the small mass haloes in a gradual manner)
allow for relatively early completion of reionization. In comparison,
the value of the clumping factor has much less influence on the
constraints.

While the present version of the code, SCRIPT, is useful for com-
paring with a wide variety of data sets, it is still not complete. A
slightly different version of the code (which does not include the
thermal evolution) was used for constraining the reionization history
with only CMB data, i.e., the 𝜏𝑒 constraints and the kinetic Sunyaev-
Zeldovich (kSZ) signal from patchy reionization at small angular
scales (Choudhury et al. 2021a). A natural question then arises: why
cannot we include the kSZ signal in the present analysis and see if
the constraints improve? The main difficulty in doing this at present
is technical: the small-scale kSZ signal requires the simulations to
be run at higher resolution than what has been used here which then
makes the MCMC analysis much slower. Hence computing the kSZ
signal using the present code would require some further work on
SCRIPT, possibly in the direction of making the code more efficient.
In another different work, SCRIPT has also been extended to make

detailed comparisons with the Ly𝛼 opacity fluctuations at 𝑧 ∼ 5.5−6
(Choudhury et al. 2021b). Interestingly, these fluctuations indicate
that the completion of reionization can be delayed up to 𝑧 ∼ 5.5.
These constraints can have interesting consequences for our analy-
sis, hence it becomes important to combine the extensions needed
to model the Ly𝛼 opacity fluctuations with those presented in this
paper. Unfortunately, this too faces some technical challenges as the
modelling of the Ly𝛼 opacity requires additional calculations and
introduction of more free parameters, both leading to slowing down
of the code. These challenges are currently being worked on.
The present code will be quite useful when more observations

become available.An examplewould be better estimates of theUVLF
at 𝑧 ∼ 6 − 7, particularly at the faint end. This would allow us
to probe the effects of feedback and possibly put more stringent
constraints on the thermal history. Some of the degeneracies between
parameters can also be removed with the upcoming 21 cm data
from the reionization epoch. These data sets would ensure that the
relevance of the present analysis remains intact in the near future.

MNRAS 000, 1–12 (2021)
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APPENDIX A: COMPARISON OF THE DEFAULT MODEL
WITH TWO MORE ALTERNATIVES

In this appendix, we show twomore cases and compare the posteriors
with our default setup. These are

• alt-temp-data:There exists othermeasurements of the low den-
sity IGM temperature at 𝑧 = 5.0 & 5.4, e.g., by Walther et al. (2019).
These estimates are very different than the estimates used for our de-
fault case, i.e., from Gaikwad et al. (2020). In particular, the value of
𝑇0 at 𝑧 = 5.4 inWalther et al. (2019) is almost half of that in Gaikwad
et al. (2020). Hence using them together in the analysis will lead to
poor fit between the model and data and may make the interpretation
of the results more difficult. We rather carry out an analysis where we
replace the default Gaikwad et al. (2020) measurements with those
of Walther et al. (2019). The other observational constraints remain
same.

• w/o-reion-end: As an interesting alternative, we explore a case
where the constraints on the end stages of reionization,mostly derived
from the quasar absorption spectra at 𝑧 ∼ 5− 6, are relaxed. We thus
drop the constraints on the global ionization fraction from dark pixel
analysis (McGreer et al. 2011) and the hard prior on reionization end
at 𝑧 = 5.3 in this case and run the MCMC analysis.

In Figure A1, we show the posterior comparisons between our
default model setup and the alt-temp-data case using Walther et al.
(2019) temperature estimates. We find that these alternative data
prefers a lower 𝑇re value (≈ 104 𝐾) compared to the default case.
This is because the lower values of 𝑇0 obtained by Walther et al.
(2019). Because of the lower 𝑇0, relatively early reionization mod-
els are also acceptable by the data. The constraints on all the other
parameters remain consistent with each other. The comparison statis-
tics are shown in Table A1. Interestingly, one can find that the 𝑇re
estimates for our default setup show better agreement with the re-
sults from detailed simulation (D’Aloisio et al. 2019), while those for
alt-temp-data are clearly lower.
In Figure A2, we show the parameter space comparison between

the default setup and the w/o-reion-end case which contains neither
the constraints from dark pixel analysis nor the hard prior on reion-
ization end at 𝑧 = 5.3. Not surprisingly, we find that the data allows
very late reionization models (as evident from the distribution of

𝑧mid and 𝑧75). However, the other constraints are consistent with the
default setup.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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Figure A1. Posterior distributions of the five free and four derived parameters of our model for the default case and the alt-temp-data run where we use the
Walther et al. (2019) temperature estimates instead of those from Gaikwad et al. (2020). In the diagonal panels, show the plots of marginalized one-dimensional
posterior probabilities. The off-diagonal panels show the marginalized two-dimensional joint probability distributions. The contours represent the 68% and 95%
confidence intervals.
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Figure A2. Posterior distributions of the five free and four derived parameters of our model for the default case and the w/o-reion-end run without the dark pixel
constraints (McGreer et al. 2011) and the hard bound on reionization end. In the diagonal panels, we have shown the plots of marginalized one-dimensional
posterior probabilities. The off-diagonal panels show the marginalized two-dimensional joint probability distributions. The contours represent the 68% and 95%
confidence intervals.
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Table A1. Parameter constraints obtained from the MCMC-based analysis for the default setup and two alternate cases. The first six rows correspond to the
free parameters of the model while the others are the derived parameters. The free parameters are assumed to have uniform priors in the range mentioned in
the second column. The other numbers are showing the mean value with 1𝜎 errors for different parameters using different combinations of MCMC runs. The
bestfit values are quoted within the brackets for the different parameters. The value of 𝐶HII is fixed to 3 for all the cases.

Parameters Prior default alt-temp-data w/o-reion-end

log(Z0) [0,∞] 0.81+0.37−0.32 (0.92) 0.97+0.38−0.23 (1.09) 0.86+0.34−0.27 (0.90)

𝛼 [−∞,∞] 3.0+1.6−2.1 (2.3) 2.5+1.2−2.0 (1.6) 1.9+1.3−1.9 (2.3)

𝑇re (104 K) [0.01, 10] 1.85+0.23−0.27 (1.83) 0.91+0.16−0.20 (0.96) 2.18+0.38−0.61 (1.79)

𝑓 0esc [0, 1] 0.26+0.06−0.06 (0.36) 0.30+0.08−0.06 (0.36) 0.23+0.08−0.07 (0.34)

𝛽 [−1, 0] −0.38+0.07−0.08 (−0.44) −0.37+0.06−0.07 (−0.43) −0.41+0.09−0.10 (−0.46)

Derived Parameters

𝜏𝑒 0.053+0.004−0.006 (0.053) 0.055+0.005−0.006 (0.056) 0.051+0.005−0.006 (0.053)

Δ𝑧 1.81+0.51−0.67 (1.87) 1.87+0.46−0.69 (2.10) 2.20+0.65−0.83 (1.86)

𝑧mid 7.00+0.30−0.40 (7.04) 7.22+0.35−0.51 (7.20) 6.69+0.51−0.49 (6.95)

𝑧75 6.32+0.14−0.17 (6.34) 6.52+0.19−0.35 (6.45) 5.87+0.52−0.40 (6.26)
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