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Abstract Covering arrays can be applied to the testing of software, hardware and
advanced materials, and to the effects of hormone interaction on gene expression. In
this paper we develop constraint programming models of the problem of finding an
optimal covering array. Our models exploit global constraints, multiple viewpoints
and symmetry-breaking constraints. We show that compound variables, represent-
ing tuples of variables in our original model, allow the constraints of this problem to
be represented more easily and hence propagate better. With our best integrated
model, we are able to either prove the optimality of existing bounds or find new
optimal solutions, for arrays of moderate size. Local search on a SAT-encoding of
the model is able to find improved solutions and bounds for larger problems.

Keywords Modelling . Covering arrays . Symmetry . Local search . Testing .

Chanelling constraints . Global constraints

1. Introduction

Software and hardware testing play an important role in the process of product
development. For instance, software testing may consume up to half of the overall
software development cost [21]. Furthermore, even for simple software or hardware
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products, exhaustive testing is infeasible because the number of possible test cases is
typically prohibitively large. For example, suppose we have a machine with 10
switches that have to be set, each with two positions. We wish to test the machine
before shipping. Since there are 210 possible combinations, it becomes impractical to
test them all. We might instead be satisfied with a test suite in which every subset of,
say, three switches gets exercised in all 23 possible ways. In such a case, the question
becomes: what is the smallest number of test vectors that we need? This problem is
an instance of the t -covering array problem.

A covering array CAðt; k; gÞ of size b is an b� k array consisting of b vectors of
length k with entries from f0; 1; . . . ; g� 1g (g is the size of the alphabet) such that
every one of the gt possible vectors of size t occurs at least once in every possible
selection of t elements from the vectors. The parameter t is referred to as the
covering strength. The objective is to find the minimum b for which a CAðt; k; gÞof
size k exists.

As an example, consider generating test vectors for all triples of 5 binary
parameters that test all combinations of 3 parameters (t ¼ 3, k ¼ 5, g ¼ 2 ), i.e.,
finding a CAð3; 5; 2Þ. The matrix in Fig. 1 shows an optimal solution to this covering
test problem, with 10 test vectors. We highlight the different combinations of 0 and 1
in the first three columns, to show that all possible combinations occur; this property
holds for any subset of three columns.

Covering arrays have been applied in many areas; the following are examples
given by Colbourn [10]:

Software interaction testing: Software components may produce system faults due to
unexpected interactions. Ideally, one should test all possible combinations of
components, but there may be prohibitively many combinations. Instead,
pairwise or t -wise testing can test a fixed level of interaction which finds a
large number of faults in practice.

Hardware testing: In a circuit, input signals interact through arithmetic and logical
operations to yield a desired output vector. However, errors may still occur. As
in software interaction testing, this hardware testing problem can be addressed
using covering arrays.

Testing of advanced materials: Materials are sometimes combined to yield improved
properties such as strength, flexibility and melting point. However, certain
combinations are toxic or explosive and must be avoided. Covering arrays can
aid in designing experiments.

Interactions regulating gene expressions: Hormones impact the expression of
particular genes, and may interact with each other. Although not all possible

Fig. 1 A CAð3; 5; 2Þ of mini-

mum size. All 10 subsets of

three columns contain all pos-

sible combinations of 0 and 1
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combinations of hormones can be examined, it is the interactions between small
numbers of hormones that are of interest. Again, covering arrays are a very
suitable modelling tool for such a problem.

The problem of minimising the number of test cases in a t -wise covering test suite
for k parameters with domains of size n was, according to [29], first studied by Rényi
[25]. Constructions for optimal covering arrays CAð2; k; 2Þ were given in the 1970s
by Rényi, Katona, and Kleitman and Spencer; see [29] for references. However,
when g > 2 the problem of finding an optimal CAð2; k; gÞ is NP-complete [28].

In this paper we develop constraint models of this problem, in its most general
form. We show that with a constraint programming approach we are able either to
prove optimality of existing bounds or to find new optimal values, for problems of
relatively moderate size. When the size of the problem increases—in terms of either
alphabet size g or covering strength t—our models’ performance degrades, but we
are able to find improved (though not provably optimal) bounds for larger problems
by applying a local search algorithm to a SAT-encoding of the constraint model.

The rest of the paper is organised as follows. In Section 2, we describe the covering
test problem and give an overview of related work. In Section 3 we detail the proposed
constraint models; Section 4 discusses the symmetry in the CP models and how it can
be dealt with. Section 5 presents experimental results. Sections 6 and 7 present a local
search approach based on a SAT-encoding of the problem, with experimental results.
We show how the models could be extended to handle more general cases in Section
8. Finally, we conclude in Section 9 and outline our future directions.

2. Related Work

The covering test problem is a direct application of the problem of covering arrays
arising in hardware and software testing: the following definitions are based on
Hartman and Raskin [16].1

Definition 1. A covering array CAðt; k; gÞ of size b and strength t, is a b � k array

A = (aij) over Zg ¼ f0; 1; 2; . . . ; g� 1g with the property that for any t distinct columns

1 � c1 � c2 � . . . � ct � k , and any member ðx1; x2; . . . ; xtÞ of Z
t
g there exists at least

one row r such that xi ¼ arci for all 1 � i � t .

Definition 2. The covering array number CANðt; k; gÞ is the smallest b is the smallest

CAðt; k; gÞ of size b exists.

As mentioned in the last section, optimal covering arrays can be constructed
when t ¼ g ¼ 2, but in general finding optimal covering arrays is NP-complete.
Except for some special cases and small values of the parameters, researchers have
aimed at finding small covering arrays rather than provably optimal arrays. Here, we
discuss some recent examples of the main approaches that have been used.

Chateauneuf and Kreher [4] survey known results for covering arrays with t ¼ 3
and introduce algebraic techniques for their construction. They claim good results

1 We have reversed the roles of the rows and columns in Hartman and Raskin’s definition of a
covering array.
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for their techniques in comparison with a commercially-available method, AETG,
described below. Williams [32] describes a method, TConfig, for constructing cover-
ing arrays (for t ¼ 2) from smaller Fbuilding blocks,_ which is fast and was found to
give better results than IPO (described below) except for heterogeneous alphabets,
i.e., when g is not uniform for all parameters. Hartman and Raskin [16] describe
their CTS (Combinatorial Test Services) package which aims to find small covering
arrays, using a variety of constructive methods and choosing the best result. They
also consider a number of related problems, such as maximising the number k of
parameters with domains of size g in a t -wise covering test suite with a fixed
number b of test cases, and finding a test suite giving maximum t-wise coverage from
b tests. Meagher and Stevens [20] describe a constructive method using group theory
which improves on the previously best known solutions for several instances.

Another group of techniques use a greedy strategy to construct covering arrays.
Lei and Tai [19] describe a method for constructing pair-wise test suites based on
the IPO (In-Parameter-Order) strategy. Given a pair-wise test set for the first two
parameters, the remaining parameters are added one at a time and the test suite
extended by adding new tests if necessary. Polynomial algorithms for extending a
test suite are given; it is claimed that this is a practical approach to generating test
suites for large numbers of parameters. AETG [6,7] is another greedy approach
which adds test vectors one at a time, considering many possibilities and choosing
the one that covers the largest number of so-far-uncovered parameter combinations.
Tung and Aldiwan’s Test Case Generator [31] is a similar greedy approach, but
makes choices deterministically rather than randomly. The Deterministic Density
Algorithm [2,9] generates only one candidate test vector to add to the suite, but
aims to generate a vector that covers more of the uncovered pairs.

Many of the best known results for covering arrays have been found using local
search methods; for instance, Nurmela [22] uses tabu search to find small covering
arrays and gives some new upper bounds, e.g., for CANð3; 12; 2Þ. Cohen et al. [8]
apply hill-climbing and simulated annealing to finding covering arrays with fixed and
heterogeneous alphabets, and also consider a variant in which the strength t can be
increased for specified subsets of the parameters. However, finding good bounds
using such methods can be very time-consuming, especially in comparison to the
greedy methods.

To the best of our knowledge, this area has not previously been studied from a
constraint perspective. Our first attempt to fill this gap is reported in [17a]. In this
paper, we present the further development of the CP models and show that
constraint-based approaches can compete with existing methods.

3. Constraint-Based Approaches

In this section we explore Constraint Programming models of the covering test
problem that exploit features such as global constraints and multiple viewpoints.
Many scheduling, assignment, routing and other decision problems can be solved
efficiently by CP models consisting of matrices of decision variables (matrix models

[13]). We can model the problem of generating test vectors using matrices, in
different ways. In what follows, we usually assume that we have a binary alphabet
Z2 ¼ f0; 1g, for clarity, i.e., that g ¼ 2. We use the covering array CAð3; 5; 2Þ of Fig. 1
as a running example.
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3.1. A Naı̈ve Matrix Model

An obvious CP model of the covering test problem has a b� k matrix of integer
variables, xri; for 1 � r � b and 1 � i � k; such that xri ¼ m if the value of param-
eter i in test vector r is m: However, it is hard to express the coverage constraints,
i.e., that every subset of t parameters must be combined in all possible gt ways. For
every subset of t parameters in each row, we introduce a Boolean variable for each
combination that is set to true whenever these t parameters cover that particular
combination, by means of reification constraints. For example, when t ¼ 3, the
constraints on these Boolean variables are:

xrijlmnp ¼ ðxri ¼ m & xrj ¼ n & xrk ¼ pÞ O r; i; j; l;m; n; p;

1 � r � b ;

1 � i < j < l � k;

0 � m; n; p < g

We then impose the constraint that each combination of parameter values should
occur in at least one test vector for each combination of (in the example) 3
parameters, using a sum constraint over the auxiliary Boolean variables:

X

r

xrijlmnp � 1 8 i; j; l;m; n; p; 1 � i < j < l � k; 0 � m; n; p < g

Unfortunately, imposing the coverage constraints in this way introduces a huge
number of auxiliary variables and reification constraints. Furthermore, propagation
of these constraints is inefficient and ineffective. We therefore need a different
model where the coverage constraints can be easily expressed and propagated
efficiently.

3.2. An Alternative Matrix Model

In our CAð3; 5; 2Þ example, there are 5
3

� �

¼ 10 triples of the parameters:

T ¼ fð1; 2; 3Þ; ð1; 2; 4Þ; ð1; 2; 5Þ; ð1; 3; 4Þ; ð1; 3; 5Þ; ð1; 4; 5Þ;

ð2; 3; 4Þ; ð2; 3; 5Þ; ð2; 4; 5Þ; ð3; 4; 5Þg

We can exploit an alternative viewpoint of the problem to concisely express the
covering constraints. We again use a matrix of integer variables. Each of the b rows in
this matrix represents a possible setting of the parameters, as before. However, there
are now k

t

� �

columns, each representing one of the possible t-combinations (i.e., one
of the triples in T; in our example). Hence, in the new model, each variable
represents a tuple of t variables in the naı̈ve model. We shall refer to the variables of
the new model as compound variables. For instance, the compound variable yrði;j;lÞ
represents the tuple of variables (xri; xrj; xrk) in the original model. The domain of
each variable is f0; . . . ; 2t � 1g , or f0; . . . ; 7g in this example, each value rep-
resenting a tuple of three values in the original matrix, e.g., yrði;j;lÞ= 7 represents
xri ¼ 1; xrj ¼ 1; xrk ¼ 1. Figure 2 shows the covering array of Fig. 1 represented as a
solution to the alternative model.
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Coverage constraints In the alternative matrix model, we can easily express the

coverage constraints with the help of global cardinality constraints [24]. Each such

constraint specifies that every number in the range 0 to 2t � 1 should be present at
least once and at most b� 2t þ 1 times in the b test vectors in the column cor-
responding to the t-tuple.

For every t-tuple, i.e., every column of the alternative matrix, we post one such
constraint globally over the b test vectors, giving rise to k

t

� �

constraints. This ensures
that we cover all possible values of any t parameters.

Intersection constraints The variables of the alternative model represent tuples of

values in the covering array and we have to ensure that the values assigned to two

compound variables are consistent, in terms of the values they imply for the cov-

ering array. For instance, because the variables in the first and the second column

of the alternative matrix model both represent positions 1 and 2 in the test vectors,

the parameter values (0 or 1) in these positions should be the same. With the

alternative model, we introduce the burden of expressing such intersection

constraints. So for every row r and every two columns c1 and c2 , if the two col-
umns share some positions then we state a binary constraint between the variables
ðr; c1Þ and ðr; c2Þ in the alternative matrix. For instance, for each row r the binary
constraint between the compound variables yr;ð1;2;3Þ and yr;ð1;2;4Þ in columns 1 and 2
can be expressed extensionally by listing the pairs of values that are allowed for
these variables, as follows:

fð0; 0Þ; ð0; 1Þ; ð1; 0Þ; ð1; 1Þ;ð2; 2Þ; ð2; 3Þ; ð3; 2Þ; ð3; 3Þ; ð4; 4Þ; ð4; 5Þ; ð5; 4Þ; ð5; 5Þ;

ð6; 6Þ; ð6; 7Þ; ð7; 6Þ; ð7; 7Þg

For instance, yr;ð1;2;3Þ ¼ 4 represents xr1 ¼ 1, xr2 ¼ 0, xr3 ¼ 0 while yr;ð1;2;4Þ ¼ 5
represents xr1 ¼ 1, xr2 ¼ 0, xr4 ¼ 1, so that the pair of values (4,5) should be allowed
by the intersection constraint.

For each compound variable, there are t k�t
t�1

� �

other compound variables in the
same row that have one of the original variables in common with it; for instance,
yr;ð1;2;3Þ has one variable in common with each of yr;ð1;4;5Þ; yr;ð2;4;5Þ; yr;ð3;4;5Þ. There

Fig. 2 The same solution as in Fig. 1 presented as a matrix of values of the compound variables in
the alternative model. Each column represents a triple of parameters, listed at the head of the
column
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are t
2

� �

k�t
t�2

� �

other compound variables in the same row that have two original
variables in common with it; for instance, yr;ð1;2;3Þ has two original variables in
common with six other compound variables.

It appears at first sight that we need to define an intersection constraint in
each case, giving 9 such constraints for each compound variable, in the example,
and 45 constraints for each row (since each has been counted twice). However,
many of these constraints are redundant. The compound variables of the
alternative model are similar to the dual variables used in the dual graph trans-
lation of a non-binary constraint satisfaction problem to one with only binary
constraints [1,11] in that case, intersection constraints between dual variables are
similarly needed to ensure that the values of the original variables implied by values
assigned to the dual variables are the same for all dual variables. An intersection
constraint between two dual variables is redundant if there is a chain of intersection
constraints linking the two such that the original variables that they share are
also shared by every dual variable in the chain. Smith [30] shows that if arc
consistency is maintained on the intersection constraints after assignments are
made, redundant intersection constraints can be removed without affecting the
search for solutions.

In the present case, the constraints between pairs of compound variables that
have only one original variable in common, or in general, fewer than t � 1 original
variables in common, can be deleted. Further, if a set of compound variables share
t � 1 original variables, the clique of intersection constraints linking them can be
reduced to just a path: Fig. 3 illustrates this.

When t = 3, there are k
2

� �

pairs of parameters. For each pair, k� 3 intersection
constraints are needed (for each row of the matrix). For instance, when k = 5, only
20 constraints are needed, out of the 45 possible constraints. For larger values of k,
the difference is more marked: in general, when t = 3, the total number of possible
intersection constraints in each row is k

3

� �

3ðk� 2Þðk� 3Þ=4.

3.3. An Integrated Model

In the naı̈ve matrix model, it is difficult to express the coverage constraints in such a
way that we can reason efficiently and effectively about them. In the alternative
matrix model, on the other hand, we can use global cardinality constraints for which
efficient propagation algorithms exist [24]. However, we still have a large number of
intersection constraints, even after redundant constraints are removed.

We propose to integrate the two models by using the variables of both, linked by
channelling constraints, in the manner proposed by Cheng et al. [5]. The dis-

Fig. 3 A clique of triples of ori-
ginal variables, with variables 1 and 2
in common, from the problem with
k = 7, t = 3. Each row of the alter-

native matrix has a compound vari-

able corresponding to each node,

with a binary intersection constraint

for each edge. Only four constraints

are needed (thick lines mark a

possible set); all the others can safely

be deleted
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advantages of integration are the increased number of variables and the additional
channelling constraints to be processed; however, the channelling constraints make
all the intersection constraints between the compound variables redundant.

The channelling constraints associate each compound variable in the alternative
matrix with the t corresponding variables in the original matrix. The association
between the values of the compound variables and those of the component original
variables is defined in Section 3.2. For instance, if t ¼ 3 and the alphabet is binary
then the constraint between the compound variable yr;ði;j;kÞ from the alternative ma-
trix and its t corresponding variables in the naı̈ve model xri, xrj, xrk can be expressed
extensionally as follows:

ðyr;ði;j;kÞ; xri; xrj; xrkÞ 2 fð0; 0; 0; 0Þ; ð1; 0; 0; 1Þ; ð2; 0; 1; 0Þ; ð3; 0; 1; 1Þ

ð4; 1; 0; 0Þ; ð5; 1; 0; 1Þ; ð6; 1; 1; 0Þ; ð7; 1; 1; 1Þg

or intensionally as:

yr;ði;j;kÞ ¼ 4xri þ 2xrj þ xrk

For any t -covering we have k
t

� �

� b channelling constraints and the arity of each
constraint is t þ 1. If generalized arc consistency is maintained on the channelling
constraints, then assigning a value to a compound variable will assign the correct
value to each of its constituent variables, and conversely assigning a value to any of
the original variables will reduce the domain of any compound variable that the
original variable is a component of. Consequently, the role of the intersection
constraints in the alternative model is superseded by the channelling constraints in
the integrated model. Since there is only one channelling constraint for each
compound variable, using channelling constraints rather than intersection con-
straints reduces the number of constraints, even after redundant intersection con-
straints have been removed. On the other hand, the channelling constraints have arity
t þ 1, whereas the intersection constraints are binary. We shall show in Section 5
whether the channelling constraints are more efficient than the intersection
constraints, in practice. We discuss the integrated model, and further modifications
to it, in the context of our experimental results.

4. Symmetry

Given a covering array CAðt; k; gÞ of size b, permuting the rows and/or columns
gives an equivalent covering array. The rows represent a set of test vectors, and their
order is immaterial. Permuting the columns does not affect whether or not every
subset of t columns contains every possible vector of length t . Since the variables of
the naı̈ve model correspond directly to the elements of the array, the rows and
columns of the matrix can also be permuted. Symmetry in a CP model is likely to
slow down the search for solutions, since symmetrically-equivalent assignments are
needlessly explored.

In matrix models, it is common that permuting both rows and columns transforms
a solution into another solution and a non-solution into another non-solution [12].
Row and column symmetry in a matrix model can be reduced by ordering the rows
and the columns lexicographically using lexicographic ordering constraints [14]. By
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posing such an ordering constraint between consecutive rows (columns), we break
all row (column) symmetry [12]. Whilst it is easy to break all symmetry in one
dimension of the matrix, breaking symmetry in both dimensions is harder, as the rows
and columns intersect. After constraining the rows to be lexicographically ordered we
cannot freely permute the columns, thus the columns are no longer symmetric.
Nevertheless, given a matrix with row and column symmetry, each symmetry
equivalence class has at least one element where both the rows and columns are
lexicographically ordered. Unfortunately, more than one element where both the
rows and columns are lexicographically ordered may exist [12], so lexicographic
ordering does not eliminate all row and column symmetry. The implementation of
the lexicographic ordering constraint is linear in the size of the vector and maintains
generalized arc consistency.

In the alternative model, permuting the columns of the matrix of variables in a
solution does not in general give another solution. However, the effect of
lexicographically ordering the columns of the naı̈ve matrix can be at least partially
achieved by lexicographically ordering the columns corresponding to the tuples
(1,2,3), (1,2,4), ..., (1,2,k ). Again, this can be safely combined with lexicographically
ordering the rows.

A final, less obvious, source of symmetry is that the values assigned to any
parameter in a set of test vectors can be permuted, without affecting whether or not
the set of test vectors is a covering array.2 In terms of the naı̈ve model, the values
within any column of the matrix can be permuted; for instance, with a binary
alphabet, the 0s and 1s can be swapped in any column without affecting whether or
not the constraints are satisfied. Given the symmetry-breaking constraints already
introduced, to deal with this symmetry we need to introduce further constraints that
do not conflict with them, since otherwise we would risk losing solutions. There are
several possibilities; for instance, we could impose constraints on the number of
occurrences of each value in each column. If nis is the number of occurrences of the
value s in column i (1 � i � k, 0 � s � g� 1), then we could add the constraints
ni0 � ni1 � . . . � ni;g�1, for 1 � i � k. Clearly, these constraints would not be affected
by permuting the rows and columns of the matrix, and hence are compatible with
the lexicographic ordering constraints. Alternatively, given a binary alphabet, we
can force the first row of the matrix to be all 0s (or equivalently the last row to be all
1s). This constraint gives better propagation than constraining the number of
occurrences of each value. It clearly does not interfere with permuting the columns
of the matrix, and it is compatible with lexicographic ordering of the rows because it
forces the first row of the matrix to be lexicographically smallest (or the last row to
be lexicographically largest), whatever the values assigned to the other rows. For
g > 2, we can combine these ideas; for instance, we can set the first row of the matrix
to be all 0s and order the number of occurrences of the values 1 to g� 1 in each
column.

In the alternative model, we can similarly set the first or last row of the matrix
(constraining every value in the first row to be 0 or, in the binary case, constraining
every value in the last row to be 2t � 1). However, we cannot easily impose an
equivalent to the constraints on the number of occurrences of each value in the
assignments to an individual parameter.

2 Note that this symmetry was not identified in the earlier paper on this work [17].
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Because the integrated model has both sets of variables, we can break the
symmetry of the models in the most convenient and effective way. (We cannot
break the same symmetry twice, by constraints on both sets of variables, since this
would risk losing solutions.) Hence, we can break the column symmetry by ordering
the columns of the original matrix; the row symmetry by ordering the rows of either
the original or the alternative matrix; and the value symmetry in each column by
constraining the original matrix.

Since the different forms of symmetry can be combined with each other, the size
of the symmetry group is k!� b!� ðg!Þk. For a symmetry group of this size, adding
symmetry-breaking constraints to reduce the symmetry was the only practical
method available. Many of these transformations may have the same effect on any
given assignment; even so, the number of possible symmetric equivalents must
clearly be very large and it is essential to consider as few of them as possible; as we
show later, the symmetry-breaking constraints are vital to solving the CP models.

5. Experiments

We used the different models to solve the covering array problem for different
values of the alphabet size, g; the coverage strength t; and the number of pa-
rameters, k. As well as, in some cases, finding new solutions to the problem, this
allowed us to evaluate the models. First we report on experiments using a Pentium
M 1.7 GHz PC running ILOG Solver 6.0.3

In our experiments we used instances of the covering test problem with coverage
strengths t of 3 and 4 over a binary alphabet Z2 ¼ f0; 1g. In each experiment we vary
the number k of parameters. Initial experiments with the naı̈ve model showed that it
was very inefficient and always outperformed by the other models. For this reason,
we excluded it from further analysis and do not present results for this model.

In the integrated model, we can use either the original variables or the compound
variables as search variables. We found that assigning values to the compound
variables was far better; this is understandable, since the coverage constraints are
expressed on the compound variables, and no propagation can take place until
sufficient compound variables have been assigned. Using the original variables as
the search variables delays this propagation. Hence, in the experiments reported
below that use the integrated model, the search variables are the compound variables.

In the experiments with the alternative and integrated models, we tried a variety
of labelling strategies. In every case, the values of each compound variable were
assigned in ascending order. Given a two-dimensional matrix model, two obvious
overall strategies to consider are labelling by rows and labelling by columns. In this
case, labelling by rows, i.e., labelling all the compound variables corresponding to
one row of the matrix before labelling the variables corresponding to the next row,
proved to be much worse than labelling by columns. This is not surprising since the
main constraints in the problem are the coverage constraints on the columns, which
will only propagate when most of the compound variables in any column have been
assigned. Hence, the labelling strategy chose a column and assigned the variables
corresponding to that column (in some order) before going on to the next column.
The columns corresponding to the tuples (1,2,3), (1,2,4), (1,2,5),... ,(1,2,k ) were

3 http://www.ilog.com/products/optimization
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labelled, in that order; clearly, the matrix is then completely specified. We tried
labelling sets of non-overlapping columns (as far as possible given the value of k),
for instance, those corresponding to the tuples (1,2,3) and (4,5,6) when fk ¼ 6: this
was inspired by the labelling of non-overlapping Fsupercell_ variables in [30], which
in that case was a successful labelling strategy. In this case, however, it performed
very poorly.

We found that lexicographic ordering (lex) within each column gave the same
results as smallest-domain ordering (sdf ). Given the order in which the columns are
labelled, after the first column of compound variables has been assigned, the search
strategy in effect reduces to assigning the original variables, column by column.
With binary domains, sdf will behave no differently from lex, since a variable either
has two values, or is assigned; hence, we use lexicographic ordering within the
columns.

With the alternative model, we can add symmetry-breaking ordering constraints
on the rows and columns of compound variables, as described in Section 4. With the
integrated model, we can break row symmetry either on the original or on the
alternative matrix (not both). Our experiments showed that both choices led to the
same number of backtracks (given the other choices made) but that ordering the rows
of the original matrix rather than the alternative matrix reduced the runtime slightly.

With the integrated model, the channelling constraints can be expressed either
extensionally, by listing the allowed tuples, or intensionally as a linear constraint,
such as yr;ði;j;kÞ ¼ 4xri þ 2xrj þ xrk , as described in Section 3.3. Solver, by default,
enforces generalized arc consistency on extensionally-defined constraints and
bounds consistency on linear constraints. With a binary alphabet, achieving bounds
consistency on linear channelling constraints is the same as achieving generalized
arc consistency, because each value in the domain of the variables is a bound. Since
enforcing bounds consistency is much faster than enforcing generalized arc
consistency, the runtime is significantly reduced by using the linear constraints
rather than the extensional constraints. However, if the alphabet were non-binary,
bounds consistency could miss some propagation, and faster constraint processing
might then have to be balanced against possibly increased search effort. We have
given the results for both extensional and linear channelling constraints to indicate
the difference in run-time. From these results, it seems likely that linear channelling
constraints would be the better choice overall for non-binary alphabets, even at the
expense of increased search; limited experiments with g ¼ 3 have confirmed this.

We found in our experiments that ILOG Solver reported the same number of
backtracks for both the alternative and integrated models, indicating that they are
exploring the same search tree. However, the runtime differs considerably between
models. Table 1 displays the results of the experiments in more detail. In all the
tables we use bold face to show the best known value and a * to highlight the values
that we have proved to be optimal, by showing that there is no solution with a
smaller value of b. Our results also show that the integration of the different models
is beneficial despite the increase in the number of variables. Even with extensional
channelling constraints, the integrated model is much faster than the alternative
model. When k ¼ 12; for instance, the integrated model has 220 channelling
constraints for each row of the matrix: it is evidently much faster to enforce
generalized arc consistency on these than on the 594 non-redundant intersection
constraints of the alternative model, even though the channelling constraints are in
this case 4-ary whereas the intersection constraints are binary.
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Note also that our results use the symmetry-breaking constraints in all tested
models. In fact, the symmetry-breaking constraints play a vital part. For example, to
prove that there is no covering array CAð3; 6; 2Þ of size 10 can be done with 93
backtracks and 0.02 sec., with the integrated model, as shown in Table 1; without the
symmetry breaking the same problem takes 975,024 backtracks and 63 sec. with the
same search strategy.

Finally, our approach improved on several of the results given in [16] for t ¼ 3 and
k � 11 and proved optimality. We ran a further set of experiments to find covering
arrays CAð4; k; 2Þ for varying k: We observe in Table 2 that the best integrated
model could find CANð4; k; 2Þ for k � 6 in 1 hour, and the improvements of the
bounds that we obtained are significantly larger than the improvements we got on
CANð3; k; 2Þ: Overall, with the presented approach we can find provably optimal
covering test suites for those instances which induce a moderate number of variables
in our models. This translates to getting CANð3; k; 2Þ for up to k ¼ 11 parameters
(around 2000 variables) within a CPU time limit of 5 minutes. However, as problem
size becomes larger the required amount of search proves computationally
prohibitive, and for larger problems we turn to local search methods.

6. A Model for Local Search

Constraint solvers typically alternate variable assignment with constraint propaga-
tion; when propagation leads to an empty variable domain, backtracking occurs. An
alternative way of finding solutions to constraint problems is local search. Usually
starting from a randomly-chosen assignment of all variables, single variables (or
sometimes more than one) are selected and reassigned to a different value, each
reassignment being a local move. The choice of variable and value is made
heuristically, with no attempt to maintain completeness of search. This is in contrast
to backtrack search, which is complete and can therefore find all solutions, or prove
that no solutions exist. The advantage of local search is that it can sometimes solve
much larger problems than backtrack search. We decided to evaluate local search
on our problem, and chose SAT as a framework in which to experiment. SAT

Table 2 Finding covering arrays CAð4;k; 2Þ of size b, or proving that there is none, for different

parameters k using the integrated model

k b Upper bound

in [16]

Soluble No. of backtracks Time

5 16* 24 + 0 0.01

6 16 28 – 1 0.01

6 17 28 – 12 0.02

6 18 28 – 146 0.06

6 19 28 – 1,863 0.40

6 20 28 – 20,381 2.99

6 21* 28 + 160 0.11

7 21 38 – 184,661 35.47

7 22 38 – 1,419,407 247.08

7 23 38 – 9,518,449 1504.86

The runtime limit is 1 hour.
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problems may be viewed as CSPs with binary domains and non-binary constraints,
and many effective local search algorithms have been designed for SAT. After
experiments with different algorithms we chose a new variant of the Walksat
algorithm [26], described below.

We could simply SAT-encode our best CP model using one of the well-known
standard approaches, but the best model for local search is not necessarily the best
model for backtrack search [23]. In fact our SAT model is not identical to any of the
previous matrix models, for reasons given below. As before we suppose a b� k

matrix M of integers in Zg: For each row i; column j and value x define a Boolean
variable mijx which is true if and only if x occurs in position ði; jÞ. We also suppose
an alternative b� k

t

� �

matrix Aof integers in Zgt: For each row i; column j 0and value
y define a Boolean variable aij0y. The following constraints are defined for all
1 � i � b, 1 � j � k , 1 � j0 � k

t

� �

, x, x0 2 Zg and y, y0 2 Zgt. Each M and A position
must take exactly one symbol:

_

x

mijx ð1Þ

mijx _mijx0 ð2Þ

_

y

aij0y ð3Þ

aij0y _ aij0y0 ð4Þ

where x < x0 in (2) and y < y0 in (4). The coverage constraints are:

_

j0

aij0y ð5Þ

To channel between the two matrices we infer the values of the t entries in M for the
corresponding A entries:

aij0y _mijx ð6Þ

for all i; j; j0; x; y such that Mij ¼ x and Aij0 ¼ y are consistent. We refer to our SAT
model as the weakened matrix model because it omits several constraints, as follows.
Firstly the upper bound on the coverage constraints is hard to express in SAT. This
is an implied constraint, and though implied clauses sometimes aid local search
[3,18] they are not a necessary part of the model. Secondly, symmetry breaking
constraints can have a negative effect on local search performance [23]. Omitting
them aids local search by increasing the number of SAT solutions, and also by
reducing the size of the model and thus improving the flip rate (number of local
moves per second). We therefore omitted upper bound and symmetry breaking
constraints from our encoding.

The third difference is perhaps less obvious. When applying local search to a
SAT-encoded constraint satisfaction problem (CSP) it is common to omit clauses
ensuring that each CSP variable is assigned no more than one domain value [27],
again improving performance. A CSP solution can still be extracted from a SAT
solution by taking any one of the assigned domain values for each CSP variable.
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k g HW HR CK NU

3 3 9 9 9 –

3 4 16 16 16 –

3 5 25 25 25 –

3 6 36 36 36 –

3 7 49 49 49 –

4 3 9 9 9 –

4 4 16 16 16 –

4 5 25 25 25 –

4 6 37 48 37 37

4 7 49 49 49 –

5 2 6 6 6 –

5 3 11 15 11 –

5 4 16 16 16 –

5 5 25 25 25 –

5 6 39 48 39 –

5 7 52 49 49 –

6 3 12 15 12 –

6 4 19 24 19 19

6 5 25 25 25 –

6 6 42 48 41 –

6 7 58 49 49 –

7 3 12 15 12 –

7 4 21 28 21 21

7 5 29 45 29 29

7 6 45 48 42 –

7 7 61 49 49 –

8 3 14 15 13 –

8 4 23 28 23 23

8 5 34 45 33 –

8 6 48 48 42 –

8 7 63 49 49 –

k g HW HR CK MS NU

9 3 13 15 13 – –

9 4 24 28 24 – –

9 5 35 45 35 – 35

9 6 51 62 48 46 48

9 7 66 63 63 – –

10 3 14 15 14 – 14

10 4 25 28 24 – –

10 5 38 45 37 – 37

10 6 53 78 52 51 –

10 7 71 79 63 61 63

11 3 15 15 15 – –

11 4 25 28 25 – –

11 5 39 45 38 – 38

11 6 55 78 55 – –

11 7 73 91 73 67 –

Table 3 Results for CAð2;k; gÞ
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Here we may omit clauses (1, 3, 4). Note that we can still extract a CSP solution
from any SAT solution: by clauses (5) in any SAT solution each combination of
symbols occurs in at least one row of A for each combination of t columns; by
clauses (6) each such occurrence induces the corresponding entries in M; and by
clauses (2) no more than one value is possible in eachM position. In fact the omitted
clauses (1, 3, 4) are implied by clauses (2, 5, 6), and experiments suggest that
omitting them makes little difference to the search effort. It reduces the size of the
encoding but not its space complexity, which is dominated by the channelling
constraints and is Oð k

t

� �

btg tÞ literals.

7. Local Search Experiments

We use a new SAT local search algorithm, which works as follows. Starting from
a random initial truth assignment to all Boolean variables, it repeatedly selects
a violated clause (one in which all literals are false) and flips the truth value
of a heuristically-selected variable (if it is true then set it to false, and vice-versa). Such
a flip is guaranteed to satisfy the selected clause, but may cause others to become
unsatisfied. The key ingredient in such algorithms is the variable selection heuristic. In
our algorithm, with a given probability p we randomly select a variable, where p is a
noise parameter for the algorithm (this is called a random walk move in the
literature). Otherwise, with probability 1� p; we select the variable with smallest
score. The score for a variable v is defined as the change in the total number of
unsatisfied clauses that would result from flipping v; divided by the total number of

k g HW HR CK

9 2 12 18 12

10 2 12 18 12

11 2 12 18 12

12 2 15 18 15

13 2 16 19 16

14 2 17 19 16

15 2 18 19 17

16 2 18 19 17

17 2 18 24 18

18 2 20 24 18

5 3 33 45 33

6 3 33 45 33

7 3 40 45 45

8 3 46 45 45

9 3 51 75 51

k g HW HR

7 2 24 38

8 2 24 42

9 2 24 50

10 2 24 50

5 3 81 135

Table 4 Results for CAð3;k; gÞ

and CAð4;k; gÞ

214 Constraints (2006) 11: 199–219



flips on all variables other than v: Ties are broken by selecting the variable that was
least-recently flipped. However, if the clause contains several variables such that
flipping them would not create new unsatisfied clauses, then instead we randomly
select one of these variables; in the literature this is sometimes called a freebie move.
The aim of this scoring function is to minimise the number of unsatisfied clauses,
while preferring variables that have been flipped fewest times in the search so far.
This new variant of Walksat is a simple hybrid of two well-known variants that has
not, to the best of our knowledge, been described in the literature: it is HWSAT
[15] augmented with the freebie moves of SKC [26]. We shall call it HWFSAT, and
in experiments on covering arrays it gave better results than other variants tested.

Our results were found using HWFSAT with the noise parameter p set to 0.2, 0.3
or 0.4. In each case we chose the most promising value, after monitoring the
progress of the algorithm under each value. We ran it on a 733 MHz Pentium III,
using decreasing values of b until no solution was found after an hour. The results
for various values of t; k; g are shown in Tables 3 and 4 with the best result for each
instance shown in bold, and unavailable results denoted by B–.’’ We compare
HWFSAT results with those from several recent papers: HW denotes HWFSAT;
HR, Hartmann and Raskin [16]; CK, Chateaunef and Kreher [4] using a math-
ematical construction; MS, Meagher and Stevens [20] using group theory; and NU,
Nurmela [22] using Tabu search.

HWFSATwas able to reproduce the improved bounds found by ILOG Solver, and
to further improve some bounds. On some instances we could not match the best
results of the other approaches, and constructive methods are able to provide bounds
for much larger instances than we can handle. But SAT-based local search can find
solutions that are competitive with the best known results on many instances, and in
two cases we improve on the best known results, as far as we can ascertain: upper
bounds of 40 for CANð3; 7; 3Þ and 24 for CANð4; 10; 2Þ . Because of the earlier
finding that there is no CAð4; 7; 2Þ with value 23, shown in Table 2, the solution

Fig. 5 A solution showing that CANð3; 7; 3Þ � 40 (rows and columns transposed)

Fig. 4 An optimal covering array
CAð4; 10; 2Þ of size 24 (rows and

columns transposed)
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with value 24 found by HWFSAT for CAð4; 10; 2Þ is optimal, and 24 is also the
optimal value for k ¼ 7; 8 and 9. Examples of these results are shown in Figs. 4 and
5, with rows and columns transposed for space reasons. Our CANð4; k; gÞ results
also beat those of Hartman & Raskin. Though we do not expect the SAT approach
to scale to much larger problems because of increasing SAT model sizes, a local
search algorithm using a higher-level constraint model could avoid this problem.

8. Extensions

For reasons of clarity, we presented our models assuming a fixed binary alphabet and
uniform coverage. However, our models can easily be extended to model different
practical extensions:

– Larger alphabet. Although the results presented in Section 5 are only for
problems with a binary alphabet, our models do already handle non-binary
alphabets. The results in Tables 3 and 4 show that the local search model can
also handle this extension.

– Heterogeneous alphabets. The model can easily be extended to allow heteroge-
neous alphabets. The domains of the variables as well as the channelling
constraints need to be slightly changed to reflect this extension, but the essence
of the models remains the same.

– Partial coverage. To allow for partial coverage, we simply exclude from the
global cardinality constraints those values that represent the combinations that
need not appear in a solution.

– Side constraints. Covering array problems can come with side constraints such as
fixed columns or forbidden configurations [16]. CP is convenient for solving
problems with such constraints, which can simply be added to the model.

The last three extensions (heterogeneous alphabets, partial coverage and side
constraints) would reduce the symmetry inherent in the problem, and the symmetry-
breaking constraints would need to be adjusted accordingly.

9. Conclusion

We have presented constraint models of a core problem in combinatorial software
testing: the covering test problem. We consider four matrix models for the problem:

– The naı̈ve matrix model. This model compactly represents the problem.
However, it is difficult to express the coverage constraints in such a way that
we can efficiently reason about them.

– The alternative matrix model. This model uses compound variables, each
representing a tuple of variables in the naı̈ve model. We can thereby overcome
the disadvantages of the previous model by the use of powerful global cardinality
constraints. However, this comes at the cost of expressing binary intersection
constraints between the compound variables.

– The integrated matrix model. This model combines the complementary strengths
of both models. The coverage constraints are stated using the global cardinality
constraints while the intersection constraints become redundant with the
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channelling constraints linking the original variables and the compound
variables. The overhead of this integrated model is the increased number of
variables and the non-binary channelling constraints.

– The weakened matrix model. This is a modification of the integrated matrix
model, and designed for use with a SAT local search algorithm. It omits several
constraints with the aim of increasing the number of SAT solutions and reducing
runtime overheads.

The problems are highly symmetric, and it is important when using complete
backtracking search to deal with the symmetry effectively; we have shown that this
can be done.

We show that for moderate problem sizes with a CP approach one can find
provably optimal solutions, which improve on the published results. We further
showed that a local search algorithm on a SAT-encoding of the problem can find
improved solutions for somewhat larger instances. We proved optimality for one
instance (CAð4; 10; 2Þ) by a combination of local search to find the optimal solution
and complete search using the CP approach to prove that there is no smaller
CAð4; 7; 2Þ , and therefore no smaller CAð4; 10; 2Þ either. These results show the
applicability of constraint-based techniques to the problem, at least for instances up
to a certain size. This approach may find application to less pure versions of the
problem with side constraints, such as those found in some industrial applications.
The easy handling of side constraints (simply by adding them to the model) is one of
the advantages of CP.

In future work we will aim to further improve the presented results. One possible
direction for improvement could be exploring the effects of different value ordering
heuristics on backtrack search. Another direction is to design a dedicated local
search algorithm for the problem; this would greatly reduce model sizes, which
currently forms a bottleneck on the size of problems that we are able to solve.

The alternative and integrated models show the usefulness of compound
variables in expressing complex constraints so that they can propagate effectively.
Although similar variables have been used in the well-known dual graph translation
of a CSP with non-binary constraints into one with only binary constraints, this work
shows that they have wider application in making non-binary constraints easier to
express, without necessarily eliminating them. Further work will explore other
applications of this modelling pattern.
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