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Data mining is a new technology developed in recent years. +rough data mining, people can discover the valuable and potential
knowledge hidden behind the data and provide strong support for scientifically making various business decisions. +is paper
applies data mining technology to the college student information management system, mines student evaluation information
data, uses data mining technology to design student evaluation information modules, and digs out the factors that affect student
development and the various relationships between these factors. Predictive assessment of knowledge and personalized teaching
decision-making provide the basis. First, the general situation of genetic algorithm and fuzzy genetic algorithm is introduced, and
then, an improved genetic fuzzy clustering algorithm is proposed. Compared with traditional clustering algorithm and improved
genetic fuzzy clustering algorithm, the effectiveness of the algorithm proposed in this paper is proved. Based on the analysis system
development related tools andmethods, in response to the needs of the student informationmanagement system, a simple student
information management system is designed and implemented, which provides a platform and data source for the next ap-
plication of clustering algorithm for performance analysis. Finally, clustering the students’ scores with a clustering algorithm
based on fuzzy genetic algorithm, the experimental results show that this method can better analyze the students’ scores and help
relevant teachers and departments make decisions.

1. Introduction

Data mining started with the research of Knowledge Dis-
covery in Database (KDD). It is a key step in the process of
knowledge discovery [1]. Its production has its application
background. As the world moves towards an information
society, human beings ability to collect, organize, and
produce information using information technology has also
greatly improved, resulting in the creation of tens of
thousands of various types of databases [2]. Data mining
research does not only come from the accumulation of
mountains. +e demand for information processing is de-
veloped due to the urgent needs of all aspects of social
development, and it plays a huge role in scientific research,
technological development, production management,
market expansion, commercial operations, and government
offices. +e academic and business circles at home and
abroad attach great importance to the research and

development of data mining technology and software tools.
Data mining is an extremely young and active research field,
which combines the latest research results of database
technology, artificial intelligence, machine learning, statis-
tics, knowledge engineering, object-oriented methods, in-
formation retrieval, high-performance computing, and data
visualization. After more than ten years of research, many
new concepts and new methods have been produced. Es-
pecially in recent years, some basic concepts and methods
have become clear, and its research is developing in a more
in-depth direction [3].

With the continuous expansion of the scale of education,
the number of students has increased sharply, which has put
a lot of pressure on student management. +e informati-
zation of the student information management system is far
from satisfying the demand.+erefore, the goal of building a
digital campus is proposed, which is to use the Internet.
Based on the use of advanced information technology
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methods and tools, from the environment (including
equipment and classrooms), resources (such as diagrams,
handouts, courseware, and information), to activities (in-
cluding teaching, learning, management, service, and office),
all digitized data flows on the Internet, and one line of
students, disciplines, colleges, student information man-
agement, finance, etc. all realize computer management.+is
digital campus will accumulate a large amount of data. How
to mine the laws implicitly in the large amount of data so as
to use these laws to guide the work of the school, improve the
management of the entire school, and improve management
efficiency are an extremely meaningful work [4]. In response
to the above problems, we propose applying the data mining
method to the student information management system and
extracting useful student information through data mining.
Data mining is to extract valuable and interesting knowledge
from the data of large databases. +is knowledge is implicit,
unknown in advance, but potentially useful information.
Data mining means collecting some facts or observation
data. +e decision support process of the model is deter-
mined. It is an interdisciplinary subject that combines
theories and technologies in many fields such as artificial
intelligence, database technology, pattern recognition, ma-
chine learning, statistics, and data visualization. As a kind of
technology, data mining is in the chasm stage of its life cycle.
It needs time and energy to research, develop, and mature
gradually, and finally, it is accepted by people.

+is paper systematically summarizes cluster analysis,
one of the key technologies in data mining, conducts in-
depth research on cluster analysis, introduces the current
research hot issue—genetic algorithm optimization into
cluster analysis—and proposes a fuzzy genetic algorithm
clustering; the main content includes the following aspects:
on the basis of a brief introduction to the research back-
ground of the subject and the significance of the topic, the
current status of education informatization and data mining,
related concepts of cluster analysis, and clustering are in-
troduced. +is paper introduces the current research status
of education informatization and data mining, representa-
tive clustering algorithms, introduces traditional clustering
based on genetic algorithm and clustering based on fuzzy
genetic, and designs and implements a student information
management system. Finally, the article applies the hybrid
clustering algorithm based on fuzzy genetic algorithm to the
analysis of student performance and compares and analyzes
the clustering based on genetic algorithm and the clustering
based on fuzzy genetic algorithm.

2. Related Work

+e term Knowledge Discovery from Database (KDD) first
appeared in the 11th International Joint Artificial Intelli-
gence Conference [5]. After the first International Academic
Conference on Knowledge Discovery in Database (KDD)
and Data Mining (DM) was held in Canada in 1995, data
mining became popular. It is the concept of “knowledge
discovery,” and the deepening of knowledge discovery and
data mining is the product of the combination of artificial
intelligence, machine learning, and database [6]. +e scale of

the KDD International Symposium hosted by the American
Association for Artificial Intelligence has grown from the
original symposium to the international academic confer-
ence. +e research focus has gradually shifted from dis-
covery methods to system applications, focusing on the
integration of multiple discovery strategies and technologies,
and the integration of multiple disciplines.

+e domestic research on data mining was a little late
and did not form an overall strength. At present, many
domestic research institutes and universities are competing
to carry out basic theories and applied research on
knowledge discovery [7]. +ese units include Tsinghua
University, the Institute of Computing Technology of the
Chinese Academy of Sciences, the +ird Research Institute
of the Air Force, and the Naval Equipment Demonstration
Center. Compared with foreign countries, the research in the
field of data mining in our country is still in its infancy [8].
+e vast majority of work focuses on the design of local
algorithms, and there are few integrated system integration
designs. Due to the lack of core technology, data mining is
only a preliminary application in some domestic fields, such
as banking, finance, and GIS. At present, domestic colleges
and universities have not carried out extensive research on
data mining in the education system. Zhejiang University
uses association rule technology for personnel affairs. +e
information database is digging, trying to find the factors
that affect the development of the discipline, and the rela-
tionship between the various elements that affect the de-
velopment of the discipline. Today, as the network
application environment and trends are changing, the
campus network construction is transitioning from a 10-
Gigabit campus network to a “digital campus network.”
Digitization of the environment (including equipment and
classrooms), resources (such as diagrams, handouts,
courseware, and information), and activities (including
teaching, learning, management, service, and office),
thereby, enhances the efficiency of traditional campuses and
expands the traditional function of the campus, ultimately
realizing the comprehensive informatization of the educa-
tion process and achieving the purpose of improving the
quality of teaching, scientific research, and management [9].
A new era of education informatization is approaching, and
it will gradually enter the “data core era” from the past “basic
network core era.” Data mining technology will undoubtedly
play an increasingly important role in how to find the hidden
laws in a large amount of data and then apply these laws to
guide the work of the school. +e half-life period of an
algorithm being state-of-the-art shrinks also with increasing
investments in Data Science and with more and more people
being interested in the field of Data Science and Machine
Learning. Consecutively, this article might be already out of
date in a year. But for now, these are leading techniques that
help in the progress of creating better and better algorithms.

+e current research and development directions of
cluster analysis are as follows:

(1) Research on the scalability of the algorithm: that is,
the algorithm should be effective for both small data sets and
large data sets. (2) Research on nonnumerical data clus-
tering, which can handle both numerical data and
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processing. Nonnumerical data can handle both discrete
data and data in continuous domains. (3) Clustering studies
of arbitrary shapes can be found. Traditional algorithms
using Euclidean distance tend to find spheres with similar
density and size clusters, but for other clusters, they may be
arbitrary shapes, and it is extremely important to propose an
algorithm that can find clusters of arbitrary shapes. (4)
Research on algorithms for processing high-dimensional
data: many clustering algorithms are good at processing low-
dimensional data. In a high-dimensional space, especially
considering that such data may be highly skewed and ex-
tremely sparse, clustering is extremely difficult. (5) Research
on the ability to deal with noisy data: in real applications,
most of the data contains, in addition to outliers, unknown
data, vacancies, or erroneous data, and some clustering
algorithms are sensitive to such data and will lead to low-
quality clustering results, so the processing of noise is ex-
tremely important. (6) Fuzzy clustering research, such as the
clustering of information such as text, image, and sound
[10].

3. Cluster Analysis Based on Fuzzy
Genetic Algorithm

Lin et al. [11] propose an attention segmental recurrent
neural network (ASRNN) that relies on a hierarchical at-
tention neural semi-Markov conditional random fields
(semi-CRF) model for the task of sequence labeling. +eir
model uses a hierarchical structure to incorporate character-
level and word-level information and applies an attention
mechanism to both levels. +is enables their method to
differentiate more important information from less im-
portant information when constructing the segmental
representation. In this paper, the genetic algorithm is a
computational model that simulates Darwin’s genetic se-
lection and natural elimination of biological evolution. Its
ideas are derived from biological genetics and the natural law
of survival of the fittest. It is a search algorithm with an
iterative process of “survival + detection.” +e genetic al-
gorithm takes all individuals in a group as the object and uses
randomization technology to guide an efficient search of a
coded parameter space. Among them, selection, crossover,
and mutation constitute the genetic operation of the genetic
algorithm; parameter coding, initial group, the five elements
of the genetic algorithm, the design of the fitness function,
the design of the genetic operation, and the setting of the
control parameters constitute the core content of the genetic
algorithm [12]. As a new global optimization search algo-
rithm, the genetic algorithm is simple, versatile, and robust.
Practical and other outstanding characteristics have been
widely used in various fields, achieved good results, and
gradually become one of the important intelligent
algorithms.

3.1. Basic Principles. Before describing the basic principles,
first, use Figure 1 to visually describe the basic process of
genetic algorithm.

We are accustomed to refer to the Genetic Algorithm as
the traditional GA, which is the process described in figure 1
[13]. Its main steps can be described as follows:

(1) Coding: GA first expresses the solution data of the
solution space as the genotype string structure data
of the genetic space before searching. Different
combinations of these string structure data consti-
tute different points.

(2) Generation of initial population: N initial string
structure data are randomly generated, each string
structure data is called an individual, and N indi-
viduals constitute a group. GA starts iterating with
these N string structure data as the initial point.

(3) +e fitness value evaluation test: +e fitness function
indicates the pros and cons of the individual or
solution. Different problems have different ways of
defining the fitness function.

(4) Selection: +e purpose of selection is to select ex-
cellent individuals from the current population, so
that they have the opportunity to serve as parents to
breed offspring for the next generation. +e genetic
algorithm embodies this idea through the selection
process. +e principle of selection is that an indi-
vidual with strong adaptability has a high probability
of contributing one or more offspring to the next
generation. +e choice realizes Darwin’s survival of
the fittest principle.

(5) Crossover: Crossover operation is the most impor-
tant genetic operation in genetic algorithm. A new
generation of individuals can be obtained through
exchange operations. +e new individuals combine
the characteristics of their parents, and exchange
reflects the idea of information exchange.

(6) Variation: Variation first randomly selects an indi-
vidual in the group and randomly changes the value
of a string in the string structure data with a certain
probability for the selected individual. Like the bi-
ological world, the probability of mutation in GA is
extremely low, usually between 0.001 and 0.01.
Mutation provides opportunities for the creation of
new individuals [14].

3.2. Research on Improvement of Genetic Algorithm.
Classification is the most widely used task in data mining.
Classification is to make an accurate description or analysis
model for each category by analyzing the data in the sample
database. +e derived model is based on the analysis of the
training data set (that is, the data objects whose class labels
are known), mining classification rules, and then using the
classification rules to classify the records in other databases,
to find a concept description of the category, which rep-
resents the overall information of this kind of data, that is,
the connotation description of the category. +e typical
methods of establishing classification rules are AQ method,
rough set method, genetic classifier, and so on. +e con-
notation description of class is divided into feature
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description and discriminative description [15]. Feature
description is the description of common features of objects
in a class. Discriminant description is the description of the
difference between two or more classes. Feature description
allows common features among different classes. It is usually
represented by rules or decision tree pattern.+e schema can
map tuples in database to a given category. +e predicted
value of classification model can be discrete (such as judging
whether an animal is amphibian or mammal according to its
characteristics) or continuous (such as judging a person’s
salary range according to their education and work
experience).

Fuzzy genetic algorithm refers to the introduction of
fuzzy control theory into the genetic algorithm, and the
genetic algorithm is closer to the optimal solution in the
evolution process through fuzzy adjustment of the relevant
parameters of the genetic algorithm.

3.2.1. Chromosome Coding. In view of the fixed character-
istics of the initial cluster centers, we select fixed-length
chromosome coding [16]; that is, the length of the chro-
mosome remains unchanged during the genetic process.
According to the previous analysis, in FCM clustering based
on genetic algorithm, when chromosomes cross and mutate,
the value of each cluster center can be regarded as a whole;
that is, each cluster center is regarded as the basic unit of
chromosome. +is representation method can directly use
the number of the cluster centers in the sample set to
represent the cluster center, and its direct benefit is that it
can shorten the length of the chromosome code.

+e text is coded by symbols; that is, the chromosome
code is composed of the numbers of the K cluster centers in
the sample set. +e representation of chromosomes is

P � p1, p2, . . . , pk{ }. (1)

Among them, K is the number of clusters, pi � 1, 2, ..., k
is the number of the sample corresponding to the i-th cluster

center in the sample set, which is a natural number between
[1, n], and n is the number of samples.

3.2.2. Population Initialization. Randomly generate K dif-
ferent natural numbers between [1, n], and concatenate these
natural numbers to form a chromosome, where n is the
number of samples and c is the number of clusters. If the
population size is N, then N chromosomes are generated
according to the above method.

3.2.3. Design of Genetic Operators. +e selection operation
has a pivotal effect on the performance of the algorithm. In
the evolution of the genetic algorithm, we first adopt the
optimal preservation strategy to keep the individuals with
the highest fitness in the genetic process, so that they do not
participate in the cross-mutation operation, and then use the
roulette method, which is determined by the probability
distribution corresponding to the fitness function. Indi-
viduals in the current group are selected, crossed, and
mutated to improve the average fitness of the group [17].
Since it is more appropriate to select elite individuals to
account for 3%–6% of the population size, the population
size of the algorithm in this paper is 30, so we choose to
retain one elite individual.

+e detailed flow of the algorithm is shown in Figure 2.
When the genetic operation stops, it is necessary to find the
chromosome with the highest fitness in the last generation,
and its corresponding cluster center matrix P is the optimal
solution obtained by the genetic operation. Take this optimal
clustering center matrix as the initial clustering center of the
FCM algorithm, execute the FCM algorithm, calculate the
optimal fuzzy classification matrix, and then determine the
optimal clustering division according to the membership
division principle.

+e specific steps are as follows:

(1) Calculate the fitness of each chromosome.

Begin

Calculate objective 
value and �tness 

value

Initialization 

Selecting 

Crossover
Store the current individual 

objective value 

Mutation 

Satisfy termination 
condition

Output results 

Draw performance 
tracking diagram 

Yes

Calculate and store 
best/worst and average 

objective value for 
current individuals 

No

Figure 1: +e basic flow of genetic algorithm.
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(2) Put the most adaptable chromosomes directly into
the next generation population.

(3) Calculate the selection probability of each individual
according to formula (2):

Pselecti �
pi∑ni�1 pi, (2)

where n is the population size, and p is the fitness of
individual i.

(4) Calculate the cumulative probability P of each body
according to

Sum(P) �∑n
i�1

pselecti, (3)

(5) K�N− 1, where K is the number of times the roulette
has been turned, and N is the population size.

(6) Randomly generate a number ε between [0, 1]; if
ε< Sum(P), then select the first chromosome P1; if
else, choose the i-th chromosome Pi that makes
Sum(Pi−1)< ε< Sum(Pi).

(7) K�K− 1

(8) If K> 0, turn to (6); otherwise, end the selection.

3.2.4. Fitness Function Design. Symbol-encoded chromo-
some is a chromosome representation method with simple
representation and simple genetic operation, and it is easy to
understand. At the same time, it can ensure that the search
space of cluster centers does not increase with the genetic
process, which is conducive to the increase of algorithm
efficiency.

For Fuzzy Clustering Algorithm (FCM), the optimal
clustering result corresponds to the minimum value of the
objective function; that is, the better the clustering effect, the

Input maximum 
number of clusters

K = N – 1, where K is the number of 
times the roulette has been turned, 

and N is the population size.

Put the most 
adaptable 

chromosomes directly 
into the next 

generation population.

Calculate the 
selection 

probability of 
each individual 

according to 
formula

Initialization population 

K = K – 1

Calculate the fitness of 
each chromosome

End

Yes

No

Calculate the cumulative 
probability P of each body 
according to the formula

Randomly generate a number 
between [0, 1]

pselect
t
 = pi/∑

n
i–1pi

K > 0

Sum (P) = i–1
n

pselect
t

Figure 2: Algorithm flow chart of fuzzy clustering algorithm.
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smaller the number of meshes, and the greater the fitness
[18]. +erefore, the fitness function of the individual here
can be used to calculate the objective function:

f(S, P) � ∑m
k�1

∑n
i�1

λmikηik k, pi( ). (4)

With the help of FCM, the formula can be defined as

f(S, P) � F(S, P)− 1

� 1 +∑m
k�1

∑m
i�1

λmikηik k, pi( ) − 1

.
(5)

4. Experimental Simulation and Result Analysis

In order to compare the performance of the traditional fuzzy
clustering algorithm and the fuzzy clustering algorithm
based on genetic algorithm, we selected sets of standard data;
Impact Reporting and Investment Standards (IRIS) data set
was selected as the test sample set to compare the conver-
gence speed and optimization degree of each algorithm [19].
+e data consists of 120 sample points in a four-dimensional
space. +e four components of each sample represent the
petal length, petal width, sepal length, and sepal width of
IRIS. +e entire sample set contains three IRIS types: setosa,
versicolor, and virginica, each with 50 samples. +e first type
of IRIS data is well separated from the other two types, and
the other two types overlap. +is data is often used as
standard test data.

For the traditional FCM clustering algorithm, the cluster
centers are randomly selected. We can observe its com-
prehensive clustering effect through clustering many times.
Here, we run it 10 times and observe the clustering results.
+e experimental data is shown in Figure 3.

+e data in Figure 3 verifies that the accuracy of the
clustering results obtained by the traditional FCM algorithm
is not stable enough. It is extremely sensitive to the selected
initial cluster centers and thus falls into a local minimum.
For example, the result of the third run is not the global
optimal solution.

+e improved FCM algorithm first optimizes the initial
clustering center through an improved genetic algorithm
and uses the obtained optimal solution as the initial clus-
tering center of the FCM algorithm to start the FCM al-
gorithm.We also run the improved FCM algorithm 10 times
and observe the clustering results. +e experimental data are
shown in Figure 4.

+e data in Figure 4 shows that the FCM algorithm
optimized by the improved genetic algorithm can also en-
sure that the results of each convergence are correct and
consistent, avoiding the objective function from falling into
a local minimum, and the average number of iterations and
total running time are higher than those of traditional ones.

From the comparison in Figure 5, it can be seen that the
optimized FCM algorithm has a smaller objective function
value than FCM algorithm, and the average number of it-
erations is less. It can be seen that the optimization of the

initial center can not only avoid falling into the local
minimum, but also speed up FCM. In terms of time, al-
though it takes a lot of time to optimize the initial center with
genetic algorithm, it takes much less time to optimize the
FCM algorithm than the FCM algorithm, and the time used
is within the acceptable range of people. Moreover, if the
amount of data processed is large, each iteration of the FCM
algorithm will take a long time. At this time, reducing the
number of iterations may save more time. From this point of
view, the time spent optimizing cluster centers is completely
worthwhile.

5. Design and Implementation of Student
Information Management System

5.1. System Analysis and Design. Among them, the com-
puting method is based on the data density. By calculating
the distance of a group of data, cluster analysis can effectively
divide these data into several more dense clusters, and the
sum of the distances of the data in each cluster to the cluster
center is the smallest. After using the cluster analysis
technology, in the student performance evaluation, each
cluster is a score group, and the data in the center of each
cluster is the central score of the score group. Different
clusters divide each score group accordingly and give the
central score of different score groups correspondingly.
+ese central grades are one of the reference standards for
grading students’ grades. It can be seen from the above that
the score division based on cluster analysis is no longer the
absolute score division, but the relative score division.
+erefore, the score evaluation of students is more accurate.

+e design of the system adopts a structured design
method and divides the system requirements into different
subfunctionmodules according to their respective functions.
+is design method is not only clear in layers and clear in
structure, but also convenient for querying errors during
design and debugging, and the preparation of programs is
conveniently read [20]. Adopting this design method will
bring convenience to future maintenance work, and it is
easier to realize the system’s added functions and improved
functions. +e system is divided into four modules: student
information management, student status information
management, performance information management, and
reward and punishment information. Each module is sub-
divided into small modules to implement related functions
[21–27]. +e detailed function design is as follows, shown in
Figure 6.

(1) Student information management includes the es-
tablishment of freshmen’s admission personal file
management and the inquiry and modification of
school student information. +e establishment of
freshmen files includes the grades of information
such as department information, class information,
student ID, name, gender, and age, newly assigned to
the students. +e query and modification of student
information refer to the modification of student
information, such as the incorrect registration of
instant information such as new students, or the
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Figure 3: Clustering results of traditional FCM algorithm.
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change of student information, such as the change of
home address and contact information.

(2) Student status information management mainly
refers to the record of student status changes. Stu-
dent information query modification is mainly to
maintain the added student information, including
student information modification and student in-
formation deletion. +e realization of student in-
formation maintenance and management is
completed by modifying and querying the infor-
mation in the student basic table [28].

(3) +e management of score information includes the
registration and query of scores after each test.

(4) Reward and punishment information management
is mainly to reward students with outstanding
learning and punish students with poor
performance.

5.2. Analysis of Student Performance Based on Fuzzy Genetic
Algorithm Clustering. Student performance is the most
important part of the student information database, an
important basis for evaluating teaching quality, and an
important indicator of evaluating whether students have a
good grasp of the knowledge they have learned [29].
+erefore, how to evaluate students’ grades scientifically,
accurately, and fairly is the work that educators have been
studying for many years. With the continuous deepening of
the reform of the education system, especially after the credit
system teaching management system has become the
mainstream, the evaluation method of student performance
has developed from the single five-point system and the
hundred-point system in the past to the more widely used
hierarchical system today.

In order to better explain the application effect of the
above-mentioned improved algorithm in the student

achievement data mining system, 180 students’ achieve-
ments are selected for analysis.+e scores of 180 students are
divided into five grades (that is, excellent, good, interme-
diate, pass, and fail); the traditional division: those with 90
points or more are excellent, and those with 80 points or
more and less than 90 points are considered as excellent,
scores greater than or equal to 70 points and less than 80
points are considered medium, scores greater than or equal
to 60 points and less than 70 points are passed, and scores
less than 60 points are failed. +e results are shown in
Figure 7.

Divide the score into five grades (i.e., excellent, good,
medium, pass, and fail), and divide it according to the basic
k-means algorithm. If the initial cluster center is 75, 60, 65,
75, and 60, the results of the division are shown in Figure 8.

+e results are divided into five grades (i.e., excellent,
good, medium, pass, and fail). +e results of the k-means
algorithm based on fuzzy genetic algorithm are shown in
Figure 9.

From the comparison of Figures 7 and 8, it can be seen that
only one person is excellent in the traditional division method,
while the number of excellent people obtained according to the
basic k-means algorithm is four. +is division is for students
with 89.87 points, which is more reasonable. In addition, by
comparing Figure 8 with Figure 9, it can be seen that the result
of dividing according to the basic k-means algorithm is quite
dependent on the initial clustering center, and dividing
according to different initial clustering centers will result in
different clustering results. If the initial clustering center is not
well selected, the clustering result is easy to fall into the local
optimum. If you want to get a better clustering result, you
should select multiple groups of initial cluster centers for
multiple clustering divisions and then compare them to find a
better division as the final result. But this method is too de-
pendent on the operator’s mastery of the data.

Figure 9 is the clustering results obtained by taking 10
groups of initial cluster centers as 10 subgroups, and then
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Figure 6: System structure block diagram.
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using these 10 subgroups according to the fuzzy genetic
algorithm optimization algorithm. By comparing the overall
average error of Figures 7–9 (the overall average error of
Figure 7 is 1.98, the overall average error of Figure 8 is 2.11,
and the overall average error of Figure 9 is 1.94), the overall
average error of Figure 9 can be seen. +e error is obviously
smaller than the other two; that is to say, the clustering result
based on fuzzy genetic algorithm is more scientific, fair, and
reasonable.

Ullah et al. [30] pointed out that Terahertz-based 6G
networks promise the best speed and reliability, but they will
face new man-in-the-middle attacks. In such critical and
high-sensitive environments, the security of data and privacy
of information is still a big challenge. Without privacy-
preserving considerations, the configuration state may be
attacked or modified, thus causing security problems and
damage to data. In their article, motivated by the need to
secure 6G IoT networks, an ant colony optimization (ACO)
approach is presented by adopting multiple objectives, as
well as using transaction deletion to secure confidential and
sensitive information. We will work on the security of our
method in the next step.

6. Conclusion

As an important part of data mining, cluster analysis has
been widely used in various fields. Although various clus-
tering algorithms have been proposed, different algorithms
have their own characteristics. +erefore, in practical ap-
plications, the best clustering method should be selected or
designed according to specific analysis of specific problems.
Aiming at the deficiencies of the k-means clustering algo-
rithm, this paper proposes a new idea, combining fuzzy
genetic algorithm with an improved k-means algorithm,
which, to a certain extent, avoids the sensitivity of the
k-means algorithm to the initial clustering center. It is easy
to fall into the defect of local optimal solution. +e student
information system contains a lot of useful information to be
explored. Today, when the country is vigorously advocated
by science and education, this information is useful for
schools to better formulate learning.
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