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ABSTRACT 

Context-sensitive information is of vital importance to the moni-

toring of processes in control rooms, but its incorporation in cur-

rent state-of-the-art user interfaces is inadequate. By looking at a 

traffic control center as an example, this paper proposes an inter-

action concept for monitoring complex networks on large remote 

displays. Our approach is based on content-aware navigation with 

the goal to improve the navigation of the road network and the 

availability of context-sensitive information. We conducted a 

study comparing different navigation techniques as well as two 

techniques for visualizing context-sensitive information. 

Categories and Subject Descriptors 

H5.2. Information interfaces and presentation (e.g., HCI): Miscel-

laneous  

General Terms 

Design, Experimentation, Human Factors.  

Keywords 

Content-Aware navigation, Map-based Interaction, Control Room 

 

1. INTRODUCTION 
Traffic control rooms are technical facilities for monitoring and 

controlling automobile traffic. Over the last few decades, the 

growing amount of information has made the operator's tasks 

more complex. In this respect the generation of a mental model of 

the current system status, is of vital importance, in particular for 

the purpose of determining changes in the dynamics of the pro-

cess [1]. However, in the course of an increasing degree of auto-

mation it got accordingly difficult for operators to establish an 

appropriate mental model. We conducted a context-of-use analy-

sis in two freeway traffic monitoring control rooms. Its aim was to 

gain an understanding of the demands and tasks, and the social 

and physical environment that shape the work of operators as 

users of complex, safety-critical systems. The analysis revealed 

that operators are not adequately supported in their work, which 

mainly consists in monitoring, diagnosing and manipulating pro-

cess variables in the information spaces of the road networks. 

Process variables are context-sensitive information items which 

are linked to an element of the process. In traffic control rooms, 

context-sensitive information are for example the volume of traf-

fic or the state of dynamic traffic signs, that are both related to a 

road section. For monitoring, diagnosing and manipulating such 

process variables the operators generally have two display types 

at their disposal: large displays showing the network being moni-

tored (monitoring level), and small displays showing detailed 

information on a particular section of the network (manipulation 

level) (see Fig. 1). Our analysis revealed that such work environ-

ments do not provide any interlinking between these displays. 

Operators identify peculiar process changes (e. g. heavy traffic) in 

the network of roads with the aid of the overview map on the 

large display, and then manually move to the corresponding sec-

tion of the detail view on the small display. Due to its limited size, 

the large display always shows either just a part of the network or 

the entire network in less detail.  

 

Figure 1: A work environment in a traffic control room  

In this context, the constant monitoring of traffic density on the 

large remote display is an integral part of the operators' work. To 

be able to identify abnormal flow conditions such as the onset of 

congestion, the operator is reliant on navigating the map view at 

the monitoring level. However, navigation along road routes is 

currently exclusively achieved by vertical/horizontal scrolling or 

panning, which splits the navigation process into artificial sub-

steps. This paper proposes a navigation concept that offers an 

operator-guided navigation along roads. This content-aware navi-

gation provides context-sensitive information (e.g. traffic volume) 

at the road segment that is currently in focus. We present a con-

cept that combines both, context-sensitive information and con-

tent-aware navigation. Given the situation described at the begin-

ning and the results of our on-site analysis, we pose following 

research questions: (Q1) How can the navigation along the roads 

on remote displays be optimized? (Q2) How can context-sensitive 

information be displayed along roads on large displays? This 

paper proposes an approach to solving the stated problems and 

outlines the results of an initial user study. 

2. RELATED WORK  
There are several approaches to navigating information networks 

and graphs. Most of them, however, do not interlink the content of 

the information space. Ishak & Feiner [2] propose content-aware 

scrolling, an approach to optimize navigation along edges. Mos-

covich et al. [3] take a similar approach, covering two concepts: 

bring & go and link sliding. Bring & go is a technique by which 
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all navigation options (nodes) that are available from a specific 

node are projected into the visible display area. These navigation 

options can then be directly selected as the next step. In the par-

ticular context of traffic control centers, however, not only nodes 

(road junctions) are relevant, but also – and especially – context-

sensitive information, that refers to the course of the edges 

(roads). To access this context-sensitive information, it is essential 

to be able to navigate to any given point between two nodes. Link 

sliding, the second method developed by Moscovich et al. [3], 

enhances panning and zooming by a guided navigation in the 

context of an edge. Hence, only rough panning along the course 

of an edge is necessary. When a node is reached, the next target 

edge is selected. Most techniques used to display detailed infor-

mation can be divided into two categories: those which maintain a 

spatial separation between detailed+context information, and 

those which integrate detailed information into the context. Over-

view+detail visualizations maintain spatial separation from con-

text information, in order to prevent visual impairment caused by 

overlap. However, the drawback of this can be divided attention 

[4]. A further disadvantage of this type of display is that the rela-

tion to the context is diminished. Fisheye views, on the other 

hand, can be categorized as focus+context visualizations [5]. The-

se make use of visual distortion to provide a continuous visualiza-

tion of both local detail and global context. There are numerous 

studies comparing the both described categories. However the 

results are controversial: A study by Gutwin & Skopik [6] shows 

that fisheye views work as well as conventional user interfaces in 

a deictic task. Other studies, though, indicate that such views can 

cause usability problems in targeting or memorizing objects, so 

that, depending on the task in hand, they may not work as well as 

overview+detail views [7]. 

3. CONCEPT 
This paper describes a concept that addresses the two research 

questions as follows: the content-aware navigation (Q1) and the 

visualization of context-sensitive information (Q2). The overview 

on the remote large display is navigated by means of a self-

centering input device (SpaceNavigator) with 6 degrees of free-

dom (DOF). Zhai et al. [8] have already shown that these input 

devices increase the effectiveness of vector scrolling. In addition, 

the operator gets haptic feedback (see Fig. 2a-c).  

       

Figure 2 (a) Push/pull; (b) Tilting; (c) Rotation 

For monitoring a traffic control area on the large display, two 

crucial aspects have to be considered: firstly navigation along the 

roads, and secondly the display of context-sensitive information. 

Navigation is implemented with due account taken of the net-

work, i.e. the approach adopted is content-aware navigation. For 

the display of context-sensitive information that refers to respec-

tive roads, two approaches were compared in terms of the evalua-

tion: on the one hand a very abstract visualization unrelated to 

context (Split Screen) and on the other a type of visualization that 

is integrated into the context (Hybrid Magic Lens). 

3.1 Content-aware navigation 
A distinction is made between two types of navigation: free and 

content-aware navigation. In free navigation, the viewport is 

moved by tilting the SpaceNavigator, i.e. the viewport moves in 

the direction of tilt. The advantage over mouse-controlled pan-

ning, especially on remote large displays is continuity of move-

ment, i.e. navigation does not require to be split up into individual 

sub-steps. Zooming in and out can be done by pushing and pulling 

respectively. Further navigational support is offered to the opera-

tor by a polymodal navigation element (PNE) superimposed at the 

center of the screen (see Fig 3a-c). In free navigation, this PNE 

serves as a focal point to enable precise navigation. In addition, a 

directional arrow displayed inside the PNE indicates the current 

direction of tilt. 

In content-aware navigation, the PNE is enhanced by further 

functions. When the PNE is positioned over a road, rotating the 

SpaceNavigator (see Fig. 2c) establishes a link to that road (see 

Fig. 3a). The PNE, remaining fixed at the center of the display, 

now marks the current position on the road (see Fig. 3b). To make 

interlinking to individual roads from free navigation quicker and 

easier, the PNE snaps to the roads. This is achieved by overlaying 

dynamic force fields [9] over the roads. As soon as the PNE gets 

in the vicinity of a road, the navigation speed is also reduced to 

enable more accurate navigation. The link to a road can be re-

leased by a further rotational movement. To reduce error poten-

tial, a link to a road cannot be released in the vicinity of a junc-

tion. Once a link has been established to a road, the operator can 

follow the course of the road by tilting the SpaceNavigator (see 

Fig. 2b).  

    

Figure 3: Polymodal navigation element: (a) Change to con-

tent-aware navigation is possible; (b) Indication of position 

along the road; (c) Indication of selection at a junction 

It is sufficient to direct the tilt roughly toward the desired direc-

tion of movement along the road. While navigating the road, it is 

also possible to simultaneously adjust the degree of zoom by 

pushing and pulling (see Fig. 2a). While navigating along the 

road, the current section of the map is guided along underneath 

the PNE in accordance with the course of the road, so that the 

operator follows the actual course of the road and does not move 

in a series of straight lines as with panning. 

The use of a zoom-dependent navigation speed, enables appropri-

ate navigation at high and low zoom levels. In addition to the 

orientation-aiding function of the PNE, the fixed location of the 

element at the center of the display ensures that information items 

peripheral to the focal point (e.g. the course of the road and the 

traffic density) do not fall out of range of the screen. Traversing 

long distances is possible by jumping from junction to junction. 

This requires tilting twice in quick succession in the desired direc-

tion. Once a jump is initiated, a rapid automatic navigation along 

the road to the next junction is triggered. This animation preserves 

the user's sense of continuity [10], which makes orientation on the 

map easier. Combining manual and automatic navigation leverag-

es the benefits of both navigation concepts described in [3]: bring 

& go and link sliding. At road junctions, navigation is automati-

cally interrupted and the PNE changes color, indicating that junc-

tion mode has been activated. In this mode, the desired road can 

be selected by making a further tilting movement in the desired 

(a) (b) 

(a) (b) 

(c) 

(c) 
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direction. This movement needs to be performed just roughly in 

the direction of the anticipated route; the road that is ultimately 

selected is the one that best matches the direction of tilt. In net-

works with a complex structure (in which many paths converge 

together at one junction) the anticipated path can be selected by 

rotating the SpaceNavigator. The selected road is color-

highlighted to give the operator direct visual feedback (see Fig. 

3c). The rotational movement shifts the focus between the availa-

ble individual paths in sequence. This low degree of freedom 

helps to avoid input errors. 

3.2 Context-sensitive information 
Content-aware navigation has the advantage that context-

sensitive information relating to the current position on the road 

can be accessed at any time. For the purpose of monitoring a traf-

fic control area, the aspects of prime relevance are the traffic situ-

ation in the individual lanes and the closed-circuit television 

(CCTV) pictures of various route segments. Two concepts for 

displaying context-sensitive information were developed and 

compared with one another. In both concepts, traffic density in 

individual lanes is coded as follows: red means congestion, yel-

low indicates high traffic density, and green shows that traffic is 

flowing normally.  

In the first concept a split screen visualization, there is a spatial 

separation between context-sensitive information and context 

information. Context-sensitive information relating to the current 

position on the road is visualized at the lower edge of the screen 

(see Fig 4). The spatial separation between context-sensitive in-

formation and context information prevents visual impairment due 

to overlap. While the road is navigated, the section of context-

sensitive information moves along parallel to the PNE. CCTV 

pictures are integrated into the center of the roads. When the op-

erator navigates along the course of the road section, context-

sensitive information moves parallel to the PNE. 

 

Figure 4: Split Screen Visualization 

The second visualization variant enables the operator to observe 

traffic sectors of interest more closely without losing the spatial 

context. This is achieved using a Hybrid Magic Lens (HML) (see 

Fig. 5), which allows both semantic and graphical zooming into 

map sections. To ensure that graphical zooming is not provided at 

the expense of continuity of display, a fisheye view is employed. 

This has the advantage that the operator does not lose sight of the 

course of the roads, i.e. context information. In this way the prob-

lem of divided attention is avoided. The algorithm used to pro-

duce the fisheye lens is one which merely enlarges the focal area 

without distorting it. Only within the focal area of the fisheye lens 

detailed information, such as the traffic situation in individual 

lanes and CCTV pictures, is provided and displayed via a further 

magic lens filter. The HML always remains located at the center 

of the screen, and so replaces the PNE – the map is guided along 

underneath the lens. The degree of detail of the supplementary 

information within the HML can be controlled by zooming. For 

this purpose, four degrees of semantic zoom are offered: 1. low-

power lens; 2. cumulative visualization of the traffic situation in 

each direction; 3. traffic situation in each lane: 4. traffic situation 

in each lane with CCTV pictures. The CCTV pictures are placed 

within the HML in such a way that ensures minimal overlap with 

other information (see Fig 5). 

 

Figure 5: HML visualization with CCTV pictures 

4. USER STUDY 
The navigation concept was tested by experimental user study 

involving 24 students (14 female, 10 male). In a within-subjects 

design, different variants of the navigation concept were com-

pared with one another. Besides the opportunity following a road 

by means of a tilting movement, the test participants were also 

given the possibility of following the road by rotating the Space-

Navigator (Q1). The two visualization concepts in combination 

with the content-aware navigation were compared with one an-

other investigating operator-specific tasks (Q2). The participants 

were asked to slip into the role of an operator, performing typical 

tasks such as identifying the position of an onset of congestion. 

After having gone through the tasks for each navigation and visu-

alization concept, the test participants were asked to give subjec-

tive assessments, which were recorded with questionnaires and 

interviews and finally compared with one another by means of 

further questionnaires. 

Results Q1: The results show that the navigation concept in con-

junction with the SpaceNavigator as input device was entirely 

consistent with the test participants' expectations (M = 4.03; 

SD = 0.64; scale from 0 "very bad" to 5 "very good"). It turned 

out that the tilting movement was clearly preferred by the test 

participants (83%), who agreed that the reason for this decision 

was that the direction of tilt and navigation was based on real-

world mappings (i.e. commonly known directional coding). The 

function that allowed long distances to be traversed quickly with-

out losing content awareness was rated particularly important 

(96%). The subjective responses to the questionnaire approved 

that free navigation with the aid of the SpaceNavigator was con-

sistent with the participants' expectations (M = 3.54; SD = 0.58; 

scale from 0 "definitely not" to 4 "absolutely"). The indication of 

the current direction of tilt was judged by 83% of the participants 

to be a helpful feature. On average, the participants preferred free 

navigation using the SpaceNavigator to their individual experi-

ence with a conventional mouse (which was not offered as an 

option in the test setting) (M = 2.63; SD = 0.81; scale from 0 

"considerably worse" to 4 "considerably better").  

Results Q2: 71% of the participants preferred the HML visualiza-

tion for performing operator-specific tasks. This is due to the fact 

that in the split screen variant participants had major problems in 

forming mental associations between the linear presentation in the 

detail view and the curving course in the map view. Additionally, 
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the direction of navigation along curving roads does not neces-

sarily correspond with the direction of movement of the detail 

view. Figure 6 illustrates this issue: At position P1 the road to 

Munich leads away to the left. At position P2, on the other hand, 

it is necessary to navigate right to get to Munich. The directional 

coding of the directions of travel in the detail view, however, 

remains constant. This means that at position P2 the direction of 

travel visualized in the detail view is inconsistent with the direc-

tion of navigation on the map. Adapting the direction coding in 

the detail view, though, may lead to confusion, as a change of this 

sort is easily overlooked.   

 

Figure 6: Problem of directional coding with split screen 

Participative observations confirmed that 66% of all tasks per-

formed using split screen visualization involved problems in 

mapping the horizontal detail view to the course of the road. A 

further reason for the preference for the HML visualization was 

that important context-sensitive information, such as that provided 

by CCTV pictures, is shown closer to the context, and that the 

degree of detail can be adjusted as required using the zoom func-

tion. The greatest advantage of the HML visualization to the split 

screen variant, however, is the clarity of the direct association 

between detailed information and context information. With HML 

visualization, the test participants found it distinctly easier to 

establish an association between the context-sensitive information 

and the course of the road. The implicit display of detailed infor-

mation using HML visualization may therefore be particularly 

recommended in conjunction with content-aware navigation. 

5. CONCLUSION AND FUTURE WORK 
The concept of content-aware navigation proposed in this paper 

has proven to be a very sound way of adapting interaction with a 

road map with respect to the needs of an operator. The navigation 

concepts presented here, in conjunction with the SpaceNavigator 

as input device, were consistent with the expectations of the test 

participants (Q1). In addition, the comprehensibility of the con-

cepts was assessed very positive. The implicit presentation of 

context-sensitive information using HML visualization may be 

particularly recommended in conjunction with content-aware 

navigation (Q2). The known problems [7] of fisheye distortion 

can be significantly reduced by navigation guided in this way. 

The greatest advantage of HML visualization over the split screen 

variant is the clarity of the association between detailed infor-

mation and context information.  

Although the navigation and visualization concepts were tested 

only in a single-user setting they can also be used in a multi-user 

environment like it is often predominant in traffic control rooms. 

The study showed that the participants preferred the visualization 

of process variables within the context like it is realized in the 

HML visualization. In a multi-user environment each operator 

could interact with his/her own HML. Another way to enable an 

integrated view is provided by the Mélange Space Folding [11] 

technique. Mélange is a distortion technique which folds the in-

formation space to guarantee visibility of multiple focus regions 

while the folds themselves show contextual information (see 

Fig. 7). Using this technique it would be possible to provide an 

overview over the entire information space and at the same time 

display local details. The advantage of Mélange compared to a 

visualization using fisheye lenses is a visual cue of the distances, 

which is provided by the depths of the individual folds. However, 

the authors noted, that to use Mélange there is a need for further 

interaction techniques. The content-aware navigation is one po-

tential way to address this requirement. Each operator could move 

one or more focus points (PNE) with the help of the content-

aware navigation.   

 

Figure 7: Visualization of context-sensitive information  

The information space could be folded dynamically, depending on 

the location of these focus points. This means while a focus point 

is moved, the folding of the information space would be adjusted 

in real time. Through this interaction, a continuous change of the 

folding would be ensured, which facilitates orientation. For the 

new concept, a study of operators in the context of traffic en-

forcement is planned. Beyond this study, it is intended to investi-

gate to what extent the concepts can also be applied to other do-

mains, such as power distribution control rooms. 
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