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Abstract 

Content-Based Image Retrieval (CBIR) from a large database is becoming a necessity for many ap-

plications such as medical imaging, Geographic Information Systems (GIS), space search and many 

others. However, the process of retrieving relevant images is usually preceded by extracting some 

discriminating features that can best describe the database images. Therefore, the retrieval 

process is mainly dependent on comparing the captured features which depict the most important 

characteristics of images instead of comparing the whole images. In this paper, we propose a CBIR 

method by extracting both color and texture feature vectors using the Discrete Wavelet Transform 

(DWT) and the Self Organizing Map (SOM) artificial neural networks. At query time texture vectors 

are compared using a similarity measure which is the Euclidean distance and the most similar 

image is retrieved. In addition, other relevant images are also retrieved using the neighborhood of 

the most similar image from the clustered data set via SOM. The proposed method demonstrated 

promising retrieval results on the Wang Database compared to the existing methods in literature. 
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1. Introduction 

Content-Based Image Retrieval (CBIR) is a technique to search and index images in a large collection database 

based on their visual contents like colors, textures, shapes or spatial layouts instead of using tags or other de-

scripting metadata keywords that might associate with the images in the database [1]. 

Typically, most CBIR systems work by extracting one or more multi-dimensional vectors from each image in 

the database, this process is done in a posterior step to start retrieving. At query time, the same vectors are 

usually extracted from the query image and a similarity based function is used then to quantify the amount of 

difference between the query image vector and other images vectors in the database. Images that have similar 
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vectors to the query one are finally retrieved as a result. 

Content Based Image Retrieval finds its applications in many domains such as medical diagnostics, GIS and 

military applications, pattern recognition, computer vision and many others [2]. However, in most applications 

CBIR systems are basically depending on extracting some features, i.e. characteristics that can capture certain 

visual properties of an image either globally for the entire image or locally for its regions [3] [4] and deciding 

the features that can effectively discriminate images and help in matching the most similar ones is the most 

challenging issue in CBIR systems. 

Color features are widely used in CBIR systems as they are independent of image size and orientation [5]. 

They are usually extracted from different color spaces, e.g. RGB, HSV, YCbCr, by computing the color histo-

gram, color moments or dominant colors. Zhang et al. [6] calculated the color histogram in the HSV color space 

then he quantized the Hue and Saturation into eight bins while the Value channel was quantized into four bins. 

Color histograms don’t capture the spatial relationships of color regions, so they don’t robustly match similar 

image regions. 

Stricker and Orengo [7] suggested using the first three color moments (mean, variance and skewness) for each 

color channel of the HSV color system in order to store each image as a color vector with (9) features. This 

technique proved its efficiency in matching similar images better than calculating the color histogram. 

Liu et al. [8] extracted the dominant colors by segmenting images into regions, obtaining the histogram for 

every region and taking the bin with the maximum size as a dominant color for this region. 

In this paper, we decomposed the HSV images using the Discrete Wavelet Transform (DWT) and then quan-

tized the resulted approximation sub band to extract a set of dominant coefficients to form the color vector. 

Extracting the color vectors are easy to compute and don’t take long processing time. However, depending on 

them as a sole factor for deciding the images similarity will usually result it retrieving images with similar color 

distributions regardless their contents similarity. So extracting texture vectors, which represent the spatial ar-

rangement of pixels in the grey level [9] beside the color ones, becomes an essential step to retrieve more accu-

rate results. 

The wavelet-based methods, e.g. standard wavelet t and Gabor wavelet, are the most commonly used tech-

niques to extract the texture vectors as they provide better spatial information [10] [11]. Thirunavuk et al. [12] 

proposed using the 2D Dual Tree Discrete wavelet transform to each color channel of the YCbCr color space. 

Then the mean, energy, standard deviation and entropy values were calculated for each of the sub bands. Lahmi-

ri and Boukadoum [13] used the Discrete Wavelet Transform (DWT) to obtain the (HH) frequency sub band and 

then applied the Gabor filter bank at different scales and orientations. Entropy and uniformity were then calcu-

lated and stored; this method gives better and more accurate classification results than using any of the DWT or 

the Gabor filter alone for extracting the features. In this paper we extracted the texture vectors by converting the 

images into grey scale ones, after that we applied the DWT and calculated the mean value for each block of pix-

els for the resulted four frequency sub bands. 

The main motivation of this work was to retrieve images that best match the query image in colors and tex-

tures. So we suggested clustering the images based on their color vectors to group images with similar color 

characteristics in the same cluster. The decision on images similarity was made by calculating the Euclidean dis- 

tance between the query image’s texture vector and the database images’ texture vectors. So the most texturally 

similar image (I), which is the one that has the minimum Euclidean distance from the query image, was first re-

trieved and used to identify the index of the cluster within which the search for further similar images was 

bounded. Results showed that the proposed method allowed retrieving images with better precession average 

values than others reported in literature [12] [14]. 

The rest of this paper is organized as follows: Section 2 explains the proposed method, Experimental results 

and discussions are given in Section 3. And Section 4 concludes the work. 

2. Content-Based Image Retrieval Using Self Organizing Map and Discrete  
Wavelet Transform 

Two kinds of vectors were extracted from each image in the database. The first vector held the color information 

while the other one was used for the texture information. Images were then clustered according to their color 

vectors and this process yielded in grouping images with similar color trends in the same and neighboring clus-

ters as we applied the Self Organizing Map (SOM) clustering technique to make use of its topology preserving 
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property [15]. For the query image, we only extracted a texture vector, and then we calculated the texture simi-

larity between it and every single texture vector in the database. The most similar image (I) to the query mage 

(Q) was first retrieved from the database while other texturally similar images were retrieved from the same 

cluster of (I). Figure 1 shows the block diagram for the proposed method and the algorithm below concludes the 

method: 

1) Pre-processing: for each image in the database 

a) Extract the Color Vector by: 

i) Converting the image into the HSV colors space; 

ii) Decomposing the image using the DWT for (2) levels; 

iii) Quantizing the coefficients the of first color channel of the Approximation (LL2) sub band using SOM; 

iv) Taking the most dominant (16) coefficient as color vector;  

b) Extract the Texture Vector by: 

i) Converting the image into grey scale image; 

ii) Decomposing the image using the DWT for (2) levels; 

iii) Computing the mean value for each block of pixels for all resulted sub bands. 

2) At query time 

a) Extract the texture vector in the same way used for the database images; 

b) Compare the texture similarity between the query image and the database images; 

c) Retrieve the most similar image (I); 

d) Define the cluster within which (I) is located; 

e) Retrieve other most texturally similar images from the same cluster of (I). 

2.1. Extracting Color Vectors 

Discrete Wavelet Transformation (DWT) decomposes (analyzes) the image (signal) into a set of approximations 

and details by passing it through two complementary filters (high pass (H) and low pass (L) filters) [9] (Figure 2). 

This process results in a sequence of spatially oriented frequency channels called sub bands as follows: 

1) The Approximation sub band (LL): describes the low frequency components in the horizontal and vertical 

directions of the image. It presents the general trend of pixel values (wavelet approximation of the original im-

age); 

2) The Horizontal detail sub band (LH): describes the low frequency components in the horizontal direction 

and the high frequency components in the vertical direction, represents the Horizontal edges; 

3) The Vertical detail sub band (HL): describes the high frequency components in the horizontal direction and 

the low frequency components in the vertical direction, it detects the Vertical edges; 

4) The Diagonal detail sub band (HH): describes the high frequency components in both directions, detects 

the corners. 

All of these sub bands can be reassembled back to reproduce the original image without loss of information in 

a process called reconstruction or synthesis. 

DWT is able to decompose the image (R × C) into 4 sub bands with lower spatial resolution (R/2 × C/2) by 

down sampling it by a factor of (2). However, for each level of decomposition (N) a hierarchal structure of dif-

ferent frequency sub bands (3N + 1) will result, i.e. three levels of decomposition results in (10) different fre-

quency sub bands as shown in Figure 3. 

We used the HSV color space to extract the color vectors from each image in the database as it was widely 

used in the previous works [6] [7] and it corresponds closely to the human visual system [16]. A color in the 

HSV color space is represented by Hue: which is used to distinguish colors and it also represents the nature of 

the color; Saturation: measures the degree to which a pure color is mixed by white light; and the Value: repre- 

sents the perceived light intensity [17]. Zhao et al. [18] indicated that the chromaticity component in HSV color 

pace is separated from the brightness; such that the Value component represents the brightness while Hue and 

Saturation components represent the chromaticity. To reduce the dimensionality of data and the computation 

time, we mainly concentrated on the Hue channel as human eye is more sensitive to its variations compared to 

the variations in Saturation [19]. 

We have generated a general approximation for every HSV image by decomposing it for two levels. Decom-

posing images for more levels will result in more generalization (more down samplings) and more loss of details  
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Figure 1. Block diagram for CBIR using SOM and DWT.                                            

 

 

Figure 2. Discrete wavelet sub-band decomposition.                                                   

 

which will affect the retrieving results. Decomposition process can be concluded by the following two steps: 

1) Decompose the image for the first level, this step produces the first (4) sub bands (LL1, LH1, HL1, HH1) 

and each of which was down sampled by a factor of (2). 

2) Decompose the resulted Approximation sub band (LL1) for another level to produce (LL2, LH2, HL2, 

HH2) and each of which was also down sampled by a factor of (2). 

We then quantized the coefficients of the first color channel (Hue) of the (LL2) sub band (as it represents a 
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Figure 3. Illustrating the 3 levels of decomposition.     

 

general approximation of the image (image icon)) to obtain the most dominant (16) coefficients as discriminat-

ing features for the color vector. 

We applied the proposed technique on the Wang database after resizing the images to (256 × 256), so the re-

sulted (LL2) sub band had a (64 × 64) size and we found that extracting more than (16) coefficients increased 

the computation time without adding any significant improvement on the retrieved results. 

After extracting the color vectors from the database images, they were clustered in order to group images with 

similar color characteristics in the same cluster. Quantization and image clustering were both done using the Self 

Organizing Map (SOM) technique as neural networks algorithms proved many advantageous in vector quantita-

tion [20] and SOM is a well-known unsupervised neural network algorithm which has been used for many ap-

plications [21]. Moreover, Pei and Lo [22] indicate that SOM is a good tool for color quantization because of its 

topology-preserving property, such that it preserves the neighboring pixel relationship [15] and reflects it on the 

resulted neighboring clusters [23]. 

Self Organizing Map (SOM) 

SOM is a competitive unsupervised learning clustering technique that is used to classify unlabeled data into a set 

of clusters displayed usually in a regular Two-Dimensional array [21]. Each cluster in the SOM neural network 

is referred to as a neuron and associated with parametric reference vector (weight) which has the same dimen-

sion as the data to be classified. Self Organizing Map network consists of two layers called the input and the 

output layers as shown in Figure 4. 

Each neuron in the input layer is fully connected to every neuron in the output layer using weighted connec-

tions (synapses). The output layer structure can have a raw form (One-Dimensional), lattice form (Two-Dimen- 

sional) or they can be arranged in Three-Dimensional mesh of neurons. 

At the beginning a random value is assigned for each of the output neuron (W) vector elements (W = w1, w2, 

∙∙∙, wn), these values correspond to the overall density function of the input space and are used to absorb similar 

input vectors which also have the same dimensionality as the output neurons. Similar input vectors are found 

according to a predefined similarity measure function, usually the Euclidean distance [23], according to the fol-

lowing Equation: 

( ) ( )( )1/2
2

1
,

n
v v

v
D w d w d

=
= −∑                             (1) 

D(w, d): Distance function. 

wv: the output neuron vector which consists of (n) number of features. 

dv: the training input vector which consists of (n) number of features. 

In training phase, each training input vector dv (all coefficients of the 1st color channel of the LL2 in the case 

of color quantization, while the set of all color vectors in the case of image clustering) seeks to find its best sim-

ilar output neuron Best Matching Unit BMU, which is the one that has the minimum Euclidean distance from  
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Figure 4. SOM structure.             

 

the currently training input vector, then the weight of the (BMU) and its topological neighbors vectors are 

stretched toward this training vector according to the following updating rule [21]: 

( ) ( ) ( ) ( ) ( ) ( )1n n n nW e W e e h e d e W eα+ = + ⋅ + −                   (2) 

e: epoch number as the training phase runs for a specified number of epochs. 

wn(e + 1): The weight of neuron ( n) in the next epoch. 

wn(e): The weight of neuron ( n) in the current epoch. 

α(e): Learning rate at current epoch. 

hn(e): The neighbor kernel around the BMU, it defines the region of influence that a training vector has on the 

SOM. 

d(e): The weight of the selected input vector in the current epoch. 

By the end of the training phase, the output neurons will have weights that are actually formed by the input 

space. 

In this paper, we used SOM for two purposes: 1) To extract the most dominant coefficients (quantize the 

coefficients); 2) To group similar images into clusters. In both cases we used the two-dimensional (Grid) output 

layer structure. However, one input neuron and 16 output neurons were used to extract the most dominant (16) 

coefficients from the first color channel of the Approximation sub band (LL2). And (16) input neurons (as each 

color vector has 16 elements) and (9) output neurons were used to cluster images colors vectors for (9) clusters. 

The number of the extracted coefficients and the number of clusters were experimentally chosen taking into ac-

count the computation time. 

2.2. Extracting Texture Vectors 

To extract the texture vector, all images were converted to grey scale images as [24] defined textures as, “Tex-

ture is an attribute representing the spatial arrangement of the grey levels of the pixels in a region or image”, and 

many researchers extracted texture features from grey scale images as well [25] [26]. Images then were decom-

posed using the DWT method for two levels and the resulted (4) sub bands (LL2, LH2, HL2, HH2) were used to 

extract the texture vectors by calculating the mean value for each (8 × 8) block of pixels, the block size was ex-

perimentally decided as the size of each of the resulted sub bands was (64 × 64). Extracting the mean value from 

each (8 × 8) block of pixels will result in a texture vector with 64 elements which will be used then to compare 

images similarity instead of comparing all (256 × 256) image pixels. The same technique of extracting the tex-

ture vector was also applied for the query image (Q). 
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3. Results 

The proposed method has been tested using the Wang database, which has (1000) images in the JPEG format 

and categorized into (10) categories (African People, Beach, Building, Buses, Dinosaurs, Elephants, Flowers, 

Horses, Mountains and Food). 

First of all, images were resized to (265 × 265) and converted from the RGB color space into the HSV color 

space. They were down sampled then by decomposing them for two levels using the DWT. As a result, the size 

of each of the resulted sub bands became (64 × 64). 

The first color channel of the LL2 sub band is then quantized using SOM and the most dominant (16) coeffi-

cients were selected to form the color vector. After extracting the color vectors, images were clustered into a set 

of (9) clusters using also the SOM technique, to group images with similar colors characteristics in the same and 

neighboring clusters. 

To extract the texture vectors, all images were converted to grey scale images and also decomposed for two 

levels using the DWT. The mean value for each (8 × 8) block of the all level (2) sub bands coefficients were 

computed and stored as texture vectors so each image is stored as vector with (64) elements. 

For every query image, the texture vector is extracted by the same way used for extracting the database im-

ages texture vectors and the most similar image to the query one is then retrieved by calculating the Euclidean 

Distance between the query (Q) image texture vector and every texture vector (M) in the database according to 

the following Equation: 

( )( )1 2
264

1 f ff
D Q M

=
= −∑                                 (3) 

where:  

D: Distance between the Query image texture vector (Q) and image texture vector (M) in the database.  

f : the features index in the texture vector. 

The most similar image (the one that has the smallest distance) to the query image is first retrieved while oth-

er texturally similar images are retrieved from the same cluster of that image. Each of the images in the database 

was taken as a query image and compared to the other (999) images while the top (5) similar images were just 

retrieved. The performance of the retrieval system was measured by calculating the precision value according to 

the following Equation as it was found in [12]: 

R
P

T
=                                          (4) 

where: 

R: The number of retrieved relevant images. 

T: The total number of retrieved images. 

Experiments were done by retrieving the most similar images to the query image from the same cluster of the 

most similar image. Other experiments were also done by retrieving images from neighboring clusters in order 

to experimentally determine the best retrieval results (Figure 5). 

Figure 5 shows how the way in which (9) clusters could be arranged in the grid SOM output layer and it also 

gives an idea about the retrieving process. In (5.A) images were only retrieved from the same cluster (i) of the 

most similar image, while in (5.B) similar images were retrieved from (5) clusters (cluster (i) and its 4 neigh-

boring clusters). In (5.C) the top (5) similar images were retrieved from (i) and its (8) neighboring clusters. 

Figure 6 shows the effect of selecting the top (5) similar images from the same cluster of the most similar 

image (I) and from its (1, 2, 3, 4, 8) neighboring clusters on the average precision value. 

The results showed that retrieving images from the same cluster of the most similar image (I) gives the high-

est average precision values i.e. the best retrieving results as the retrieving process was focusing on selecting the 

most texturally similar images from a cluster that bounds images with so much similar colors, unlike retrieving 

from more than one cluster where the focus was on retrieving the nearest texturally similar images from clusters 

that have images with different degree of colors similarity. 

Selecting from two clusters (the cluster that has the most similar image and one of its four neighbors) gives 

the lowest precision values as we took the average value for four retrieving experiments i.e. retrieving from one 

of the 4 neighbors at a time, the same was done for retrieving from 3 and 4 clusters, and this indicates that the 

location of the neighboring cluster from which the images were selected affect the retrieving results as the num- 
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Figure 5. Image retrieving process.                                                  

 

 

Figure 6. The effect of retrieving from different number of clusters on average precision 

value.                                                                             

 

ber of similar images that might be grouped in each of the neighboring clusters differs from one cluster to 

another. 

Our results were also compared with others reported in [12] [14] and proved their efficiency over them as de-

picted in Table 1 and Table 2 shows a sample of visual results. 

4. Conclusions 

In this article, we proposed a method to retrieve relevant content based images using both color and texture vec-

tors. Images were first clustered based on their most dominant (16) color coefficients, while images texture vec-

tors were extracted by converting them to grey images, decomposing them for two levels using the DWT and 

calculating the mean value for each block of pixels from the (4) sub bands of level (2). 

Results showed that the proposed method is able to retrieve images with higher average precision values than 

other methods proposed in literature by just comparing the texture similarity and without any need to compare 

color similarities as images are already grouped according to their colors and the top 5 similar images are re-

trieved from the same cluster of the image that has most similar texture features to the query image. 
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Table 1. Average precession values.                                                                         

No. Category Precision Precision [12] Precision [14] 

1 African People 27.8 27 13.3 

2 Beach 54.2 33.4 26.15 

3 Building 34.4 35 11.05 

4 Buses 52.6 32.2 17.25 

5 Dinosaurs 52.6 32.2 17.25 

6 Elephant 55.6 38.4 34.9 

7 Flowers 82.8 29.6 49.5 

8 Horses 74.8 34.6 20.8 

9 Mountains 50 38 25.9 

10 Food 30.4 40 15.6 

 Average 55.88 33.86 31.09 

 
Table 2. Visual comparison.                                                                               

Query Image Top 5 Retrieved images 
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Other techniques may be applied in the future by using stochastic artificial neural network like Restricted 

Boltzman Machine (RBM) to extract features that might help in matching more accurate results. 
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