
T
raditional recommender systems, such as those based on

content-based and collaborative Sltering, tend to use fair-

ly simple user models. For example, user-based collabora-

tive Sltering generally models the user as a vector of item rat-

ings. As additional observations are made about users’

preferences, the user models are extended, and the full collec-

tion of user preferences is used to generate recommendations or

make predictions. This approach, therefore, ignores the notion

of “situated actions” (Suchman 1987), the fact that users inter-

act with the system within a particular “context” and that pref-

erences for items within one context may be different from

those in another context. 

In many application domains, a context-independent repre-

sentation may lose predictive power because potentially useful

information from multiple contexts is aggregated. For example,

when a user is buying books, the preferences the user expresses

in one context, such as “books for my children,” may be of no

predictive value when the user seeks recommendations in a dif-

ferent context, such as “work-related books.” The ideal context-

aware recommendation system would, therefore, be able reli-

ably to label each user action with an appropriate context and

effectively tailor the system output to the user in that given con-

text. 

The concept of “context” has been studied extensively in sev-

eral areas of computing and other disciplines. For example,

Bazire and Brezillon (2005) examine and compare some 150 dif-

ferent deSnitions of context from a number of different Selds

and conclude that the multifaceted nature of the concept makes

it difScult to Snd a unifying deSnition: “Is context a frame for

a given object? Is it the set of elements that have any inTuence

on the object? Is it possible to deSne context a priori or just state
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the effects a posteriori? Is it something static or

dynamic? Some approaches emerge now in artiS-

cial intelligence. In psychology, we generally study

a person doing a task in a given situation. Which

context is relevant for our study? The context of

the person? The context of the task? The context of

the interaction? The context of the situation?

When does a context begin and where does it stop?

What are the real relationships between context

and cognition?” Although Bazire and Brezillon

(2005) do not settle on a speciSc deSnition, the

questions they raise do permeate virtually all

domains in which context awareness is necessary

or desired, including recommender systems. 

Observing the various uses of context, Dourish

(2004) has distinguished between two different

views of context: the representational view and the
interactional view. The representational view makes
four key assumptions: context is a form of infor-

mation, it is delineable, it is stable, and it is inde-

pendent from the underlying activity. In this view,

context can be described using a set of observable

attributes that are known a priori. Furthermore,

the structure of these contextual attributes does

not change over time. The interactional view of

context, according to Dourish, takes a different

stance on the key assumptions made by the repre-

sentational view. In the interactional view, the

scope of contextual features is deSned dynamical-

ly, and it is occasioned rather than static. Rather

than assuming that context acts as a set of condi-

tions under which an activity occurs, this view

assumes a cyclical relationship between context

and activity, where the activity gives rise to con-

text and the context inTuences activity. 

Our goal in this article is not the exploration of

the notion of context in general, but rather the

examination of how context can be deSned and

used in recommender systems in order to create

more intelligent and useful recommendations. We

begin by presenting our own approach to deSning

context in recommender systems and discuss dif-

ferent paradigms of incorporating it into the rec-

ommendation process. We also highlight several

applications where context-aware recommender

systems have been used effectively, from travel

guides to information search and music recom-

mendation. Finally, we identify several areas where

challenges in integrating context into recom-

mender systems remain and point to some future

research directions. 

Context in Recommender Systems 

In our classiScation of context in recommender

systems, we follow many previous approaches by

assuming the existence of certain contextual factors,
such as time, location, and the purchasing pur-

pose, that identify the context in which recom-

mendations are provided. We assume that each of

these contextual factors can have a structure; the

Time factor, for example, can be deSned in terms

of seconds, minutes, hours, days, months, and

years. The classiScation of context that we propose

in this article is based on the following two aspects

of contextual factors: what a recommender system

may know about these contextual factors, and how

contextual factors change over time. We will

explain each of these two dimensions in greater

detail later in this article. 

What a Recommender System Knows
About Contextual Factors 

A recommender system can have different types of

knowledge, which may include the exact list of all

the relevant factors, their structure, and their val-

ues, about the contextual factors. Depending on

what exactly the system knows (that is, what is

being observed), we can classify the knowledge of

a recommender system about the contextual fac-

tors into three categories: fully observable, partial-

ly observable, and unobservable. 

Fully observable: The contextual factors relevant
to the application, as well as their structure and

their values at the time when recommendations

are made, are known explicitly. For example, in case
of recommending a purchase of a certain product,

such as a shirt, the recommender system may

know that only the Time, PurchasingPurpose, and

ShoppingCompanion factors matter in this appli-

cation. Further, the recommender system may

know the structure of all these three contextual

factors, such as having categories of weekday,

weekend, and holiday for Time. Further, the rec-

ommender system may also know the values of the

contextual factors at the recommendation time

(for example, when this purchase is made, with

whom, and for whom). 

Partially observable: Only some of the informa-
tion about the contextual factors, as described

above, is known explicitly. For example, the rec-

ommender system may know all the contextual

factors, such as Time, PurchasingPurpose, and

ShoppingCompanion, but not their structure.

Note that there can possibly be different levels of

“partial observability.” In this article we do not dif-

ferentiate between them and group various cases

of partially observable knowledge into this general

category. 

Unobservable: No information about contextual
factors is explicitly available to the recommender

system, and it makes recommendations by utiliz-

ing only the latent knowledge of context in an
implicit manner. For example, the recommender

system may build a latent predictive model, such

as hierarchical linear or hidden Markov models, to

estimate unknown ratings, where unobservable

context is modeled using latent variables. 
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How Contextual Factors 
Change over Time 

Depending on whether contextual factors change
over time or not, we have the following two cate-
gories: static and dynamic. 
Static: The relevant contextual factors and their

structure remains the same (stable) over time. For
example, in case of recommending a purchase of a
certain product, such as a shirt, we can include the
contextual factors of Time, PurchasingPurpose,
ShoppingCompanion and only them during the
entire lifespan of the purchasing recommendation
application. 
Dynamic: This is the case when the contextual

factors change in some way. For example, the rec-
ommender system (or the system designer) may
realize over time that the ShoppingCompanion
factor is no longer relevant for purchasing recom-
mendations and may decide to drop it. Further-
more, the structure of some of the contextual fac-
tors can change over time (for example, new
categories can be added to the PurchasingPurpose
contextual factor over time). 
These two dimensions give rise to the 3 x 2 dia-

gram presented in Sgure 1. The two extremes in
Sgure 1 are the cases of the static, fully observable
contextual factors and the dynamic, unobservable
contextual factors. The former case pertains to the
situation when all the contextual factors are
known and do not change over time in any way.
This means that the system knows everything about
the context. This corresponds to the case called by
Dourish (2004) the representational view. The other
extreme is the case of the dynamic unobservable
contextual factors when nothing is known about

the context. Between these two extremes lie four

intermediate cases, such as dynamic fully or par-

tially observable contextual factors and static

unobservable or partially observable factors. 

One of these cases is deSned by the static unob-

servable contextual information, when the struc-

ture of one or several unobserved latent contextu-

al factors does not change over time. Since this

latent structure is stable, it can be modeled with

latent variables, and the unobserved contextual

information can be learned using some of the

machine-learning methods, such as matrix factor-

ization (Koren 2008), probabilistic latent semantic

analysis (PLSA), or hierarchical linear models

(HLMs). Regarding the dynamic observable or par-

tially observable cases in Sgure 1, they are related

to the interactional view of the context. As an

example of the dynamic observable case, Mah-

mood, Ricci, and Venturini (2010) present a rec-

ommender system that adapts the dialogue to the

interaction context. This is modeled by a set of

dynamic contextual factors representing, for

instance, whether the user provided certain infor-

mation or acted on the recommendations (for

example, put an item into the shopping cart). In a

dynamic way, step by step, the system adapts the

interaction considering a selection of these factors

depending on the state of the interaction. An

example of the static partially observable contex-

tual case is presented in Palmisano, Tuzhilin, and

Gorgoglione (2008), where the contextual infor-

mation is deSned using a Bayesian Network (BN).

In this BN, the observed context corresponds to

the external layers of the network and the unob-

served latent one to the middle layers of the BN.
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Further, some of the unobserved parameters of the

BN were learned from the data using standard

machine-learning methods (Palmisano, Tuzhilin,

and Gorgoglione 2008). 

Dynamic context may change based on passive

observations or explicit user feedback. For example,

the latter is the case in conversational recom-

mender systems. In standard conversational sys-

tems, user feedback is used to iteratively reSne the

user proSle (or the initial user query) resulting in

more appropriate recommendations. In a context-

aware conversational system (for example, Bal-

trunas et al. [2011]), the user feedback may also be

used to iteratively modify contextual factors and

not just user proSles. For example, in the course of

conversation with a user, a restaurant recom-

mender may determine that the user is on a roman-

tic date. This observation, in turn, may result in Sl-

tering out restaurants that tend to be noisy or

without an adequate wine selection. Conversation-

al recommender systems have been an active area

of research. The iterative reSnement of context in

such systems will introduce a new set of research

questions that will require further investigation. 

Most of the prior work on CARS follows the stat-

ic, fully observable (or representational) view of

context (Palmisano, Tuzhilin, and Gorgoglione

2008). Some notable exceptions, in addition to

those already mentioned above, include work by

Jin, Zhou, and Mobasher (2005) and Anand and

Mobasher (2007), which examined approaches to

modeling context based on the interactional view,

primarily in the realm of web personalization. In

much of the subsequent discussion we will focus

on the representational view of context-aware rec-

ommendation. 

One of the main challenges of the representa-

tional view of context is the well-known domain

engineering problem typically associated with

knowledge-based systems. By their nature, repre-

sentational context-aware systems are domain spe-

ciSc, and the set of contextual variables that are

relevant for the computational task (for example,

generating recommendations) must be speciSed as

part of the design of the system. It is often difScult

to determine a priori what all relevant contextual

factors are. For example, in a restaurant recom-

mendation domain, it may be difScult to deter-

mine whether the user’s attire would be relevant to

his or her choice of restaurant. Another challenge

of representational systems is that the information

related to relevant contextual factors must be

determined as part of the data collection, and such

historical contextual information is often not

available when designing the system. For example,

in movie recommendation domains, it is rarely the

case that the users would have the capability (or

desire) to rate the same item multiple times under

different contexts. 

The approaches that assume unobservable or
dynamic context also have their own challenges.
These challenges are primarily related to deter-
mining the efScacy of models (such as latent fac-
tors) that may characterize different contexts. In
addition, in such context-aware systems, contex-
tual information must be extracted from users’
ongoing activities, and changes in contexts must
be recorded. Without an explicit model or repre-
sentation of context, it is often difScult or imprac-
tical to determine what characterizes a speciSc
context in a user’s activity. In many applications,
the characterization of contextual cues may have
to be accomplished based on domain-speciSc
heuristics. This is even a bigger challenge if the
context is assumed to be dynamic. In that case, the
system must be able to determine when to
“switch” to a different underlying context model. 
Next we describe how context can be incorpo-

rated into the recommendation process, focusing
mainly on the static, fully observable view of con-
text, as it constitutes a predominant paradigm in
CARS so far, as mentioned earlier. 

Representing and Modeling Context 

Traditionally, the recommendation problem has
been viewed as a prediction problem in which, giv-
en a user proSle and a target item, the recom-
mender system’s task is to predict that user’s rating
for that item, reTecting the degree of user’s prefer-
ence for that item. SpeciScally, a recommender sys-
tem tries to estimate a rating function: 

R : Users x Items Ratings (1) 

that maps user-item pairs to an ordered set of rat-
ing values. Note that R can be viewed as a gener-
al-purpose utility (or preference) measure for user-
item pairs; however, due to the popularity of
rating-based utility models in recommender sys-
tems research, we use rating-based examples in
this article. The view of recommendation as a pre-
diction problem comes from the fact that R is a
partial function: the ratings for all user-item pairs
are not known and, therefore, must be inferred.
For the subset of user-item pairs for which the rat-
ing values are known, those rating values are
obtained explicitly from users (for example,
movie ratings) or implicitly (for example, based
on observations of user behavior, such as pur-
chase transactions). Once an initial set of ratings
have been specified, a recommender system tries
to estimate the rating values for user-item pairs
that have not yet been rated by the users. We call
such traditional recommender systems two-dimen-
sional (2D) since they consider only the Users and
Items dimensions as input in the recommenda-
tion process. Note that the representation of users
and items in recommender systems is not limited
by their IDs (as done by many collaborative fil-
tering algorithms) but can take into account com-
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prehensive user profiles and item content fea-
tures. 
In contrast to the traditional model, context-

aware recommender systems try to incorporate or
utilize additional evidence (beyond information
about users and items) to estimate user preferences
on unseen items. When such contextual evidence
can be incorporated as part of the input to the rec-
ommender system, the rating function can be
viewed as “multidimensional”: 

R : Users x Items x Contexts Ratings (2) 

where Contexts represents a set of factors that fur-
ther delineate the conditions under which the
user-item pair is assigned a particular rating. The
underlying assumption of this extended model is
that user preferences for items are not only a func-
tion of items themselves, but also a function of the
context in which items are being considered. It
should be noted that the above mapping is not
unique to the static, fully observable view of con-
text, but, for instance — even in the unobservable
case — the ratings may depend on a set of latent
factors derived from observations of user activity
and used implicitly as part of the estimation of user
preferences (as mentioned previously). 
In the static, fully observable view, however,

which is the primary focus of this article, Contexts
represents a set of explicit variables that model
contextual factors in the underlying domain (for
example, time, location, surroundings, device,
occasion, and so on). Regardless of the context rep-
resentation, context-aware recommenders must be
able to obtain contextual information that corre-
sponds to user’s activity (for example, making a
purchase or rating an item). On the one hand, this
contextual information is potentially needed as
part of the learning and modeling process (such as
discovering rules, segmenting users, or building
regression models). On the other hand, for a given
target user and a target item, the system must be
able to identify the values of speciSc contextual
variables as part of the user’s ongoing interaction
with the system. 
The contextual information can be obtained in

many different ways. It can be obtained explicitly
or implicitly. Explicit contextual information may
be obtained from users themselves or from sensors
designed to measure speciSc physical or environ-
mental information. For instance, the application
may ask an individual looking for a restaurant rec-
ommendation to specify whether he or she is on a
romantic date or out with coworkers for a business
dinner. If the restaurant recommender is on a
mobile device, additional contextual information
can be obtained through GPS or other sensors
about the location, time, and weather conditions.
In some cases, however, contextual information
must be derived or inferred from other observed
data. For example, an e-commerce system may

attempt, using previously learned models of user
behavior, to distinguish between the context in
which a user is buying a gift for a spouse and the
context of purchasing a work-related book.
Approaches to implicitly infer contextual informa-
tion typically require building predictive models
from historical data (Palmisano, Tuzhilin, and Gor-
goglione 2008). 

Paradigms for Using 
Contextual Information 

Traditional recommender systems are built based
on the partial knowledge of user preferences, that
is, user preferences for some (often limited) set of
items, and the input data for traditional recom-
mender systems is typically based on the records of
the form <user, item, rating>. In contrast, context-
aware recommender systems are built based on the
knowledge of partial contextual user preferences
and typically deal with data records of the form
<user, item, context, rating>, where each speciSc
record includes not only how much a given user
liked a speciSc item, but also the contextual infor-
mation in which the item was consumed by this
user (for example, context = Saturday). Further-
more, unlike the traditional recommendation
process that does not take context into account,
the information about the current context c can be
used in various stages of the recommendation
process, leading to several different approaches to
context-aware recommender systems. 
In particular, from the algorithmic perspective,

while all the context-aware recommendation
approaches would work with the data of the form
U x I x C x R, where C is an additional contextual
dimension, and produce a list of contextual rec-
ommendations i1, i2, i3 ... for each user u, the con-
text-aware recommendation process can take one
of the following three forms, based on how the
contextual information is used, as shown in Sgure
2 (Adomavicius and Tuzhilin 2011): contextual
preSltering, contextual postSltering, or contextual
modeling. 
Contextual preAltering (or contextualization of

recommendation input). In this paradigm infor-
mation about the current context c is used for
selecting only the relevant set of data, and ratings
are predicted using any traditional 2D recom-
mender system on the selected data. 
Contextual postAltering (or contextualization of

recommendation output). In this paradigm con-
textual information is initially ignored, and the
ratings are predicted using any traditional 2D rec-
ommender system on the entire data. Then, the
resulting set of recommendations is adjusted (con-
textualized) for each user using the contextual
information. 
Contextual modeling (or contextualization of rec-
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ommendation function). In this paradigm contex-

tual information is used directly in the modeling

technique as part of the rating estimation. 

We note that adapting a recommendation to

context is complementary to the adaptation to the

user preferences (personalization). Personalization

can be implemented with the same general

approaches mentioned above. Note that, in princi-

ple, a recommender system can be context aware

without being personalized and vice versa,

although most CARS perform both kind of adapta-

tions. 

Contextual PreSltering 

As shown in Sgure 2a, the contextual preSltering

approach uses contextual information to select the

most relevant 2D (Users x Items) data for generating

recommendations. One major advantage of this

approach is that it allows deployment of any of the

numerous traditional recommendation techniques

previously proposed in the literature (Adomavicius

and Tuzhilin 2005). In particular, when using this

approach, context c essentially serves as a query (or

a Slter) for selecting relevant rating data. An exam-

ple of a contextual data Slter for a movie recom-

mender system would be: if a person wants to see

a movie on Saturday, only the Saturday rating data

is used to recommend movies. Note that this

example represents an exact preSlter because the

data was Sltered using exactly the speciSed con-

text. 

However, the exact context sometimes can be

too narrow. Consider, for example, the context of

watching a movie with a girlfriend in a movie the-

ater on Saturday or, more formally, c = (Girlfriend,

Theater, Saturday). Using this exact context as a

data-Sltering query may be problematic, because

certain aspects of the overly speciSc context may

not be signiScant, and the exact context may not

have enough data for accurate rating prediction. To

address this issue, Adomavicius et al. (2005) intro-

duced generalized preSltering that generalizes data

Sltering context c = (c1, ..., ck) with less speciSc con-

text c = (c1, ..., ck) such that ci ci for every i = 1,
..., k in the corresponding context hierarchy (for

example, Saturday  Weekend). Then, c is used
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Figure 2. Paradigms for Incorporating Context in Recommender Systems. 



instead of c to obtain contextualized ratings data.

Note that the preSltering approach is related to the

task of building local models in machine learning

and data mining (Alpaydin 2004). Rather than

building the global rating estimation model utiliz-

ing all the available ratings, the preSltering

approach builds a local rating estimation model

that uses only the ratings pertaining to the user-

speciSed criteria in which a recommendation is

made (for example, Saturday). 

It is important to know if a local model generat-

ed by the preSltering approach outperforms the

global model of the traditional 2D technique,

where all the information associated with the con-

textual dimensions is simply ignored. For example,

it is possible that it is better to use the contextual

preSltering to recommend movies to see in the

movie theaters on weekends, but use the tradi-

tional 2D technique for movies to see at home on

VCRs. The trade-off of having more relevant data

for calculating an unknown rating based only on

the ratings with the same or similar context versus

having fewer such data points used in this calcula-

tion belonging to a particular segment (that is, the

sparsity effect) explains why the preSltering rec-

ommendation method can outperform traditional

2D recommendation techniques in some contexts

and underperform on others. Which of these two

trends dominates for a particular context may

depend on the application domain and on the

speciScs of the available data. Based on this obser-

vation, Adomavicius et al. (2005) propose to com-

bine a number of contextual preSlters with the tra-

ditional 2D technique (that is, as a default Slter,

where no Sltering is done). 

Baltrunas and Ricci (2009) take a somewhat dif-

ferent approach to contextual preSltering in pro-

posing and evaluating the beneSts of the item-

splitting technique, where each item is split into

several Sctitious items based on the different con-

texts in which these items can be consumed. Sim-

ilarly to the item-splitting idea, Baltrunas and

Amatriain (2009) introduce the idea of micropro-

Sling, which splits the user proSle into several

(possibly overlapping) subproSles, each represent-

ing the given user in a particular context. The pre-

dictions are done using these contextual micro-

proSles instead of a single user model. 

Contextual PostSltering 

As shown in Sgure 2b, the contextual postSltering

approach ignores context information in the input

data when generating recommendations, that is,

when generating the ranked list of all candidate

items from which any number of top-N recom-

mendations can be made. Instead, the contextual

postSltering approach uses contextual information

to adjust the obtained recommendation list for

each user. The recommendation list adjustments

can be made by: (1) Sltering out recommendations

that are irrelevant in a given context, or (2) adjust-

ing the ranking of recommendations in the list. For

example, in a movie recommendation application,

if a person wants to see a movie on a weekend, and

on weekends he or she only watches comedies, the

system can Slter out all noncomedies from the rec-

ommended list. 

As with many recommendation techniques, the

contextual postSltering approaches can be classi-

Sed into heuristic and model-based techniques.

Heuristic postSltering approaches focus on Snding

common item characteristics (attributes) for a giv-

en user in a given context (for example, preferred

actors to watch in a given context) and then use

these attributes to adjust the recommendations. In

contrast, model-based postSltering approaches can

build predictive models that calculate the proba-

bility with which the user chooses a certain type of

item in a given context (for example, likelihood of

choosing movies of a certain genre in a given con-

text) and then use this probability to adjust the

recommendations. 

Panniello et al. (2009) provide an experimental

comparison of the exact (that is, nongeneralized)

preSltering method versus two different postSlter-

ing methods, called Weight and Filter, using sever-

al real-world e-commerce data sets. The Weight

postSltering method reorders the recommended

items by weighting the predicted rating with the

probability of relevance in that speciSc context,

and the Filter postSltering method Slters out rec-

ommended items that have small probability of

relevance in the speciSc context. Interestingly, the

empirical results show that the Weight postSlter-

ing method dominates the exact preSltering,

which in turn dominates the Filter method, thus,

indicating that the best approach to use (pre- or

postSltering) really depends on a given applica-

tion. 

As was the case with contextual preSltering, a

major advantage of the contextual postSltering

approach is that it allows using any traditional rec-

ommendation technique previously proposed in

the literature (Adomavicius and Tuzhilin 2005).

Also, similarly to the contextual preSltering

approaches, incorporating context-generalization

techniques into postSltering methods constitutes

an interesting issue for future research. 

Contextual Modeling 

As shown in Sgure 2c, the contextual modeling

approach uses contextual information directly in

the recommendation function as an explicit pre-

dictor of a user’s rating for an item and, thus, gives

rise to truly multidimensional recommendation

functions representing either predictive models

(such as decision trees, regressions, and so on) or

heuristic calculations that incorporate contextual
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information in addition to the user and item data.

A number of recommendation algorithms based

on a variety of heuristics as well as predictive mod-

eling techniques have been developed over the last

10 to 15 years (Adomavicius and Tuzhilin 2005),

and some of these techniques can be extended

from the 2D to the multidimensional recommen-

dation settings. 

One example of recent developments in 2D rec-

ommendation algorithms is the rise of matrix fac-

torization approaches, made popular by the recent

NetTix Prize competition (Koren 2008). Karat-

zoglou et al. (2010) follow a similar approach for

context-aware recommender systems by introduc-

ing a tensor factorization method that models the

Users x Items x Contexts space as an n-dimensional

tensor, the factorization of which provides a com-

pact model for computing context-aware recom-

mendations. 

Some other 2D recommendation methods that

can be directly extended to the multidimensional

case include the technique proposed by Ansari,

Essegaier, and Kohli (2000), which combines the

information about users and items into a single

hierarchical regression-based Bayesian preference

model that uses Markov Chain Monte Carlo

(MCMC) techniques to estimate its parameters.

This approach can be directly extended to include

the contextual information in a natural way by

adding contextual variables and their interaction

effects directly into the hierarchical model, as

described in Adomavicius and Tuzhilin (2011). 

In addition to possible extensions of existing 2D

recommendation techniques to multiple dimen-

sions, there have also been some new techniques

developed speciScally for context-aware recom-

mender systems based on the contextual modeling

paradigm. For example, Oku et al. (2006) propose

to incorporate additional contextual dimensions

directly into recommendation space and use

machine-learning techniques to provide recom-

mendations in a restaurant recommender system.

In particular, they use the support vector machine

(SVM) classiScation method, which views the set

of liked items and the set of disliked items of a user

in various contexts as two sets of vectors in an n-

dimensional space and constructs a separating

hyperplane in this space, which maximizes the

separation between the two data sets. The result-

ing hyperplane represents a classiSer for future rec-

ommendation decisions. Furthermore, Oku et al.

(2006) empirically show that context-aware SVM

signiScantly outperforms noncontextual SVM-

based recommendation algorithm in terms of pre-

dictive accuracy and user’s satisfaction with rec-

ommendations. 

Key CARS Applications 

In this section we will survey some representative
CARS applications. This list obviously cannot be
complete; new applications are continuously pro-
posed, as CARS is becoming an increasingly popu-
lar topic in recommender systems research. We will
mostly discuss mobile applications, especially in
the travel and tourism domains, since a number of
CARS applications are dealing with this scenario
(Ricci 2011). As mentioned earlier, context is a
broad concept; therefore, in addition to referring
to the aforementioned paradigms for generating
context-aware recommendations (preSltering,
postSltering, and modeling), for better positioning
of the applications we will classify them according
to the exploited contextual information. We con-
sider four broad types of context that are used by
the reviewed applications (extended from Fling
[2009]): physical context, social context, interac-
tion media context, and modal context. 
Physical context: representing the time, position,

and activity of the user, but also the weather, light,
and temperature when the recommendation is
supposed to be used. 
Social context: representing the presence and role

of other people (either using or not using the appli-
cation) around the user, and whether the user is
alone or in a group when using the application. 
Interaction media context: describing the device

used to access the system (for example, a mobile
phone or a kiosk) as well as the type of media that
are browsed and personalized. The latter can be
ordinary text, music, images, movies, or queries
made to the recommender system. 
Modal context: representing the current state of

mind of the user, the user’s goals, mood, experi-
ence, and cognitive capabilities. 
In the rest of this section we will describe sever-

al groups of applications, focusing on particular
functionalities (information search, travel guides),
or recommendation methodologies (proactive, dis-
tributed, and conversational), or item types
(music). 

Information Search 

Church et al. (2007) propose a novel interface to
support multidimensional, context-sensitive
mobile information search. The system integrates
the user’s physical context (temporal and location
data) with preference information derived from
the queries of mobile searchers with similar inter-
ests (social), and presents graphically, with icons on
a map display, a view of the evolving search activ-
ities of this community of users (media). This sys-
tem adopts a postAltering model to support users in
browsing through community search experiences,
manipulating the searches of others, learning from
these searches, and initiating their own. The main
idea is that, instead of recommending information
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explicitly requested by the user, the system

becomes proactive by presenting information, in

this case, by presenting searches performed by oth-

er users in similar contexts. The ultimate objective

is to support a more exploratory, context-driven

approach to information search. 

A similar postSltering approach is taken by Lee

and Park (2007); however, it is emphasizing the

importance of the current user search context

(modal), rather then the history of previous similar

search sessions. Their justiScation is that, on the

mobile web, news services must focus on the dis-

tribution of current news content rather than on

past or related news articles. It is therefore impor-

tant, when personalizing news, to consider the

recency and importance of news articles, which

can only be assessed by relating them to the user

context. 

Travel Guides 

Several applications of CARS deal with suggesting

places of interests. Cena et al. (2006) present a

tourist guide that uses context for intelligent con-

tent adaptation. Their system (UbiquiTO) is a

tourist guide integrating different forms of con-

text-related adaptation: to the media device type,

to the user characteristics and preferences, to the

physical context of the interaction (location and

time). UbiquiTO uses a modeling approach (rule-

based) to adapt the content of the provided rec-

ommendation, such as the amount / type of infor-

mation / features associated with each recom - 

mendation. Also, the system developed by Park,

Hong, and Cho (2007) is aimed at personalizing

the selection of restaurants and uses the modeling

approach (Bayesian network) for expressing the

probabilistic inTuences of the user’s contextual

state and preferences on the restaurant attribute

values. The user’s physical contextual situation is

automatically detected, including the season (for

example, spring), the time of the day (for example,

breakfast), the position, the weather (for example,

sunny), and the temperature (for example, warm).

A restaurant’s recommendation score is computed

as the weighted sum of the conditional probabili-

ties of the restaurant’s attribute values. More

recently, Baltrunas, Ricci, and Ludwig (2011) and

Baltrunas et al. (2011) have also explored a model-

ing approach (based on mutual information) to

assess and estimate the relevance of various con-

textual information (physical, social, and modal)

for place-of-interest (POI) recommendations by

relying on subjective users’ evaluations of the

impact of contextual conditions on the likelihood

to select a POI. The recommendation algorithm is

based on a factor model, extended with parameters

explicitly modeling the impact of the selected con-

textual conditions on the predicted rating. A snap-

shot from the user interface of the mobile system

implementing these techniques is shown in Sgure

3. The user also can decide what contextual factors

the system must take into account. Moreover,

some recommendations are marked with a special

icon to indicate that for these the context played a

major role in promoting them to the top-rank

positions. An explanation, based on the contextu-

al factor, for example, “this castle is recommended

because it is not crowded today,” is also provided.

Proactive and Distributed Approaches 

Recent developments in wireless communication

technologies are transforming many kinds of

appliances (for example, electric household appli-

ances) into computerized and networked

machines. If the surrounding environment can use

sensors to recognize us and our activities, then

novel proactive and distributed services will be

possible (“ubiquitous computing”). 

In this line of research, Sae-Ueng et al. (2008)

focus on personalized shopping assistance by using

personal behavior log analysis on ubiquitous shop

space. The authors classify the possible user behav-

iors (physical context) in Sve classes: “standing,”

“viewing,” “touching,” “carrying,” and “Stting,”

where the last behavior refers to a consumer using

a mirror to match a certain object with his appear-

ance. RFID sensors and a digital camera are used to

detect these behaviors. The system presents rec-

ommendations using three channels: a display

next to the product, a robot interacting with the

user, and with music and sounds illustrating prod-

ucts (modal context). The system offers an aug-

mented reality environment. The proposed recom-

mendation approach is preAltering; it Srst checks

the position of the user, then it accumulates data

on the consumer’s actions, discovers commonali-

ties among the items that were interesting for the

user, and Snally recommends personalized item

information to the user, based on his behavior and

current situation. 

Also, the MoMa-system (Bulander et al. 2005)

offers proactive recommendations using a postAl-

tering approach for matching order speciScations

with offers. When creating an order, the client

application will automatically Sll in the appropri-

ate physical context and proSle parameters, for

example, “location” and “weather,” so that, for

example, the facility should not be too far away

from the current location of the user and beer gar-

dens should not be recommended if it is raining.

On the other side, advertisers’ suppliers put offers

into the MoMa-system. These offers are also for-

mulated according to the catalogue. When the sys-

tem detects a pair of context matching order and

offer, the end user is notiSed, in the preferred man-

ner (for example, SMS, email). At this point, the

user can decide whether to contact the advertiser

to accept the offer. 
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Finally, Schifanella et al. (2008) develop Mob-

Hinter, a context-dependent distributed model,

where a user device can directly connect to other

mobile devices that are in physical proximity

through ad hoc connections, hence relying on a

very limited portion of the users’ community and

just on a subset of all available data (preAltering).

The relationships between users are modeled with

a similarity graph. MobHinter allows a mobile

device to identify the afSnity network neighbors

from random ad hoc communications. The col-

lected information is then used to incrementally

reSne locally calculated predictions, with no need

of interacting with a remote server or accessing the

Internet. Recommendations are then computed

using the information (such as ratings) available

from the discovered neighbors. 

Conversational/Adaptive Approaches 

In conversational applications, the recommender

is using the interaction state and the data collect-

ed by observing the human/computer interac-

tions, in order to personalize the interaction work-

Tow, for example, recommending alternative web

pages or actions (interaction media context). The

goal is to support more effective interactions, that

is, increasing the probability to end up in relevant

pages or products. 

In this line of research, Smyth and Cotter (2004)

proposed a solution for minimizing the time the
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user spends in navigating to content of a mobile

portal, given his or her current navigational con-

text. They developed a modeling solution reducing

the click-distance of the content items, which a

given user is likely to be interested in, by “promot-

ing” these items to higher positions within the

portal menu structure. They used a probabilistic

model of user navigation to predict the likelihood

that some menu option will be selected, given that

the user is currently in a particular menu, based on

his or her past navigation history. Hence, when a

user arrives at a menu page, instead of displaying

the default options, the system computes the

options that are most likely to be accessed by the

user from that position (context). 

Another example of adaptation of the interaction

media context is offered by Mahmood, Ricci, and

Venturini (2010). The authors describe the effects

and advantages of a novel recommendation

methodology based on Markov decision processes

and reinforcement learning that allows conversa-

tional systems to autonomously improve an initial

interaction strategy in order to learn a more effec-

tive and efScient one. They applied and tested

their approach within an online travel recom-

mender system. They showed that the learned

interaction strategy adapts its actions to the served

users and, more importantly, that it is able to assist

online users in acquiring their goals more efS-

ciently than the initial strategy. This approach can

be used by a system designer to understand the

limitations of an existing interaction design and

guide the designer in the adoption of a new one

that is capable to improve customer relationships,

web site usage, and conversion rate. 

Music Recommender Systems 

The majority of available music recommender sys-

tems are based on collaborative Sltering and do

not take into consideration contextual conditions

that may inTuence the user’s information or enter-

tainment needs. Recently there has been an emerg-

ing interest in contextual, or situational, music rec-

ommendation. These are examples of media

context adaptation. 

One example of contextual music recommenders

is offered by Lifetrak (Reddy and Mascia 2006). It is

a system that generates a playlist from the user’s

music library considering the current user’s physical

context. Lifetrak considers: location, time of day,

day of week, noise or trafSc level, temperature, and

weather. The context is obtained using sensors on

the user mobile device and RSS feeds (for weather

and trafSc conditions). The songs in the user’s

library are supposed to be tagged by the user with

tags representing the values of possible contextual

conditions that suit the song. Given the library of

tagged songs, the system determines the current

context of the user and, using a postAltering

approach, ranks all the songs in the library based

on their match with the current context. 

Another notable example is illustrated in Park,

Yoo, and Cho (2006). The context model used in

this work is again physical, and includes tempera-

ture, humidity, noise, illuminance, current weath-

er, weather forecast, season, and time of day. Inter-

estingly, here the authors use a modeling approach

to link two types of context, physical and modal.

A Bayesian network is used to infer the emotional

state of the user (depressed, content, exuberant, or

anxious/frantic), that is, the modal context. Then,

in order to compute the recommendations and to

relate music to the emotional state classes, the

users must explicitly express their preferences for

each music attribute (for example, genre) in all

possible context dimensions. Given this informa-

tion and the values of current context parameters,

the system can infer the current emotional state of

the user and, using a simple postAltering approach,

select the relevant tracks. 

In Jones et al. (2008), the authors, instead of

adapting the music to the context, use the music to

inTuence the physical context, that is, exploit the

practice of listening to music while being mobile

to provide navigation cues. Their system adapts

volume and spatial balance of played music to lead

users to destinations. The authors describe a pock-

et PC prototype used in a small Seld study with 10

users. Eighty-six percent of the users successfully

completed the navigation task. This work shows

another potential use of music in context-aware

services. 

The user’s mood is a contextual factor that has

been frequently used in music recommendations,

that is, how the user feels in the active/passive and

sad/happy dimensions. The emotional context is

also appealing because it can be used to establish a

bridge between music items and items from other

different domains, and perform cross-media recom-

mendations (Berkovsky, KuTik, and Ricci 2007).

One example concerns text and is a system recom-

mending music while the user is reading web doc-

uments (Cai et al. 2007). In order to match music

with the content of a web page, both items are rep-

resented as text documents, where a music track is

described by its lyrics and online reviews. Then

music and web pages are mapped to a common

scale of emotions using a generative model, assum-

ing that the frequencies of certain terms depend on

the emotions associated to the text. Hence, after

having computed the emotion distributions from

the term frequencies of two resources (with respect

to 40 selected emotions), the similarity of a web

page and a music page is computed by comparing

their distributions (postAltering). 

Another example deals with the physical context

speciSed by a place of interest (POI), it uses a post-

Altering approach, and the recommender selects
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music that Sts a POI context (Kaminskas and Ricci
2009). The motivation for such functionality is to
implement more engaging tourist guide applica-
tions with adapted soundtracks as well as for rec-
ommending music to users on the move, depend-
ing on their location. The authors have used a set
of emotional tags attached by a user population to
both music and POIs. Moreover, they considered a
set of similarity measures for tagged resources to
establish a match between music tracks and POIs.
The outcome of a live experiment, where the users
were asked to assess the music selected by the sys-
tem for a set of POIs, showed that there is a strong
overlap between the users’ selections and the best
matching music that is recommended by the sys-
tem for a POI. 

Challenges and Future 
Research Directions 

CARS is a relatively new research area having many
underexplored topics and open research problems,
some of them having been discussed in this article.
For example, the very topic of “what is context in
recommender systems” is still pretty much open to
further studies. We discussed this multifaceted top-
ic in this article and proposed a classiScation of
contextual information in Sgure 1. We also point-
ed out that most of the work on CARS has focused
on the representational view of the context and
the alternative (nonrepresentational) methods
have been underexplored. Therefore, it is impor-
tant for the CARS community to go beyond the
representational approach and study various alter-
natives corresponding to the remaining Sve cells
of Sgure 1. 
Further, the proposed classiScation constitutes

only an initial and general high-level framework
for characterizing the multifaceted topic of con-
textual information in recommender systems.
Therefore, the CARS community needs to explore
possible reSnements or alternative approaches to
classifying contextual information in order to
deepen our understanding of various ways of
incorporating context into recommender systems. 
Although the representational view of context

has been studied for some time now, there are still
many unresolved issues and research challenges
pertaining to this view, some of which were
described in Adomavicius and Tuzhilin (2011). In
the remainder of this section, we will focus on
three topics that we think are of critical impor-
tance to achieve further advances in CARS. The
Srst topic deals with a better understanding and
further exploration of the preSltering, postSlter-
ing, and contextual modeling paradigms that were
either not addressed or partially explored in the
current literature. In particular, although some ini-
tial examples of preSltering, postSltering, and con-

textual modeling methods were mentioned in the

paper, it is important to identify and study various

alternative methods for all the three paradigms in a

comprehensive manner. 

Another important research direction is the

comparison of the three CARS paradigms in order

to identify strengths and weaknesses of each para-

digm and to determine which one is better than

the others and in which circumstances. An initial

work on comparing these paradigms is presented

in Panniello et al. (2009), where a few speciSc pre-

Sltering and postSltering algorithms were selected

and compared with each other across various

experimental conditions. Again, this constitutes

only the initial work in this direction, and much

more work is required to gain strong insights into

comparing the three CARS paradigms. 

Finally, one does not have to use the preSltering,

postSltering, and contextual modeling paradigms

in isolation and can combine the three approach-

es in different ways. For example, one can combine

several algorithms of the same paradigm, such as

combining information from several different con-

textual preSlters, as was done in Adomavicius et al.

(2005). The rationale for having a number of dif-

ferent preSlters is based on the fact that, as men-

tioned earlier, typically there can be multiple dif-

ferent (and potentially relevant) generalizations of

the same speciSc context. For example, context c =

(Girlfriend, Theater, Saturday) can be generalized to

c1 = (Friend, AnyPlace, Saturday), c2 = (NotAlone, The-

ater, AnyTime), and a number of other contexts.

Following this idea, Adomavicius et al. (2005) use

preSlters based on the number of possible contexts

for each rating and then combine recommenda-

tions resulting from each contextual preSlter by

choosing the best-performing preSlter, using an

“ensemble” of preSlters, or deploying various oth-

er combination techniques. Another interesting

possibility stems from an observation that com-

plex contextual information can be split into sev-

eral components, and the utility of each piece of

contextual information may be different depend-

ing on whether it is used in the preSltering, post-

Sltering, or modeling stage. For example, time

information (weekday versus weekend) may be

most useful to preSlter relevant data, but weather

information (sunny versus rainy) may be the most

appropriate to use as a postSlter. Determining the

utility of different contextual information with

respect to different paradigms of context-aware

recommender systems constitutes yet another

promising direction for future research. 

This is a partial list of some of the challenges and

future research directions that were used only for

illustrative purposes in this section. However, it is

indicative of a wealth of open research problems

that make CARS an interesting and productive area

of future research. 
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