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ABSTRACT 

Contexts and social web information have been recognized to 

be valuable information for making perfect recommender 

system. Context-aware recommender systems (CARS) have 

been implemented in different applications and domains 

which improve the performance of recommendations. 

Context-aware approaches have been successfully applied in 

various domains such as music, movies, mobile 

recommendations, personalized shopping assistants, 

conversational and interactional services, social rating 

services and multimedia. The recommender systems are 

widely being used for products, content and services 

recommendations. Successful deployment of recommender 

system in social web and many commercial website like 

Amazon.com, flipkart, HomeShop18 and numerous different 

sectors have already done. The growth of the social web has 

revolutionized the architecture of sharing and association in 

the web, making it essential to reiterate recommendation.  If 

recommender systems have established their key role in 

providing the user access to resources on the web, when 

sharing resources has turn into social, it is likely for 

recommendation techniques in the social web should consider 

social popularity factor and the relationships among users to 

compute their predictions. In this paper contextual 

information are being included in social popularity based 

SVD++ model to improve accuracy and scalability of 

recommendations.  
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1. INTRODUCTION 
Recommender systems (RS) recommend things to users 

depending on preferences generally expressed in the form of 

numeric ratings of like-minded people. It has become a very 

important tool in many commercial and e-commerce websites 

like Amazon, Netflix, facebook, Twitter, LinkedIn, and 

Epinions. Most recommender systems depend on 

collaborative filtering methods [2, 25], that predict a user’s 

preference from an item by extracting the patterns from the 

past rating information of other similar users and/or items. 

While collaborative filtering has turn to the standard method 

for the recommendation problem, conventional recommender 

systems only use ratings of related users/items to extract 

recommendations without considering any other information. 

It recommends things to users and do not concern about the 

situation and contextual information when recommendations 

take place. For example, when an online travel agency suggest 

a vacation package, it is essential to know when the person 

makes a plan to go on vacation. In recent times, some 

business organization started considering the contextual 

information.  Context-Aware Recommender Systems (CARS) 

deal with contextual data (e.g. time, place, social relation, and 

mood) related to the collected preferences. In this way, CARS 

can differentiate the interest a user may have in a particular 

thing within different contexts and situations. There are 

several approaches which deal with contextual data. These are 

pre-filtering, which considers that the contextual information 

is used to filter out unrelated ratings before they are applied 

for making recommendations with typical methods; those 

based on contextual post-filtering, considers that the 

contextual information is used after the typical non-contextual 

recommendation methods are applied to the recommendation 

data.; and those based on contextual modeling, which include 

contextual data into the model used for generating 

recommendations. It can be seen from previous research that 

pre-filtering, post-filtering and contextual modeling have been 

very successful and they are able to improve the result of 

recommendations in different areas and applications.  

In academia, several studies demonstrated that context 

information made a lot of changes in a consumer buying 

activity. Many researches on consumer modeling proposes 

that incorporating context in a consumer activity  model can 

bring  improvement to predict her activities in several cases 

since it permits the recognition of more identical patterns in 

the data related to the buying history of a customer [2]. 

Therefore, accuracy of predicting consumer interests should 

depend on the amount of relevant contextual information [24]. 

This led us to directly use famous Machine Learning 

algorithms for contextual modeling, and evaluate pre-/post-

filtering with context modeling. The main problem is that how 

to evaluate CARS is the unavailability of contextual datasets. 

Collecting contextual information require an additional effort 

from the user to explicitly describe the up to date context, or 

system/machine requirements to automatically extract up to 

date context, e.g. time and location, or by exploring the user’s 

relations with the system. This fact makes it hard to access to 

contextual information which are truly important for 

evaluation.   

As social popularity of items or things is affected by various 

factor that need to consider. First  things is that if some items 

or things are popular for particular location and being liked 

many people of that region then it must need to include 

location information. For example, X enters “Which is the 

nearest shopping mall?” in Google search engine then it must 

use the location information in which the user are present and 

search result are displayed accordingly. Similar concept 

should be used in recommendation system. Similarly if some 

item or things are being liked in some particular time then it 

must be incorporated in recommender system to improve the 

recommendation result. Suppose, Y want to search “Which is 

the best time for picnic?” then search result should be 

different for different time because if some particular time are 

best suited for some location then it must not be favorable for 

other. That why time information are very important factor for 

recommender system.   

The paper is arranged in following manner. The next section 

talks about related work. Section 3 discusses about proposed 



International Journal of Computer Applications (0975 – 8887)  

Volume 92 – No.2, April 2014 

38 

work. Section 4 explains excremental evaluation method and 

Section 5 presents results and discussion. In the last section, 

conclusion and future work are specified. 

2. RELATED WORK 
Collaborative filtering (CF) [1] and content based filtering 

have been commonly used to help users discover the most 

valuable information. With development of social webs, 

researchers propose trust-based and influence-based methods 

which consider the user relationship for recommendations. 

Contextual information about emotions is researched by 

Gonzalez et al [8] in recommender systems in 2007. They 

specified that sentiments are important for user’s judgment 

making in recommendation process. The users always express 

their decisions together with sentiments. With the rapid 

development of context-aware recommender systems, 

sentiment turns out to be one of essential and accepted 

contexts in different kinds of fields, especially in the music 

and movie fields. For music recommendation, the sentimental 

context is interesting because it can be used to set up a bridge 

between music and things from other different fields, and 

make cross-media recommendations. Movie recommendation 

is another field where sentiment becomes popular in recent 

years.  

In 2010, Yue et al [16] described that how mood related 

movie similarity using matrix factorization approach can be 

used for context aware movie recommendation. More recent 

research [18, 13] motivates the leaning on sentiments as 

contexts to help contextual recommendations. Research has 

verified that sentiments can be dominant contextual factors in 

making recommendations, but none of them explain that how 

sentiments work together with recommendation algorithm the 

usage of sentiment factor in the recommendation process. 

Contextual information has informed to be valuable for 

providing more correct prediction in various application areas 

including recommendations. Contexts can be collected in 

various ways, such as by explicitly extracting relevant 

contexts from users/items, by implicitly get from data or 

location, or by deriving using statistical techniques, or data 

mining/machine learning,  

Adomavicius et al. [9] offered a multidimensional 

recommender system based on multiple dimensions, i.e., 

user/item dimension as well as different contextual 

information. Contextual information is preprocessed, firstly 

before being used, by using various statistical methods such 

that only the contexts that are truly useful are selected for 

recommendation. Recent works have concentrated on making 

models that directly incorporate contextual information with 

conventional user-item-rating relations. For example, 

Karatzoglou et al. [19] suggested a multiverse recommender 

system by modeling the data as a user-item-context N-

dimensional tensor. Several matrix factorization techniques 

have been suggested for collaborative filtering approach. The 

matrix factorization techniques are based on the concept of 

user-item matrix with low dimensional latent factors. 

Determine such types of factor are very important because 

they affect social web relationship, as well as influence 

behavior.  Knowing that influence is a subtle force that 

governs the dynamics of social webs, influence-based 

recommendation involves interpersonal influence provided by 

the sender and receiver into social recommender system. 

It is proved in much research that Tensor Factorization (TF) is 

the most accurate model-based CARS technique. TF extends 

the traditional 2D matrix factorization model into an nD 

matrix of the same model, which is known as tensor 

factorization. The multi-dimensional matrix [23] is factored 

into lower-dimensional version, where the user, the item and 

each contextual element are shown with a lower dimensional 

feature vector. Tucker decomposition is used to factorize the 

tensor. However, this model is only appropriate for definite 

contextual information. An additional improvement was 

suggested to provide to all types of contexts. However, even 

though the authors state that the suggested model is able to 

minimize computational complexity for huge user-item rating 

matrix, the model may still endure from scalability problem. 

One possible solution to improve scalability problem is to 

divide the original matrix before applying any factorization 

techniques.  

Zhong et al. [3] suggest a contextual collaborative filtering 

approach, which is also known as RPMF, to allow context-

aware recommender system. The theory behind this model is 

that contextual information is determined by the user-specific 

and item-specific latent factors. On the basis of it, a random 

partition is used to divide the user-item rating matrix by 

classifying users and items with like contexts, and then matrix 

factorization are applied to generate sub-matrices. Liu et at. 

[2] Suggest a SoCo method which explicitly makes use of 

context for processing and works on only the leaf node and 

also use the social information.  

Ma et al. [12] suggest a matrix factorization technique with 

social regularization. But this work only consider user aspect 

vectors from social side but do not take into account users’ 

individual side, which create the technique lack of contextual 

information to further improve the recommendation accuracy. 

Xu et al. [5] suggested to group users and items such that 

similar type of users and their items are grouped. Contextual 

information is then used by applying collaborative filtering 

(CF) to improve top-N recommendation value.  

Yang et al. [6] first presented that a user may trust different 

subset of friends regarding different areas, and then proposed 

a group specific circle-based model to construct context-

aware recommendation. However, these works consider very 

basic contextual information (e.g., category/group). Akther et 

al. [4] planned architecture to gather contexts and social web 

information for personalized recommender systems. The 

authors thought that how important data is extracted and 

stored but overlooked how such data is efficiently united from 

an algorithmic point of view. Jiang et al. [7] proposed to 

combine social contexts (individual liking and social 

influence) into a matrix factorization model. However, such 

contextual information is only associated to social 

relationships, so non-social contexts are mostly ignored 

3. SOCIAL POPULARITY WITH 

CONTEXTUAL INFORMATION 
In this section, social popularity aided with context 

information based recommender systems is presented. 

Preliminaries notations are presented in Section 3.1 then 

matrix factorization technique using SVD model are presented 

in Section 3.2. Our context information based social 

popularity based recommendation approach and its social 

webs based enhancement is presented in Section 3.3 and 

Section 3.4 respectively. 

3.1 Preliminaries  
Traditional recommender systems use matrix factorization 

approach to make recommendation. There are various well 

known matrix factorization algorithm are available like 

Tensor, Non-negative matrix factorization, Online-NMF, 

singular value decomposition (SVD) [13]. They all usually 
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based on the user-item-rating matrix decomposition for 

recommendations. However, due to availability of contextual 

information in various systems, it provides a new way to 

improve recommendation. Contextual information can be 

broadly classified into two parts. First one is static context, 

that describes characteristics of a user, e.g., gender, age, 

Religion, job, etc. or an item, e.g., class, rate, physical 

properties, etc.; and second one is dynamic context [22] that 

describes changing information that is related with a rating 

(e.g., a user’s mood or place where he/she rates an item). 

Social webs have made people to get opinion or reviews of 

different products that affect user preference for an item. 

People want to share their own views as well as they want to 

find similar taste from his/her friends. Therefore, we integrate 

contextual information and social popularity based 

information into a SVD based factorization model to improve 

recommendations quality.   

Let us suppose that user can be defined as user set by U =
 u1 , u2 , u3 , …… . um   and the item can be defined as item set 

by V =  v1, v2, v3 , … … . vm . There are no restriction that 

which user will rate which item. It is assume that value of 

rating will be a discrete value on the scale of 5 or 10. So 

rating can be defined as a function of user, item as well as 

context.  

𝑟: 𝑢𝑠𝑒𝑟 ∗  𝑖𝑡𝑒𝑚  ∗  𝑐𝑜𝑛𝑡𝑒𝑥𝑡 → 𝑟𝑎𝑡𝑖𝑛𝑔            (1) 

 

 
(a) User-item-rating Matrix 

 
(b) Contextual Information in Z-axis 

Figure 1: Context-based social recommendation. 

A rating provided by user u on item i can be defined as ru,i  

and all rating r =  ru,i   um ∈ u, in ∈ i  makes a user-item-

rating matrix. It is also assume that set of contextual 

information related with each rating ru,i  denoted by  𝑐𝑖 =

{𝑐1, 𝑐2, 𝑐3, … … }. All ratings have the identical contextual 

information vector and no constraint on the value domain of 

each type of contextual information, i.e., both discrete values 

and continuous values are suitable. Social webs can be 

defined a directed graph 𝐺 =  𝑁, 𝐸 , where edge set E 

signifies the relations between users (𝑢). the friend set of a 

user 𝑢𝑚  by  𝐹𝑢  ⊂  𝑢. 

3.2  Singular Value Decomposition (SVD) 
Fundamentally, the aim of matrix factorization is to factorize 

a matrix into two (or more) matrices and later they can be 

converted into the original matrix by multiplying the 

factorized matrices. In the case of recommendation problem, a 

matrix factorization model factorizes a user-item-rating matrix 

𝑅 𝜀 𝑅𝑚   𝑥  𝑛  where m is the number of users and n is the 

number of items, into user matrix 𝑈 ∈ 𝑅𝑑  𝑥  𝑚  and item 

matrix 𝑉 ∈ 𝑅𝑑  𝑥  𝑛 : 

𝑅 ≈ 𝑈𝑇  𝑉                                          (2) 

Where d is the length of a latent factor vector which marks a 

user or an item. For a user 𝑢, the elements of U (i.e.,𝑈𝑢 ) 

determine u’s concern in items that have higher values on the 

subsequent latent factors; for an item V, the elements of V 

(i.e.,𝑉𝑣) determine the strength of association [14] between V 

and the subsequent latent factors. Therefore, the resultant 

𝑈𝑢
𝑇  𝑉𝑣 represents the correlation between user u and item v, 

i.e., u’s preference for v’s, considering all latent factors.  

In order to estimate R, the following function is defined, 

considering sparseness of the user item rating matrix because 

lot of user do not rate different items so huge amount of rating 

values  R are missing. 

arg minU,V   𝑋𝑖,𝑗
𝑛
𝑗 =1

𝑚
𝑖=1   𝑅𝑖,𝑗 − 𝑈𝑖

𝑇  𝑉𝑗  
2
             (3) 

          

Where 𝑋𝑖 ,𝑗   is 1 if user i has rated item j and 0 otherwise. 

Moreover, a regularization term is added with the equation (3) 

to minimize overfitting.  

arg minU,V   𝑋𝑖,𝑗
𝑛
𝑗 =1

𝑚
𝑖=1   𝑅𝑖,𝑗 − 𝑈𝑖

𝑇  𝑉𝑗  
2
+ 𝜆(| 𝑈 |𝐹

2 +

| 𝑉 |𝐹
2 )           (4) 

Where   𝐴  
𝐹

2
 is the Frobenius norm of g * h matrix, 

calculated by     𝐴𝑔,   
2

𝑌


𝑋
𝑔 . The regularization can be 

control by parameter  𝜆. 

Above Eq. 3 can be solved (i.e., minimized) using  two 

techniques: (i) stochastic gradient descent (SGD) that 

recursively updates user-related latent factors and item-related  

latent factors and (ii) alternating least squares (ALS), which  

joins U (or V ) and optimizes V (or U), and then rotates, 

iteratively.  

3.3 Contextual information based 

recommendation    
Firstly, we have to understand that how to integrate contextual 

information to get better recommendation quality without 

considering social relations. Random decision trees algorithm 

are applied to combine different contextual information, 

which is one of the most perfect learning algorithms to make 

multiple decision trees arbitrarily. The motivation behind this 

method is to divide the original rating set R (i.e., user-item-

rating matrix) such that ratings with the identical contexts are 

grouped. Since generated in identical contexts, ratings in the 

similar cluster are likely to be better associated among each 

other than those in original rating matrix (i.e., the missing 

ratings can be derived more accurately). 

The partition process [15] keeps on until one of following 

conditions is met: (i) all contextual information is iterated; (ii) 

the limitation on the height of a tree has been achieved; (iii) 
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there are not an enough number of ratings to divide at the 

current node. After dividing, the ratings R are sorted based on 

different contextual information. Note that in various decision 

trees, the training ratings are categories differently, given that 

contexts (and their values) are selected randomly at each level 

of a tree. When predicting a missing rating 𝑅 , it is assumed 

that there are 𝑡 decision trees, and in each decision tree, 𝑅  is 

categorized to the rating subset (i.e., user-item-rating sub-

matrix) 𝑅 𝑖  ⊂ 𝑅 according to 𝑅 contextual information. For 

each 𝑅 𝑖  , it is further decomposed and finds the factorized user 

and item matrices 𝑈 𝑖  𝑎𝑛𝑑 𝑉 𝑖   that can be used to predict the 

missing rating𝑅 𝑚  . 
 

ℓ1 = arg min𝑈 𝑖 ,𝑉 𝑖    𝑋𝑗 ,𝑘
𝑉 𝑖  
k=1

𝑈 𝑖  
j=1  𝑅 𝑖,𝑗 ,𝑘 −  𝑈 𝑖 ,𝑗  

2
𝑉 𝑗 ,𝑘 

2
+

 𝜆(| 𝑈 𝑖 |𝐹
2 + | 𝑉 𝑖 |𝐹

2 )        (5)   

                 

𝑅𝑚 ,𝑖 = (𝑈 𝑖)
𝑇𝑉 𝑖                                      (6) 

Finally, the predictions from t decision trees [16] are merged 

to make the final prediction for   𝑅 𝑚 . 

𝑅 𝑚 =
 𝑅𝑚 ,𝑖

𝑡
𝑖=1

𝑡
                                      (7) 

3.4 Social popularity integration with 

contextual information 
From the previous sections, which described the context based 

recommendation model, an improved version of previous 

model have been described in this section by considering 

social popularity [17] to improve recommendation quality. As 

in real world, when someone decides whether or not to 

purchase product e.g. pen drive, mobile, moves ticket , he/she 

often ask for suggestion from his/her friends, whose tastes are 

likely to be similar with him/hers. By getting views from 

multiple friends, one can able to take better decisions. 

Although friends’ opinions give valuable information to help 

in making high quality recommendation for users, most 

existing works either employ/combine all available social 

popularity information without information filtering [18] or 

do not examine how to exactly measure taste similarity 

between two users. In order to deal with these issues, 

following the approach suggested, which establish a social 

popularity to restrict taste difference between a user and 

his/her friends. In the real world, a user could have hundreds 

or even thousands of friends; it is thus worthless to deal all 

friends (and their information) equally because some friends 

can have similar tastes with the user, while some others may 

have completely different tastes. In order to deal with such 

social taste heterogeneity [18], the following social popularity 

term considers taste similarity between a user and each of 

his/her friends: 

𝛼   𝑠𝑐(𝑗, 𝑓)𝑓𝜀𝑗𝑗 =1  𝑈𝑖 ,𝑗 − 𝑈𝑖 ,𝑓 
𝐹

2
                   (8) 

where 𝛼 is a constant controlling the degree of social 

popularity,  𝑠𝑐(𝑗, 𝑓) shows the taste similarity between user 

𝑢𝑗  and one of his/her friends 𝑢𝑓  based on their past rating 

history as well as contextual information. The higher value of 

similarity score shows the higher correlations between users 

𝑢𝑗  and  𝑢𝑓 , while lower similarity score means that both users 

are very dissimilar to each other. Similarity score can be 

calculated using different method but here log likely hood 

based similarity [18] are used to find out the correlation score. 

Detail descriptions of log likely hood are not given there. It is 

better that similarity score are normalize from the range [-1, 

1] to [0, 1] before applying it to the recommendation model. 

From equation (8), social popularity terms have been 

integrated into equation (5) to consider these terms for better 

recommendations. 

ℓ2 = arg min𝑈 𝑖 ,𝑉 𝑖    𝑋𝑗 ,𝑘
𝑉 𝑖  
k=1

𝑈 𝑖  
j=1  𝑅 𝑖 ,𝑗 ,𝑘 −  𝑈 𝑖 ,𝑗  

2
𝑉 𝑗 ,𝑘 

2
+

 𝛼   𝑠𝑐(𝑗, 𝑓)𝑓𝜀𝑗𝑗 =1  𝑈𝑖 ,𝑗 − 𝑈𝑖 ,𝑓 
𝐹

2
+ 𝜆(| 𝑈 𝑖 |𝐹

2 + | 𝑉 𝑖 |𝐹
2 )                     

(9) 

Eq. (9) can be solved by executing gradient descent 

in 𝑈 𝑖 ,𝑗  𝑎𝑛𝑑 𝑉 𝑗 ,𝑘 , which is iteratively updated. 

𝑈 𝑖 ,𝑗 ← 𝑈 𝑖 ,𝑗 + 𝛾
𝜕ℓ2

𝑈 𝑖 ,𝑗
                               (10) 

𝑉 𝑗 ,𝑘 ← 𝑉 𝑗 ,𝑘 + 𝛾
𝜕ℓ2

𝑉 𝑗 ,𝑘
                               (11) 

Where  𝜆 is the learning rate. 

4. EXPERIMENTAL EVALUATIONS 
This section examines the proposed model applying different 

dataset as well as applying different evaluation matrices. 

Here, dataset are specified firstly then evaluation matrices are 

presented. Then results are shown with the help of different 

graphs and discussed the results. Finally conclusions are 

presented with future work. 

4.1 Dataset 
Douban is one of the leading Chinese social web for sharing 

reviews and suggestion for books, films and music. Each 

client or user has to offer ratings which are on the scale of one 

star to five stars, to the books, films, music, representing 

his/her interest on the things. A timestamp is linked with a 

rating. A user, although has not used an item (i.e., no rating is 

needed), may still convey his/her concern by providing 

“wish” (e.g., wish to see the movies). A social web is 

rendered reviews which are important and valuable for those 

users who follow another user. Table 1 shows the statistics of 

the Douban dataset. Note that we make use of explicit ratings, 

i.e., the “wish” terms are not considered to be ratings. 

Table 1: Statistics of the Douban dataset 

 No. of ratings No. of users No. of items 

Book 812,037 8,598 169,982 

Movie 1,336,484 5,227 48,381 

Music 1,387,216 23,822 185,574 

All 3,535,737 25,560 403,937 

 

Douban dataset are selected because it include not only 

timestamp related and other contextual information, but also  

social popularity information, thus is appropriate for 

evaluating the performance of our proposed model, which 

make use of various types of information.  There are also 

another publically available dataset like MovieLens which 

also include timestamp information [19]. But social popularity 

information is not available over here. So MovieLens dataset 

of 1M have been selected for comparing the performance of 

proposed model. The dataset comprise of about 1 million 

ratings of about 3952 movies made by 6040 users. Ratings are 

also provided on a 5-star scale, and each user has provided at 

least 20 ratings. For both datasets, 85% of ratings data has 

been selected to train recommendation model and evaluate 

their performance using the rest 15% of the ratings. 
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4.2 Evaluation Metrics 
There are various types of measures are available to evaluate 

the performance of the recommender system. The quality of 

prediction is main factor which affect the result of 

recommendation. Here, two important metrics are used to 

compute and evaluate the performance of proposed 

recommendation techniques.  Mean Absolute Error (MAE) 

[20] are defined as Eq. 12 which are given below. 

𝑀𝐴𝐸 =
1

𝑁
  𝑟 𝑢 ,𝑖

− 𝑟 𝑢 ,𝑖 
𝑁
𝑖=1                       (12) 

Root Mean Square Error (RMSE) is defined using Eq. 13 that 

is given below.  

𝑅𝑀𝑆𝐸 =  
1

𝑁
 (𝑟 𝑢 ,𝑖

− 𝑟 𝑢 ,𝑖)
2𝑁

𝑖=1               (13) 

Where N is the total number of predictions, 𝑟 𝑢 ,𝑖
 is the actual 

rating of an item i given by user u and 𝑟 𝑢 ,𝑖   is the subsequent 

predicted rating.  

The lower value of MSE and RMSE [21] signify that 

recommender system has been performing more accurately 

than the higher value of these. Finally, recommender system 

will help to gain revenue from business by attracting more 

users to use it. 

5. RESULTS AND DISCUSSION 

5.1 Performance on Douban dataset 
To show the impact of various parameters, firstly Douban 

dataset have been evaluated and regularization constant has 

been set 𝜆 = 0.1  by cross validation.  Table 1 show that when 

different subset of the dataset (i.e., book data, movie data and 

music data) is provided that how the performance of novel 

model varies with different values of parameter  𝛼, which tell 

how much social popularity information is included into novel 

model. Here latent factor vector dimensionality and the 

number of iterations for solving a matrix factorization model 

are set to 5 and 10 respectively.  

 

(a) MAE 

From experiment, it is observe that when 𝛼 increases, both 

MAE and RMSE first decrease, and then turn into somewhat 

stable (but slightly increase) when 𝛼 reaches a certain 

threshold, i.e., about 0.01. It is concluded that social 

popularity information is able to efficiently improve 

recommendation quality and 𝛼 = 0.01 is a proper threshold 

that well balances the user-item-rating matrix and social 

popularity information. 

 

 

(b) RMSE 

Fig 1: Impact of parameter 𝜶 (𝝀 = 0.1, dimensionality = 8, 

iteration # = 10) 

5.2 Performance on MovieLens-1M dataset 
Test conducted on the Douban dataset show that combining 

contextual information and social popularity information 

really improves recommendation quality. However, in some 

application, no social popularity information is provided (e.g., 

Netflix). In order to calculate the performance of novel model 

when only traditional information is available, another set of 

tests are conducted on MovieLens-1M dataset. All matrix 

factorization based models perform better than traditional 

memory based algorithms, which again show the advantage of 

the latent factor models with lower RMSE value at different 

time. 

 

Fig 4: RMSE (MovieLens-1M dataset) 

6. CONCLUSION AND FUTURE WORK 
In this work, a novel model has been proposed which 

systematically unite contextual information with the social 

popularity base model to improve the quality of 

recommendations. Novel model divides the original rating 

matrix based on different contexts using random decision 

trees algorithm. The created sub matrix holds ratings with 

similar contexts thus enforcing higher impact on each other. 

Matrix factorization is used to the sub-matrix to predict the 

missing ratings. In order to efficiently include social 

popularity information, novel model establishes an additional 

social regularization term to suppose a user’s preference for 

an item by learning his/her friends’ tastes. Experiments 

carried on two real datasets show that novel model clearly 

outperforms the state-of-the-art context-aware and social 

recommendation models. Moreover, even if in some cases 

where social popularity information is not available, novel 

model still outperforms other context-aware approaches by 
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efficiently forming and integrates different contextual 

information’s.  

In the future work, novel model will be applied to some real 

world application scenarios. Different way to incorporated 

social popularity information will be evaluated in future. 
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