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Abstract

In this paperwe provide a foundationof a theoryof contextual reasoningfrom the per-
spective of a theoryof knowledgerepresentation.Startingfrom theso-calledmetaphorof the
box,wefirstly show thatthemechanismsof contextual reasoningproposedin theliteraturecan
beclassifiedinto threegeneralforms(calledlocalisedreasoning, pushandpop, andshifting).
Secondly, we provide a justificationof this classification,by showing that eachmechanism
correspondsto operatingon a fundamentaldimensionalongwhich context dependentrepre-
sentationsmayvary (namely, partiality, approximation, andperspective). Fromtheprevious
analysis,we distill two generalprinciplesof a logic of contextual reasoning.Finally, weshow
that thesetwo principlescanbeadequatelyformalisedin theframework of MultiContext Sys-
tems. In the lastpartof thepaper, we provide a practicalillustrationof theideasdiscussedin
thepaperby formalisingasimplescenario,calledtheMagic Boxproblem.

1 Intr oduction

Thenotionof context is widely studiedin differentareasof artificial intelligence(AI). Perhapsthe
first referenceto context in AI canbetracedbackto R. Weyhrauchandhis work on mechanising
logical theoriesin the interactive theoremprover FOL (Weyhrauch1980). However, it becamea
popularissueonly in thelate1980s,whenJ.McCarthyproposedto formalisecontext asapossible
solutionto the problemof generality: ‘When we take the logic approachto AI, lack of general-
ity shows up in that theaxiomswe deviseto expresscommonsenseknowledgearetoo restricted
in their applicability for a generalcommonsensedatabase[. . . ] Whenever we write an axiom,
a critic cansaythat the axiom is true only in a certaincontext. With a little ingenuitythe critic
canusuallydevise a moregeneralcontext in which the preciseform of the axiom doesn’t hold’
(McCarthy1987). In the sameyears,D. LenatandR. Guhaintroducedan explicit mechanism
of contexts in theCYC commonsenseknowledgebase.Guha– underMcCarthy’s supervision–
proposeda logic of context in his Ph.D.dissertation. In this work, several and importantcon-
cepts(suchas the formula Ist(c,p), lifting, enteringand exiting contexts) were introducedand
formalised. F. Giunchiglia was the first to shift the focus explicitly from context to contextual
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reasoningin his 1993paperon Contextual Reasoning(Giunchiglia1993). His main motivation
wastheproblemof locality, namelytheproblemof modellingreasoningwhich usesonly a subset
of what reasonersactuallyknow abouttheworld. Theproposedframework, calledMultiContext
Systems(MCS), wasthenappliedto formaliseintensionalcontexts, in particularbelief contexts
(Giunchiglia,Serafini,Giunchiglia& Frixione1993,Cimatti & Serafini1995,Benerecetti,Bou-
quet& Ghidini 1998)).Wereferthereaderto (Akman& Surav 1996)for agooddiscussionof the
work on theformalisationof context in AI.

The interestin context is not limited to AI, though. On the contrary, it is discussedand
usedin variousdisciplinesthat are concernedwith a theory of representation.In philosophy
of language,the notion of pragmaticcontext hasbeenusedto provide a semanticsto indexical
(demonstrative) languagesat leastsinceJ. Bar-Hillel’ s seminalpaperon indexical expressions
(Bar-Hillel 1954). Almost twenty yearslater, D. Kaplanpublishedon theJournal of Philosoph-
ical Logic his well-known formalisationof a logic of demonstratives(Kaplan1978). A broader
philosophicalapproachto context wasproposedanddevelopedby J.Perryin hispaperson index-
icalsanddemonstratives,see(Perry1997). Anotherapproach,basedon situationsemantics,was
pursuedby J. Barwiseandothers(Barwise1986,Surav & Akman 1995). Recently, R. Thoma-
sonhasstartedworking on a typetheoreticfoundationof context (Thomason1999). In cognitive
science,many authorshave proposedtheoriesof mental representationwherementalcontents
arethoughtof aspartitionedinto multiple contexts (alsocalledspaces(Dinsmore1991),mental
spaces(Fauconnier1985),etc.). We only needto mentionherethat thenotionof context is very
importantfor otherdisciplinessuchaspragmatics,linguistics,formalontology(see(Bouquet,Ser-
afini, Brezillon, Benerecetti& Castellani1999)for a recentcollectionof interdisciplinarypapers
on context).

Despitethislargeamountof work,wemustadmitthatweareveryfarfromagenerallyaccepted
theoryof contextual reasoning.Evenif we restrictthefocusto theoriesof representationandlan-
guage,thedefinitionsof context thatcanbefound in the literaturerangefrom ‘[. . . ] a location–
time,place,andpossibleworld – at which a sentenceis said’ (Lewis 1980)to ‘[. . . ] a psycholog-
ical construct,a subsetof thehearer’s assumptionsabouttheworld’ (Sperber& Wilson 1986),to
‘[the] subsetof thecompletestateof an individual that is usedfor reasoningabouta givengoal’
(Giunchiglia1993). This makesquitedifficult to find anagreementon what the logical structure
of reasoningis whencontext dependentinformationis involved.Admittedly, many authorsinves-
tigatedspecialforms of contextual reasoning,but the issueof contextual reasoningin itself has
remainedin thebackground.Thesituationis suchthat, to thebestof our knowledge,no onehas
succeededin puttingtogetherall this work on context andcontextual reasoningin a singletheory.
Theresulthasbeena fragmentationof interests,methodologies,technicaltools.

In this paperwe aim at providing a foundationof sucha theoryof contextual reasoningby
distilling its basicprinciplesfrom what hasbeendonein the past. Startingfrom the so-called
metaphorof thebox,weillustrateourapproachto contextualrepresentationandreasoning(section
2). In section3 we addressthe main issueof the paperin four steps:first, we exploit the basic
featuresof themetaphorof theboxto show thatthemechanismsof contextual reasoningproposed
in the literaturecanbe classifiedinto threegeneralforms (called localisedreasoning, pushand
pop, andshifting), eachaffectingsomeelementof acontext dependentrepresentation(section3.1);
second,weshow thattheclassificationinto threetypesof mechanismcorrespondto operationson
threefundamentaldimensionsalongwhich a context dependentrepresentationmayvary (section
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3.2); third, we use the resultsof the two previous sectionsto distill two principlesof a logic
of contextual reasoning(section3.3); finally, we show that MCS formalisethesetwo principles
(section3.4). In the last part of the paper, we introduceandformalisethe Magic Box problem,
a simplescenarioin which the mechanismsof contextual reasoningcanbe illustratedandused
(section4).

2 Settingup the context

It is sortof commonplaceto saythatany representationis context dependent.By this,it is generally
meantthatthecontentof arepresentationcannotbeestablishedbysimplycomposingthecontentof
its parts;in addition,onehasto considerextra informationthatis left implicit in therepresentation
itself. Examplesare: the locationand time whenonesays‘It’ s raining’; the SherlockHolmes
storieswhenoneasserts‘Holmes is a detective’; thesituationwith respectto which we describe
thepositionof two blocksas ���
	������� ; thequalificationthatwemeanwaterto drink whenoneasks
‘Is therewaterin therefrigerator’(of coursethereis water, any food containswater, but we can’t
drink it); andsoon. Therearemany reasonswhy suchfurtherinformationis left implicit. First, it
allowsmuchterserrepresentationsof commonsensefactsabouttheworld. In reasoning,it allows
agentsto disregarda hugeamountof potentiallyavailable informationandconcentrateonly on
whatis relevantto solveaproblemin agivencircumstance.In linguisticcommunication,it allows
a speaker to rely on informationthat the receiver is supposedto have aboutthe relevant features
of theongoingandpossiblypastconversations,andin generaloncommonsenseknowledgeabout
theworld.

Sentence 1

...............
Sentence 2

P1=V1 ..... Pn=Vn .....

Figure1: Context asabox

In (Giunchiglia& Bouquet1997),thenotionof context dependenceis illustratedby introducing
themetaphorof thebox (seefigure1). A context dependentrepresentationcanbesplit into three
parts: inside the box, a collectionof linguistic expressions(be it a singlesentenceor an entire
theory) that describea stateof affairs or a domain;outsidethe box, a collectionof parameters� � ������� ��� ������ , anda value ��� for eachparameter

� � . The intuition is that thecontentof what is
insidethe box is determined(at leastpartially, andin a senseto be defined)by thevaluesof the
parametersassociatedwith thatbox. For example,in acontext in whichthespeakeris John(i.e. the
valueof theparameter‘speaker’ is setto John),any occurrenceof ‘I’ will referto John(weshould
adda lot of qualifications,but for themomentwewill ignorethem).

Themetaphorcanbeusedto provideasimpleillustrationof avarietyof important(andsome-
timescontroversial) issuesin a theoryof contextual representationandreasoning.We consider
threeof them.
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Thefirst hasto do with theparameters
� � ������� ��� ������ . What featuresof context arewe to in-

cludeamong
� � ������� ��� ������ ? Is it possibleto specifyall therelevantparameters,or is thecollec-

tion alwaysincomplete?Is thelist of contextualparametersalwaysthesame,or is it differentfrom
context to context? Theoriesvary a lot. Kaplan(1978),for example,takesit thatall contexts de-
pendonthesamecollectionof parameters,andthatthiscollectionis finite (actually, it is aquadru-
ple: aworld,atime,aspeaker, andalocation).Othersarguethatarepresentationdependsonmany
otherfeaturesof context. Lewis, in his 1970paperon generalsemantics(Lewis 1970),lists eight
parameters;Lenat,in arecentwork on thedimensionsof context space(Lenat1999),discusses12
parameters(hecalls them‘dimensions’);many otherauthorssaythatthesetof contextual depen-
denciesis verylarge,virtually infinite (Guha1991,Sperber& Wilson1986,McCarthy1993,Giun-
chiglia & Bouquet1997), and is different from context to context. The justificationsare quite
different.On theonehand,GuhaandMcCarthy(in someof his papers)provide a ‘metaphysical’
justification,andarguethatcontextsarerich objects, namelyobjectsthatcanneverbecompletely
described.On theotherhand,GiunchigliaandBouquet(1997)proposean ‘epistemological’ex-
planation;they arguethatin practicewecan’t getacompletelist of dependenciesbecauseweonly
havepartialknowledgeof theworld (this factsmustbetakeninto accountin anepistemologically
adequatetheoryof representation).In addition,someauthorsarguethatdifferentboxesmayhave
differentcollectionsof parametersassociatedwith them.For example,thefactthatablock � is on
ablock � in asituation� canberepresentedin differentways.In acontext in whichthesituationis
left implicit (i.e. it is oneof theparametersoutsidethebox),wecanusetheexpression����	 ������ (the
valueof theparametertellsusto whatsituationtheexpressionsrefers).In acontext in which there
is no implicit assumptionaboutthesituation(i.e. thereis noparameterfor thesituationoutsidethe
box), thesamefactwouldberepresentedwith theexpression����	 ����!"��� , wherethedependenceis
madeexplicit insidethebox (Guha1991,McCarthy1993,Giunchiglia& Ghidini 1998).

Thesecondissuehasto do with therelationshipbetweentheparameters
� � ������� ��� ������ , their

value,andtherepresentationinsidethebox. How do parametersandtheir valueaffect therepre-
sentationof a fact?In whatsenseaparameterprovidesimplicit informationwhich is to beusedin
interpretingwhatis insideabox?Canwegetrid of parametersandgetacontext independentrep-
resentationof thecontentsof abox?Variousrelationshipsbetweenparametersandrepresentations
have beenanalysed.Therelationshipis very clearwith indexical expressions.Indeedtheir exten-
sionandintensionis determinedby thevalueof contextualparameters.For example,if thespeaker
associatedwith acontext is changedfrom Johnto Mary, thenthecontentof thepronoun‘I’ is mod-
ified accordingly. However, thereareotherpossiblerelationships.Perry, for example,discusses
the conceptof unarticulatedconstituent,namelyobjectsthat areleft implicit in a representation
becausethey canbe retrieved from the context. Unlike indexicals,herenothingin the represen-
tation indicatesthat thereis a contextual dependency. Considerthis examplefrom (Perry1997).
Therelation‘raining’ is definedbetweena locationanda time. However, if theresidentsof Z-land
nevergetany informationabouttheweatheranywhereelse,they canusethesentence‘It’ s raining’
leaving unarticulatedthelocation(i.e. Z-land). In otherwords,thelocationis includedamongthe
contextual parameters.In AI, theprototypicalexampleof this sort is McCarthy’s ‘above# theory’
(McCarthy1993)(from now, we will refer to this exampleastheA # T example). Thenotionof
unarticulatedconstituentcanbegeneralised.Indeed,not only argumentsof predicatescanbeleft
unarticulated.All often,assumptionsareleft implicit. Someexamples:fictional contexts (when
wesay‘Holmesis adetective’ in acontext in whichweimplicitly assumethatwearetalkingabout
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theSherlockHolmesstories),counterfactualcontexts(whenonesays‘I wouldspeakaperfectEn-
glish’ in acontext in whichhe/sheimplicitly assumesthecounterfactualhypothesis‘If I wereborn
in the UK’). Moreover, contextual parametersmay restrictquantification,for examplewhenone
says‘All dogsaresleeping’in a context in which it is clearthathe/sheis referringto a particular
setof dogs(e.g.thedogsin a room,his/herdogs,andsoon).

Thethird issuehasto do with therelationshipamongboxes:whatis therelationshipbetween
theparametersof differentboxes?How doesthis relationshipaffect therelationshipbetweenthe
contentsof differentboxes? In somecases,the relationshipbetweenthe parametersof different
boxesis veryintuitive.For example,if oneof theparametersis time(e.g.theday),thentherelation
is the obvious one(e.g.January1st, 2000precedesJanuary2nd, 2000). For locationis slightly
morecomplicated,but still intuitive. However, for otherparameters(e.g.beliefs,counterfactual
hypothesis,. . . ) the relationship(if any) is lessobvious. This hasimportantimplicationsfor the
issueof contextual reasoning. For example,when the relationshipbetweenparametersis well
understood,thereis a naturalway for exportingfactsfrom onecontext to another. Kaplan’s logic
of demonstrativesis perhapsthebestexampleof thiskind: if ‘Yesterdayit wasraining’ is truein a
context in which time is setto January2nd,2000,then‘Todayis raining’ mustbetruein acontext
in which time is set to January1st, 2000. If we hadsuitableinferencerules, ‘Todayis raining’
couldbederivedin thesecondcontext startingfrom thepremiss‘Yesterdayit wasraining’ in the
first only becausethereis anorderbetweentheparameter’svalues(from now, wewill referto this
exampleastheY # T example).In othercases,therelationis not obvious,andsometimesthereis
no relationshipat all.

Theaimof discussingthethreeissuesaboveis to setupthecontext of ouranalysisof contextual
reasoningby clarifying whatissuesaredealtwith in thepaper, whatarenot,andwhy. Ourattitude
is the following. On the onehand,we will disregardthoseaspectsthat do not affect a theoryof
contextual reasoning.For example,we do not addressthe issueof what is the ‘right’ collection
of contextual parameters(if any), sincethe reasoningmechanismsare the same,whatever the
collection is. On the otherhand,we do not want to make any unnecessarycommitmenton the
issueswedealwith. Sinceourgoalis notto proposeaparticulartheoryof contextualreasoning,but
to provideageneralfoundation,we try – whenpossible– to accountfor themoregeneraltheories,
andseetheothersasspecialcases.Thus,we will allow for infinite collectionsof parameters,and
treata finite numberof parametersasa specialcase. We will allow for contexts with different
collectionsof parameters,andtreattheoriesin which every context hasthesameparametersasa
specialcase.

3 Contextual reasoning

Theproblemof contextual reasoningcanbeintuitively statedastheproblemof understandingthe
generalmechanismsthatpeopleuseto reasonwith informationsuchthat(i) its representationde-
pendonacollectionof contextualparameters,and(ii) is scatteredacrossamultiplicity of different
contexts.

Mechanismsfor contextual reasoninghave beenstudiedin differentdisciplines,thoughwith
differentgoals.However, westill lackaunifying perspectiveonwhata logic of contextual reason-
ing shoulddo. As a consequence,it is very difficult to seethe relationshipbetweenthework on
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context in differentdisciplines(not to mentionthefactthatsometimesthis relationshipis notclear
even within the samediscipline!). Indeed,therearegoodpiecesof work on utterancecontexts,
belief (andother intensional)contexts, problemsolving contexts, cognitive contexts, andso on,
but it’ snotclearwhetherthey addressdifferentaspectsof thesameproblem,or differentproblems
with thesamename.In this section,we try to put someorderin this situationby addressingthe
problemof contextual reasoningfrom a foundationalperspective.

3.1 Forms of contextual reasoning

In the past two decades,a large repertoireof mechanismsfor contextual reasoninghave been
identifiedandformalised.A very partial list includes:reflectionandmetareasoning(Weyhrauch
1980,Giunchiglia1993),specialisation, enteringand exiting context, lifting, transcendingcon-
text (Guha1991,McCarthy1993,Buvac& Mason1993),local reasoning, switch context (Giun-
chiglia 1993,Bouquet& Giunchiglia1995),parochial reasoning, context climbing, andcontext
initialisation (Dinsmore1991),changingviewpoint(Attardi & Simi 1995),reasoninginto regions
(Lansky 1991),focusedreasoning(Hayes-Roth1991,Laird, Newell & Rosenbloom1987). The
questionweaddressin this sectionis: Whatmechanismsof contextual reasoningdo they capture?
In answeringthis question,our goal is not to compareformalismsfrom a technicalpoint of view.
What we arelooking for is a way of classifyingthemaccordingto the generalmechanismthey
implement.

Our proposalis thatall themechanismsof contextual reasoningthatarediscussedin theliter-
aturecanbeclassifiedinto threebasicforms,accordingto theelementof thebox thatthey affect:
therepresentation,thecollectionof parameters,andtheparameters’values.

Localisedreasoning. A first generalform of contextual reasoningis basedon theintuition that
somereasoningprocessesarelocal to a singlebox (context), asif theinformationin thatbox was
theonly informationavailableonagivenoccasion.Theideais that,oncewehavefixedacollection
of contextualparametersandtheirvalues,therearereasoningprocessesthattake into accountonly
what is insidea box,disregardingtherest.Themostintuitivecaseof localisedreasoningis when
an agentis reasoningabouta specificandwell recogniseddomainof discourse(say the Italian
cuisine,soccer, theSherlockHolmesstories,the1960s).Anothertypical caseis problemsolving
contexts, namelyshort living representationswhich containonly the informationthat a reasoner
deemsto berelevantto thesolutionof aparticularproblem.

Examplesof localisedreasoningareMcCarthy’s reasoningin a context, Giunchiglia’s local
reasoning, Dinsmore’s parochial reasoning. However, thoughthey all sharea commonintuition,
the differencesamongtheseapproachesare quite significant. Someauthorsthink of localised
reasoningsimply asa way of partitioninga knowledgebaseaccordingto somepragmaticrule;
the expectedadvantageis that it makes reasoningsimpler by reducingthe numberof potential
premissesat eachreasoningstep. Otherauthors,however, argue that this ‘divide andconquer’
approachis not enough.Becauseof theexisting relationshipsamongdifferentcontexts, localised
reasoningis not simply equivalent to reasoningin a partition of a knowledgebase. One must
take into accountthatsomefactscanbeinferredlocally only becauseotherfactscanbeinferredin
othercontexts(in theY # T example,‘Todayis raining’ in thecontext of January1stcanbeinferred
from ‘Yesterdayit wasraining’ in the context of January2nd). The secondimportantdifference
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Pop

Push

on(x,y)

...............

P1=V1 ..... Pn=Vn

on(x,y,s)

...............

P1=V1 ..... Pn=Vn Sit=s

Figure2: Pushandpop

concernsthelogic which is usedto reasonlocally. Mostauthorstake it thatthelogic is thesamein
everycontext (reasoningis local,but thelogic is global).Othersproposethatlocalisedreasoningin
differentcontextsmayobey differentlogics(e.g.closedworld assumptionwhencheckingthetrain
schedule,anddeductionwhenproving theoremsin classicallogic), seee.g.(Giunchiglia1993).

Pushand pop. Thecontentof acontext dependentrepresentationis partlyencodedin theparam-
etersoutsidethebox,andpartly in thesentencesinsidethebox. Someauthorsproposereasoning
mechanismsfor alteringthebalancebetweenwhatis explicitly encodedinsidetheboxandwhatis
left implicit (i.e. encodedin theparameters).Intuitively, theideais thatwe canmove information
from the collectionof parametersoutsidethe box to the representationinsidethe box, andvice
versa.We call thesetwo mechanismspushandpop to suggesta partial analogywith the opera-
tions of adding(pushing) andextracting(popping) elementsfrom a stack(the analogydoesnot
entail that thereis anorderamongparameters,though). In onedirection,pushaddsa contextual
parameterto thecollectionoutsidethebox andproducesa flow of informationfrom the insideto
theoutsideof thebox, thatis partof whatwasexplicitly encodedin therepresentationis encoded
in someparameter. In theoppositedirection,popremovesacontextualparameterfrom thecollec-
tion outsidethebox andproducesa flow of informationfrom theoutsideto the inside,that is the
informationthatwasencodedin aparameteris now explicitly representedinsidethebox.

Consider, for instance,theA # T example.Thefactthatblock � is onblock � in asituation � is
representedas ����	���$�!%��� in a context & with no parameterfor situations.Theideais that in some
caseswe wantto leave implicit thedependenceon thesituation � (typically, whenwe don’t want
to take situationsinto accountin reasoning).This meansthat the situationcanbe encodedasa
parameter, andtherepresentationcanbesimplifiedto ����	���$��� . Pushis thereasoningmechanism
whichallowsusto movefrom ���
	�����'%��� to ����	���$��� (left-to-rightarrow in figure2), whereaspop
is the reasoningmechanismwhich allows us to move back to ����	 ����'%��� (right-to-left arrow in
figure2). Hence,pushandpopcapturetheinterplaybetweenthecollectionof parametersoutside
theboxandtherepresentationinsidethebox.

It is worth noting that themechanismof enteringandexiting context proposedby McCarthy
andotherscanbeviewedasaninstanceof pushandpop.Supposewestartwith asentencesuchas&%("&*)�+ , whoseintuitivemeaningis that in context &,( it is truethat in context & theproposition+ is
true. Thecontext sequence&%("& canbeviewedasthereificationof a collectionof parameters.Ex-
iting & popsthecontext sequence,andtheresultis theformula &%(-)/.0��1�	/&�2+'� , wherethedependence
on & is madeexplicit in therepresentation.3��1�	4&�/+'� ( .3��1�	/&�2+'� is themainformulaof McCarthy’sfor-
malism,assertingthata + is truein context & ); conversely, entering& pushesthecontext sequence
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Shifting

P1=V1 ..... Pn=Vn

............... ...............

Yesterday it was raining Today is raining

T = Jan-2nd P1=V1 ..... Pn=VnT = Jan-1st

Figure3: Shifting

andresultsin the formula &%(%&5)�+ , makingthe dependenceon & implicit in the context sequence.
This specialform of pushandpophasbeenstudiedby many authorsasa separateissue.So, for
example,Giunchigliausesreflectionup to popthecollectionof parametersandreflectiondownto
pushit; Dinsmoreintroducesa rule of context climbing to popthecollectionof parameters,anda
rule of spaceinitialisation to pushit.

Noticethatpopis relatedto theproblemof decontextualisation.It canbeviewedasa form of
(relative)decontextualisation,throughwhich we getrid of parametersandexplicitly representthe
correspondinginformationwithin thebox. As such,it is a philosophicalminefield. There’s been
a lot of argumenton whetherwe cankeepon poppingthe collectionof parametersuntil we get
rid of all contextual dependencies.Philosophers,linguists,psychologists,sociologists,aresplit
into oppositefactions. Correspondingly, we find formalisationsbasedon the assumptionthat a
completedecontextualisationis possible(e.g.Dinsmore’sspacecalledbase), andothersthatdeny
the existenceof sucha most generalcontext (e.g. (Guha1991,McCarthy1993,Giunchiglia&
Bouquet1997)). Thoughthis issueis very important,in this paperwe do not needto commit
ourselves to either position. Indeed,from the standpointof a theory of contextual reasoning,
choosingoneattitudeor theotherdoesnotaffect thepopmechanism.

Shifting. A third form of reasoninghasto do with changingthevalueof contextual parameters.
In otherwords,unlike pushandpop, what changesis not the collectionof parameters,but their
values.The name‘shifting’ is inspiredto theconceptof shifting in (Lewis 1980). The intuition
is thatchangingthevalueof contextual parametersshifts theinterpretationof what is represented
insidethebox.

The simplestillustration of shifting is reasoningwith indexical expressions.Let us consider
in moredetail the Y # T example. The fact that on January1st it is raining canbe represented
as‘Todayis raining’ in a context in which time is setto January1st,while it canbe represented
as ‘Yesterdayit wasraining’ if the parameteris set to January2nd. As it is shown in figure 3,
shifting is thereasoningmechanismwhich allowsusto movefrom onerepresentationto theother
by changingthevalueof theparametertime, providedwe know therelationshipbetweenthetwo
parameter’s values.

Shifting is not limited to indexical expressions.Anothervery commonexampleof shifting is
when the viewpoint changes,e.g.when two peoplelook at the sameroom from oppositesides
(what is right for the first will be left for the other). A third caseis categorisation.For the sup-
portersof teamA, themembersandthesupportersof teamB areopponents,andviceversafor the
supportersof teamB. And theexamplescanbemultiplied.

In the literature,we canfind different instancesof shifting. Kaplan’s notion of character is
thesemanticalcounterpartof this reasoningmechanismwith indexical languages;GuhaandMc-
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Carthyformalisea form of shifting usingthenotionof lifting; Dinsmoreintroducesthenotionof
secondarycontext; Giunchigliausesbridgerules(thoughbridgerules,like lifting, areusedto for-
maliseotherformsof contextual reasoningaswell). Needlessto say, thedifferencesamongthese
formalisationsaremany andsignificant.For example,Kaplanallows shifting betweenany pair of
contexts (this is a consequenceof the fact that his theoryassumesthat the languageis the same
in all contexts andassignsto eachcontext thesamecollectionof parameters,only with different
values),whereasothersrestrictshifting to pairsof contexts whoseparametersarerelatedto each
others. A further disagreementis aboutthe interpretationof shifting. Someauthors(e.g.Guha)
arguethatshifting providesa very strongmapping(i.e. logical equivalence)betweenthecontents
of differentcontexts,whereasothers(e.g.Giunchiglia)think thatthismappingcanonly beaweak
relationof compatibilitybetweenformulaeof distinct languageswhoseobjective relationshipis –
at leastin practice– outof reach.

3.2 Dimensionsof contextdependence

The threeforms of contextual reasoningwe describedin the previous sectionmayappearasthe
resultof taking too seriouslythemetaphorof thebox andits basicelements:the representation,
theparameters,andtheir values.Indeed,localisedreasoningallows for reasoningwithin a given
representation(i.e. with a fixed collection of parametersand values);pushand pop allows for
addingor removing parametersfrom thecollectionof contextualdependencies;andshiftingallows
for varyingthevaluesof agivencollectionof parameters.

Thegoalof thissectionis to show thatthethreeformsof contextualreasoningwehaveisolated
actuallycorrespondto operatingon threefundamentaldimensionsalongwhich a context depen-
dentrepresentationmayvary: partiality, namelywith theportionof theworld which is takeninto
account;approximation, namelywith the level of detail at which a portionof theworld is repre-
sented;andperspective, namelywith thepoint of view from which theworld is observed. If we
succeedin arguingthiscorrespondencebetweenthethreeformsof contextual reasoningandthese
threedimensionsof representation,thenwe are in the positionof describinga logic of contex-
tual reasoningasthelogic of the(formal) relationsbetweenpartial,approximate,andperspectival
representationsof theworld.

Partiality We say that a representationis partial when it describesonly a subsetof a more
comprehensivestateof affairs. Theintuition is illustratedin figure4. Thecircle below represents
a stateof affairs. From a metaphysicalperspective, it may be the world; cognitively, we can
imaginethat it is the totality of what an agentcantalk about. The circlesabove stayfor partial
representationsof theworld,namelyrepresentationsof portionsof it. Thefiguresuggeststhatthere
may be somerelationshipsbetweenpartial representations(suchasoverlappingand inclusion),
but we do not discussthis aspecthere. A sentencesuchas‘It’ s raining’ taken in isolation,a set
of axiomsdescribingtheblocksworld, a cookbook,a handbookof biology, theSherlockHolmes
stories,areall examplesof partialrepresentations.

Perhapsthebestexampleof partial theoriesin the literaturearemicro-theories(MT) in CYC
(Lenat& Guha1990),eachof whichrepresentsasmallknowledgebaseaboutaparticulardomain
(this ideahasbeenrefinedin (Lenat1999),whereit is proposedthat eachcontext is a point in
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Figure4: Partiality

a twelve-dimensionalspaceof parameters).Dinsmore’s partitionedrepresentations(Dinsmore
1991),andsituations, asdefinedin (Barwise& Perry1983),areotherexamples.

A differentusageof partialtheoriesis in problemsolving. In general,givenaproblem,people
seemto becapableof circumscribingwhatknowlegeis relevantto solve it, anddisregardtherest.
In this case,assumptionsonwhatis relevantactascontextualparameters.

Finally, partialtheoriesareusedin theoriesof linguistic communication.Whenaspeakersays
somethingto ahearer, it is assumedthatthelatterinterpretswhatthespeakersaidin somecontext.
Accordingto (Sperber& Wilson 1986),‘[a] context in this senseis not limited to theinformation
abouttheimmediatephysicalenvironmentor theimmediatelyprecedingutterances:expectations
aboutthe future, scientifichypothesesor religiousbeliefs,anecdotalmemories,generalcultural
assumptions,beliefsaboutthe mentalstateof the speaker, may all play a role in interpretation’.
However complex, suchan interpretationcontext includesthesetof factsthat thehearertakesto
berelevantin orderto assignthecorrectinterpretationto whatthespeaker said.In this sense,it is
apartialtheory.

Approximation We saythat a representationis approximatewhenit abstractsawaysomeas-
pectsof a givenstateof affairs. A descriptionof anofficein termsof walls,windows,doors,chairs,
tables,plugs,andsoon is anapproximaterepresentation,becauseit abstractsaway aspectssuch
asthe chemicalcomponentsof furniture or sub-atomicparticles. A representationof the blocks
world in termsof thebinarypredicates���
	������� and FHG%��IKJH	 ������ is approximate,becauseaspects
suchasthesituation,thecolourof theblocks,theirweight,andsoon,areabstractedaway.

Figure5 illustratesthis idea. The bottomcircle representsthe world asbefore. The circles
above correspondto possiblerepresentationsof the world at different levels of approximation.
The figure depictsthe hierarchyof representationsas if eachof themcoveredthe entireworld.
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Figure5: Approximation

However, it shouldbeclearthatanapproximaterepresentationcanalsobepartial(in thesensewe
definedabove),andthereforeit mayrepresentaportionof theworld.

This notionof approximationis relative: a representationis approximatebecauseit abstracts
awaydetailsthatanotherrepresentationtakesintoaccount.Therepresentation���
	������� andFHG%��IKJH	���$���
is moreapproximatethanthe representation���
	�����'%��� and FKG%��IKJH	�����'%��� , as the first abstracts
away thedependenceon thesituation.Of course,thereis theopenpoint of whetherthereis such
a thing asa non approximaterepresentationof a stateof affairs. It would be a sort of leastap-
proximaterepresentation,namelya representationwhich is lessapproximatethan anyone else.
Eventhoughthis issueis of thegreatestimportancein someareasof philosophy(for example,in
a debateon reductionism),we canavoid committingto onepositionor theother, aswe areonly
interestedin thereasoningmechanismsthatallow usto switchfrom a moreto a lessapproximate
representation,andnot in theepistemologicalstatusof thedifferentrepresentations.

Perspective A third dimensionalongwhicharepresentationmayvary is perspective. In general,
we saythata representationis perspectivalwhenit encodesa spatio-temporal, logical, andcog-
nitive point of view on a stateof affairs. Figure6 is a graphicalillustrationof the idea. In what
followswediscusssomeintuitiveexamples.

The paradigmaticcaseof spatio-temporalperspective is given by indexical languages.Con-
siderpurely indexical expressions,suchas ‘here’ and ‘now’. A sentencessuchas ‘It’ s raining
(here)(now)’ is a perspectival representationbecauseit encodesa spatialpespective (i.e. the lo-
cationat which the sentencesareused,the speaker’s current‘here’) anda temporalperspective
(i.e. the time at which the sentencesareused,the speaker’s current‘now’). The philosophical
traditionshows us thatevennon indexical sentences,suchas‘Ice floatson water’, encodea per-
spective, namelya logical perspective. Indeed,they implicitly refer to ‘this’ world, namelythe
world in whichthe‘here’ and‘now’ of thespeakerbelong(thesamesentence,if utteredin aworld
differentfrom our world, might well befalse).That’s why Kaplan,for example,includesa world
amongthefeaturesthatdefineacontext, andusesthisworld to interpretthepropositionaloperator
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Figure6: Perspective

‘actually’.
Indexicalsarenot theonly expressionsthatencodea perspective. Suppose,for example,that

two agentslook at the sameobject (for examplethe magic box of figure 7). Becauseof their
differentviewpoints,therepresentationof what they seeis completelydifferent,andwe caneven
imaginethat the agentnamedSide, who seesa two-sectorbox, hasno ideathat the otheragent
seesa three-sectorbox. Moreover, the sameball canbe describedasbeingon the right by Side
andasbeingon theleft by Front.

A subtlerform of perspective is whatwe call cognitive perspective. It hasto do with the fact
thatmany representationsencodeapointof view which includesacollectionof beliefs,intentions,
goals,and so on. For example,a supporterof teamA will refer to supportersof his teamas
‘friends’ and to supportersof teamB as ‘opponents’,whereasB would refer to themthe other
way around. It goeswithout sayingthata point of view doesn’t needto bean individual’s point
of view. Teams,professionalgroups,interestgroups,societies,cultures,all providetheirmembers
with aperspectiveon their environment.A goodexampleis thewaydifferentprofessionalgroups
within thesameorganisationrepresenttheir knowledgeabouta domain,makingquitedifficult the
designingof knowledgemanagementsystems.

Cognitive perspective is very importantin the analysisof what is generallycalledan inten-
sional context, suchasa belief context. JohnandMary may have dramaticallydifferentbeliefs
aboutScottishclimate,even if they representthe sameuniverseof discourse(or portion of the
world) at the samelevel of approximation.We don’t seeany otherway of makingsenseof this
differencethanthat of acceptingthe existenceof a cognitive perspective, which is part of what
determinesthecontext of a representation.

At this point, we arereadyto justify our claim that the threeforms of contextual reasoning
arepreciselymechanismsthat operateon the threedimensionsof partiality, approximation,and
perspective:
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P localisedreasoningis thereasoningmechanismthatallows usto exploit partial representa-
tionsof theworld in orderto makereasoningmoreefficient (and,in realworld scenarios,to
make it possiblein practice).Localisedreasoningis thereforereasoningthathappenswhen
a particularcollectionof parametersandtheir valuesarefixed. It’ s reasoningin a box,asif
theboxcontainedall thatis needed;

P pushandpopis thereasoningmechanismthatallowsusto vary thedegreeof approximation
by regulatingthe interplaybetweenparametersoutsideandrepresentationinsidea box. In
otherwords,pushandpop is a way of moving from onecontext to a more(less)approxi-
mateoneby operatingon thecollectionof parameters,thusmakingimplicit/explicit in the
representationsomecontextualdependencies;

P shifting is thereasoningmechanismthatallows usto changetheperspective by taking into
accountthe‘translation’of a representationinto anotherwhenthevalueof somecontextual
parameteris changed.

3.3 Distilling the principles of a logic for contextual reasoning

Thecorrespondencebetweenformsof contextual reasoninganddimensionsof context dependent
representationsallows usto saythata logic of contextual reasoningis a logic of therelationships
betweenpartial, approximate, and perspectivalrepresentations. The requirementsof a general
logic of contextual reasoningcanthusbestatedasfollows:

P on the onehand,it mustallow for a multiplicity of partial, approximate,andperspectival
representationsof theworld;

P on theotherhand,it mustformalisethe reasoningmechanismsthatoperateon suchrepre-
sentations,namely:

– localisedreasoning,whichallows for reasoningwithin partialrepresentations;

– pushandpop,which allows for reasoningwhenthedegreeof approximationat which
theworld is representedis varied;

– shifting, which allows for reasoningwhen the perspective from which the world is
representedis changed.

In thepast,variouslogicshavebeenproposedwhich formaliseoneaspector theotherof such
a logic of contextual reasoning.As we saidbefore,our aim is not to proposea particularlogic of
contextual reasoning,but to distill thegeneralprinciplesof sucha logic. Now thechallengeis to
find theprinciplesthataccountfor all therequirementswestatedat thebeginningof thesectionin
their mostgeneralform.

Following a traditionalview in symbolicAI, we assumethat knowledgeabouta domaincan
berepresentedasa logical theorypresentedasanaxiomaticsystemQ2RS"TU"VXW , whereR is a formal
language(therepresentationlanguageof thetheory), T is a setof well-formedformulaeof R (the
axioms)and V is a setof inferencerulesof R (the inferencemachinery),e.g., the setof natural
deductionrulesfor R . Reasoningis formalisedasinferencewithin the theory(nothingprevents
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usfrom assumingthat,in general,differentcontextsmayhave differentinferencerules).Now the
questionwestartwith is whetherit is appropriateto formaliseacontext asa theory.

Intuitively, differenttheoriesmayrepresentdifferentportionsof theworld (partiality), at dif-
ferent level of detail (approximation),from differentperspectives. Moreover, inferencewithin a
theoryseemsto capturevery well the ideaof localisedreasoning.However, this is not enough.
Thinkingof acontext asa theorywouldnotallow usto capturetherelationshipsbetweendifferent
partial,approximate,andperspectival representations.This leadsto thefollowing idea: a context
is a theorywhich is ‘plugged’ into a structureof relationshipswith othertheories. In otherwords,
a theorycanbe part of a context, but we musttake into accountthe fact that thereis a structure
which actsasa sourceof additionalconstraintson whatcanbederived(whatis true)in a context.
Intuitively, theseconstraintsareinducedby therelationshipsamongtheparametersassociatedwith
thecontexts,andtheir values.In theY # T example,thestructureprovidestheconstraintto theef-
fect that‘Todayis raining’ cannotbetrue(derivable)in thecontext wheretimeis setto January1st
without ‘Yesterdayit wasraining’ beingtrue(derivable)in a context wheretime is setto January
2nd,2000. In the A # T example,the structureprovidesthe constraintto the effect that ����	 ������
cannotbe true (derivable)in &Y	/��� without ���
	�����'%��� beingtrue (derivable)in & (i.e. a context in
whichsituationsareleft implicit).

Theseideascanbe given a precisemodel-theoreticandproof-theoreticformulation. Let us
introducesometerminologyandnotation.SupposeZ � �������$Z �

is acollectionof theories.R�� is the
languageof the . -th theory, T[� is its setof axioms, V\� is its inferenceengine,andTh(T[� ) is the
transitiveclosureof Z'� . Z'� is thetheoryassociatedwith thecontext &%� . Let ]^� denotethesetof all
possiblemodelsof thelanguageR
� . Then ]`_�acbd]^� is thesetof modelsthatsatisfyTh(T[� ).

Thefirstprinciple of contextual reasoning(PCR1)canbestatedasfollows:

First Model-theoretic PCR (PCR1e-_ ) Thesetof modelsthatsatisfya context &"� is a subsetof]^� .
First Proof-theoretic PCR (PCR1f�_ ) Thesetof formulaethatcanbederivedin acontext &%� is a

subsetof R
� .
Indeed,theform of this principle is very general,asit hasto accountalsofor nonmonotonic

contexts. In this case,putting additionalconstraintson a theorymay result in changingthe set
of modelsthat satisfy it, andaccordinglythe setof formulaecontainedin the transitive closure.
However, whenthetheoryassociatedwith eachcontext is monotonic,theprinciplePCR1canbe
giventhefollowing strongerform:

(PCR1’ e-_ ): thesetof modelsthatsatisfyacontext &"� is a subsetof ]g_�a ;
(PCR1’ f�_ ): thesetof formulaethatcanbederivedin acontext &"� is asupersetof Th(T[� ).

Theimport of PCR1maybeeasilyoverlooked. It saysthatacontext is a partial,approximate,
andperspectival representationin its own right. The languageassociatedwith a context &"� is a
constrainton what canbe expressedin it, anda modelof &"� is an interpretationof the languageR
� . This meansthat the semanticsof distinct contexts is definedin termsof distinct semantic
structures.
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PCR1doesnot sayanything aboutthe relationshipbetweencontexts. Let us introducesome
further terminologyandnotation. A structural constraint betweena pair of contexts &"� and &ih is
a relationbetweenthe truth of a formula jlkmR
� andthe truth of a formula nokmR�h . Intuitively,
structuralconstraintsare inducedby the relationshipsexisting amongthe parameters(and their
values)of &%� and &ih . For instance,thestructuralconstraintof theY # T exampleis the following:
whenever‘Todayis raining’ (morein general,‘Todayp +�q ’) is truein acontext wheretimeis January
1st,‘Yesterdayit wasraining’ (‘Yesterdayp +�q ) mustbetruein acontext wheretime is January2nd.
Thisconstraintis inducedby theorderof thevaluesfor thetemporalparameter.

Let r bea structuralconstraintbetweenj in &"� and n in &sh . We saythata model tu� of R
� is
compatiblewith amodel tvh of R�h with respectto r if, whenever thesentencej is satisfiedby tu� ,
thesentencen is satisfiedby tvh . For instance,if &"� and &sh arethecontexts in which thetime is set
to January1stand2nd,respectively, tu� is compatiblewith tvh if, whenever tu� satisfiesasentence
of theform ‘Todayp +�q ’, tvh satisfies‘Yesterdayp +�q ’.

Finally, we saythatamodel tvh of R�h satisfiesa structural constraint r with themodelsof R
�
if thereexistsamodel tu� of R
� which is compatiblewith tvh (with respectto r ).

Theproof-theoreticcounterpartis thenotionof structural derivation. Intuitively, a structural
derivation is a derivationof a formula in a context which exploits the structuralconstraintswith
othercontexts. In the Y # T example,‘Todayis raining’ is structurallyderivablein &"� whenever
‘Yesterdayit wasraining’ is derivablein &sh .

Whatwesaidcanbestatedasasecondprincipleof contextual reasoning(PCR2):

SecondModel-theoretic PCR (PCR2e-_ ). Only modelsthatsatisfyall thestructuralconstraints
with modelsof othercontextscanbesaidto satisfyacontext.

SecondProof-theoretic PCR (PCR2f�_ ). Only formulaethat belongto the transitive closureof
the union of the theory associatedwith a context and the formulaederived by structural
derivationsbelongto thetransitiveclosureof thecontext.

If PCR1constrainswhatcanbesaid,PCR2constrainswhat is true(whatcanbederived) in a
context. The relationbetweenthe two principlesshouldbeclear. PCR2saysthat therearefacts
which aretrue(derivable)in a context becauseof a relationshipexisting with someothercontext;
PCR1saysthat this relationshipis suchthatnothingwhich is not locally expressiblein a context
canbetrue(derivable)in it.

Structuralconstraints(derivations)are the model-(proof-)theoreticcounterpartof the mech-
anismsof contextual reasoningdescribedabove. In the Y # T example,the structuralconstraint
capturesa form of shifting; in theA # T example,thestructuralconstraintscapturespushandpop.

Let usbriefly discussif andhow PCR1andPCR2areformalisedin two existing frameworks.
Kaplan’s logic of demonstrativesis suchthat the setof factsthat canbe expressedis the same
in every context (becausethe languageis the same),andthereforethe first principle is trivially
satisfied;on the other side, the characterof an expressionis preciselya way of characterising
structuralconstraintsthat correspondto a form of shifting (partiality andapproximationarenot
dealtwith in his logic). In Buvač andMason’s logic of context, PCR1is formalisedby assuming
that theglobal languageis only partially interpretedin eachcontext (this leadsthemto introduce
thenotionof acontext vocabulary, namelythesubsetof thelanguagewhich is interpretedfor each
context). It is not clearwhethertheir logic fully compliesto PCR1,astheformula ist(w , j ) is well
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definedfor any well-formedformula j belongingto this global language,andthereforewe can
sensiblyaskwhethertheformula ist(w , j ) is true(false,undefined)evenfor formulae j which are
not partof thevocabulary of thecontext w . A form of pushandpop is ‘hardwired’ in their logic
throughthemechanismsof enteringandexiting contexts.

3.4 A formalisation of contextual reasoning

To thebestof our knowledge,Local ModelSemantics(LMS) andMultiContextsSystems(MCS)
aretheframework thatsatisfiesthesetwo principlesin themostgeneralform. In theremainderof
this sectionwe shortlypresentLMS andMCS andshow that they formalisePCR1andPCR2in
themonotoniccase,that is whenaddinginformation(axiomsand/orconstraints)to contexts does
notreducetheconsequencesonecandraw. For amorecompletepresentationof theformalism,the
interestedreadermayreferto (Giunchiglia& Ghidini 1998)and(Giunchiglia1993).By abuseof
notation,we will usethesymbol &"� (possiblywith differentsubscripts),to meaneitherthetheory
associatedwith context &"� or acontext embeddedin astructureof relationshipswith othercontexts.

In LMS, onestartswith a family of languages
� R
�3�x�zy�{ (hereafter

� R
�/� ). Intuitively, R�� is the
representationlanguageof a context (or theory) &%� . EachlanguageR�� hasits setof models ]g� .
Everysubset]g_�a of ]^� satisfiesasetof formulae,eachcorrespondingto a differentchoiceof the
theory Z'� associatedto &%� . Oncethetheory Z!� associatedwith &"� is fixed,a modelbelonging]g_�a
is calleda local modelof &%� . Thelocal modelsof &%� arethemodelsof R�� thatsatisfythetransitive
closureof thetheoryassociatedwith &"� .

Let us consider, in the following, the simple caseof two contexts & � and & � with a struc-
tural constraintrelatingthe truth of a formula | � in & � to the truth of the formula | � in & � (the
caseof multiple contexts andmultiple structuralconstraintsis a straightforward generalization).
Model-theoretically, a structuralconstraintis representedasa relation(calledcompatibilityrela-
tion) amongsetsof local models} 1 and } 2 of thetwo contexts & � and & � , namely:

~�� � Q2} 1 �} 2 W�� if } 1 satisfies| �  then } 2 satisfies| � � (1)

Equation(1) statesthat the setsof local models } 1 and } 2 arecompatibleif | � is true in the set
of models } 2 whenever | � is true in the setof models } 1 (wherethe notion of satisfiabilityof a
formula in a (setof) local modelis thesameasin thetheoryassociatedto &"� .) A modelfor a pair
of contexts

� & � "& � � is a non-emptycompatibilityrelation
~

definedover setsof (local) modelsof& � and & � .
The notion of satisfiabilityof a formula of a context in a model

~
is definedasfollows. A

formulaof thecontext &"� is satisfiedby amodel
~

if all thelocalmodelsof &"� ( . ��� %� ) belonging
to

~
satisfyit. To defineit formally, we first extendlocal satisfiabilityto setsof local modelsas

follows. Givenasetof localmodels} i, } i � � j if andonly if, for all t�k`}Y� , t���U��� j , where � �U���
is

thelocal satisfiabilityrelationof thetheoryassociatedwith &%� . Let now
~

bea modelfor
� & � "& � �

and j a formulaof R
� ( . ��� %� ). Then,
~

satisfiesj in &"� , in symbols
~ � � &%��)Kj , if andonly if for

all Q2} 1 "} 2 W�k ~ c} i � � j . Validity of a formula j in a context &%� is thendefinedasexpected:

� � &"��)Hj if andonly if for all models
~  ~ � � &%��)Kj

Thereforetheset ] � a of localmodelssatisfyingcontext &"� canbedefinedasthesetof localmodels
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of &"� allowedby some
~

. Formally:

] � a � � t���t�k`}Y� with Q2} 1 "} 2 W�k ~
for some

~ �
andit is easilyseenthat ] � a�� � j if andonly if � � &%��)Kj .

The definitionsgiven above clearly satisfyboth the model-theoreticPCRs. Indeed ] � a can
only containmodelsof R
� which satisfythetheoryassociatedwith &%� (asrequiredby PCR1’e-_ ),
asit is built out of local modelsof &"� , namely ]g_�a . Moreover, it alsosatisfiesPCR2e-_ . Indeed,
sinceit mustbelongto acompatibilityrelation,eachmodelin ] � a is, by construction,amodelthat
satisfiesall thestructuralconstraintswith modelsof theothercontexts.

Theproof-theoreticcounterpartis thefollowing. An MCS is a pair ]�� � Q � &"�2�H BRW , where� &"�2� is a setof axiomaticformal theories(namelytriples of the form &%� � Q2R
�3"T[�2"V\��W ), andBR
is a setof bridgerules.Bridge rulesareruleswhosepremissesandconclusionbelongto different
contexts. For instance,thebridgerule correspondingto thestructuralconstraintdescribedabove
wouldbethefollowing: & � )�| �

& � )�| �
where & � )�| � is thepremissof therule and & � )�| � is theconclusion.Obviously, bridgerulesare
conceptuallydifferentfrom local rules(i.e. rulesin V\� ). Thelattercanbeappliedonly to formulae
of R
� , whereastheformerhavethepremissesandtheconclusionthatbelongsto differentcontexts.
Intuitively, bridgerulesallow for theMCSversionof structuralderivations(seesection4 for some
examples).

A deductionin anMCS ]�� is a treeof local deductions,obtainedby applyingonly rulesinV\� , concatenatedwith oneor moreapplicationsof bridgerules(see(Giunchiglia& Serafini1994)
for a technicaltreatment). Notationally we write ��� MC &"��)�| to meanthat the formula | is
derivablein context &"� from � in the MCS ]�� . A formula j of &"� is a theoremof ]�� if it is
derivablefrom theemptyset,notationally � MC &"��)Kj .

As a consequence,a formula j which is theorem,i.e. belongsto the transitive closure,of a
context &"� canbeprovedby combiningtheapplicationof local inferencerulesof &"� with inferences
obtainedasconsequencesof bridgerules.It followsthateachtheoremof thetheoryassociatedwith&"� is alsoa theoremof &"� , but additionaltheoremsmaybeprovedasa consequenceof combining
applicationsof bridge rules and local rules. Thus, MCS satisfy PCR1’f�_ . PCR2f�_ is clearly
satisfiedasthe transitive closureof a context resultsfrom a combinationof local andstructural
derivations.

4 The Magic Box problem

In the presentsectionwe areconcernedwith providing an exampleof contextual reasoningthat
we canuseto briefly illustratethe ideasexpressedin thepaper. Theexampleis calledtheMagic
Box (MB) problem,andthe solutionto the problemwe proposeinvolvesa very simplecaseof
contextual reasoning. Despiteits simplicity, we can usethe MB problemto show, in a single
example,how MCSformalisethethreemechanismsof contextual reasoning,andtherelationships
betweenthesemechanismsandthedimensionsof context dependence.
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4.1 The scenario

Supposetherearethreeobservers,Top, Side, andFront, eachhaving a partial view of a box as
shown in thetop partof figure7. Top seesthebox from thetop, andSideandFront seethebox
from two differentsides.Thebox consistsof six sectors,eachsectorpossiblycontaininga ball.

rl l c r 1 2 3

a

b

Side Front

Top

Side Front Top

Figure7: Themagicboxandits partialviews

Thebox is “magic” andSideandFront cannotdistinguishthedepthinsideit. Thebottompartof
figure7 showstheviewsof thethreeagentscorrespondingto thescenariodepictedin thetoppart.
Top, Side, andFront decideto test their new computerprogram � by submittingthe following
puzzleto it. Side andFront tell � their partial views. Thenthey ask � to guessTop’s view of
thebox. Notice that, in many casesa uniqueanswerof � is not guaranteedasthedescriptionof
SideandFront’s partialviews is oftennot enoughto determinateTop’s view of thebox. We will
concentrateon thefortunatecasedepictedin figure7 in which thatis thecase.

Thecomputerprogram� knowsthatTop, Side, andFront canonly see(or talk about)different
partsof the box from a specificperspective andwhat part of the box they cansee.Therefore,it
alsoknows how to relatetheinformationcomingfrom thefirst two observers(SideandFront) to
therepresentationof theboxof thethird observer(Top) soasto try to build Top’sview of thebox.
Suchknowledgeis independentfrom the particularinstantiationof the scenario,from the actual
positionof theballsinsidetheboxandthenumberof ballsin it. Thus,wewill keeptheknowledge
abouttherelationsamongthedifferentrepresentationsseparatedfrom thegroundknowledgeabout
thebox. Wecanthereforerepresentsthereasoningprocessof thecomputerprogramin solvingthe
puzzleby meansof the four contexts depictedin figure 8. Contexts Side andFront containthe
program’s representationof Side’s andFront’s knowledge;context Top containsthe program’s
representationof Top’s knowledge,and is the context in which it will try to build the solution;
finally, context � containstheknowledgethat thecomputerprogramhasaboutthegame,namely
whattherelationsamongtheothercontexts are.This knowledgerepresentsthefact thatthethree
contextsactuallydescribethesameobject:themagicbox.

Accordingto ourclassificationof dimensionsof acontext dependentrepresentation,therepre-
sentationsof thedifferentcontexts SideandFront, Top, and � mayvary alongthreedimensions:
partiality, approximation,andperspective. Focusingon partiality, thedifferentcontexts in figure8
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Side Front Top

Figure8: Thecontextsof theMB scenario

representsdifferentportionsof the scenario. For instancecontext Side canonly talk aboutthe
(non)presenceof a ball in the left or right sectorit sees,Front cantalk aboutthe(non)presence
of a ball in the left, or the centralor right sectorit sees,Top can talk aboutthe presenceof a
ball in eachoneof thesix sectors,while � needsonly to talk abouthow thepiecesof knowledge
containedin eachoneof thecontextsabovearerelatedto eachother. Focusingon approximation,
we noticethat thedescriptionof the (a portionof the)world in Side, Front, andTop is given in
termsof ballsandsectorsof thebox, whereasthedescriptionin context � concernshow to relate
theinformationcomingfrom thedifferentobservers. In orderto do this, context � needsto make
explicit someinformationthat wasimplicit in the observers’ contexts. In particular, it needsto
make explicit what informationcomesfrom whatobserver. This is anexampleof pushandpop,
andit is thereforerelatedto thedifferentlevelsof approximationof thedifferentcontexts. In this
casewe saythat the representationsin Side, Front, andTop aremoreapproximateof theonein� . Indeedthefirst onesabstractaway what informationcomesfrom whatobserver. Focusingon
perspective,eachof theobserver’scontextsexpressesknowledgeabouttheboxwhichdependson
the observer’s physicalperspective. For example,the fact that Side seesa ball in the left sector
(from his point of view) is differentfrom Front seeinga ball in the left sector(from his point of
view). Sincetheir perspectivearedifferent,thesamedescription(e.g. ‘A ball is in theleft sector’)
may, thus,haveadifferentmeaningin differentcontexts. In orderfor � to reasonabouttherelation
betweenthedifferentperspectives,it needsa form of shifting.

4.2 A formalisation of the scenario

Following (Cimatti & Serafini1995),thefirst stepin formalisingtheMB exampleis to introduce
the classof languagesfor the four contexts. Eachcontext hasa distinct language,reflectingthe
fact thateachcontext refersto a differentpieceof theworld andthat theworld is observedfrom
differentperspectives.

Sideneedsonly two atomicpropositionsto expresshis/herbasicknowledge:

| �
Side

� ��� ��K�
meaningthatSideseesaball in theleft sectorandright sector, respectively, from its pointof view.
Similarly, Front needsthreeatomicpropositions:

| �
Front

� ��� "&���H�
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meaningthatFront seesa ball in the left sector, centersectorandright sector, respectively, from
its point of view. As | �

Side and | �
Front aredistinct,

� k�| �
Side is distinct from

� k�| �
Front. Top

canexpressits basicknowledgeby meansof six atomicpropositions,onefor eachsectorin the
box: | �

Top
� � F � "FK��"FH���G � "G,��"G%���

The correspondinglanguages,R Side, R Front and R Top are the propositionallanguagesbuilt from| �
Side, | �

Front and | �
Top, respectively. Context � containstheknowledgethatthethreeobservers

actuallytalk aboutthesameobjectfrom differentperspectives,knowswhatis truein eachof them
andwhat the relationamongtheir correspondingcontexts is. To accountfor the variationin the
approximationlevel describedabove, thelanguagecontainsa set

��� .3�HJ "¡¢�Y���!1%sZ£�"+¤� of constant
symbolsfor eachoneof thecontexts above,a setof constantsymbol ¥�j'¦ for eachformula j that
canbeexpressedin thelanguagesR Side or R Front or R Top, andabinarypredicate.0��1�	/&�H¥�j§¦H� , whose
intuitivemeaningis thatformula j`k¨R c is truein context & .
4.2.1 Formalising the Magic Box with MC systems

Languages TheMC systemrepresentingthescenarioin ourcasestudywill containfour contexts
Side, Front, Top, and � , with languagesR Side, R Front, R Top, and R � , respectively.

Axioms Theinitial knowledgethateachcontext containswoulddependon theparticularinstan-
tiationof thescenario.Figure9 showstheknowledgecontainedin thefour contexts,assumingthe
first observer informstheprogramabouthis seeinga ball both in the left andin the right sectors
(axioms 	 � � and 	/� � of Side, respectively.), while thesecondobserver seesoneball in thecentral
sectorandno ball in eitherthe left or theright sectorfrom its point of view (axioms 	2�Y�,�	 � � , and	/� � of Front). Finally, in this particularinstantiation,Top hasno initial knowledge,andthis is the
context in which the computerprogramwill try to solve the puzzle. Thereforeno (non logical)
axiom is in it. The top box (labeled � ) in figure 9 shows a formalisationof the knowledgethat
theprogramhasaboutthegame.For instance,axiom 	 � � saysthatSidecanseea ball in the left
position( .3��1�	 � .3�HJ H¥ � ¦H� ) if andonly if thereis at leasta ball in Top’s view of the box and it is
placedin F �

or FK� or FH� ( .0��1�	�Z-�"+©H¥$F �«ª FK� ª FH�Y¦H� ).
Local inferencerules The computerprogramneedsto performreasoninginsideeachcontext.
For thesake of theexamplewe associatethesetof inferencerulesfor propositionallogic to each
context.

Bridge rules Arrows connectingcontexts in figure 9 representthe relationsamongcontexts.
Intuitively, they aremeantto capturetherelationsbetweenthetwo differentapproximationlevels
of eachobservers’ context andcontext � . They statethecorrespondencebetweena formula j in
eachobservers’ context & andthe formula .0��1�	/&�H¥�j§¦H� in context � . Eachsuchrelationobviously
works in a bidirectionalway. In particular, if a formulaof the form .0��1�	4&�H¥$j'¦H� canbeprovedin� , thenthe formula j mustbeprovable(bea theorem)in & , andvice-versa.This relationcanbe
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r-ÜiÝr£Þ �
r-ÜiÝr£Þ � r-ÜiÝr£Þ �

Figure9: TheMC system:localaxiomsandbridgerules

formally capturedby thetwo bridgerulesbelow:

}X)Kj�*)�.0��1�	4&�H¥$j'¦H� ßcàiá �*)�.0��1�	4&�H¥$j'¦H�}X)Kj ß
â3ã
(2)

where } canbeany of Side, Front andTop. Thesebridgerulesarecalledreflectionup ( r-ÜiÝ ) and
reflectiondown( r£Þ � ), respectively. Theformalisethemechanismof push( r£Þ � ) andpop( r-ÜiÝ ).

The solution of the puzzle Giventhis formalisation,wecanshow how thecontextual reasoning
processallows thecomputerprogramto solve the puzzle. What we expectit to concludeis that
Top seesonly two ballsin thesectorsof thecentralcolumn(seefigure7).

Let us consideroneby one the reasoningstepsthat the computerprogramcanperform. It
knows, from the knowledgein context Side, that from the left sideof the box two balls canbe
seen(axioms 	 � � and 	2�Y� in Side). Intuitively, this meansthat theremust be a ball in at least
onesectorof the first row F andin at leastonesectorof the secondrow G of the completebox.
Derivation ä � and ä � below show a naturaldeductionstyleproof of theseconclusions.By means
of thereflectionrule r-ÜiÝ betweenSideand � , thereasonercanprove theformulas .0��1�	 � .3�HJ H¥ � ¦��
and .0��1�	 � .3�HJ H¥i��¦H� in � . From the information it hasabout the game,by local reasoningin �
(classicalmodusponenswith axioms 	 � � and 	2�Y� in � ), it canconclude.0��1�	�Z-�"+©H¥$F ��ª FK� ª FH�Y¦��
and .3��1�	 Z-�%+©�¥$G �[ª G�� ª G%�Y¦�� . Finally, by applyingthe reflectionrule r-Þ � betweenTop and � , it
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canconcludeF �«ª FK� ª FH� and G �«ª G,� ª G%� in Top.

å'æHç
èéééééê éééééë

� ì �/í
Side ß àiá

�ïî4ð ìòñ �ïÞÎóÎô3õ �÷ö í�øî4ð ì _�ù¸Ý�ô2õ¸ú � û ú �Kû úiü ö íoý«þUÿ ��� � ß
â3ãú ��û ú ��û úiü
Top

å���ç
èééééééê ééééééë

� ì �Îí
Side ßcàiá

�øî4ð ìòñ �ïÞÎóiô3õ � ö í�øî4ð ì _�ù¸Ý�ô0õ�� �Yû � ��û � ü ö í ý[þ-ÿ�� � � ßcâ3ã
� �Yû � �Kû � ü

Top

Theinformationgivenby Front, namelythat it seesonly oneball in thecentralsector, should
suggestthattherecannotbeany ball in thefirst andthird columnof thebox,while therecanbea
ball in eitheroneof thesectorsin thecentralcolumn. Proofs ä-ü , ä
	 and ä�� show thereasoning
stepsthatcanbecarriedout betweenFront and � soasto mapthe informationcomingfrom the
Front into thecompletedescriptionof thebox (context Top), andconclude�	/F ��ª G � � , F�� ª G,�
and �	/FH� ª G%��� in Top.

å���ç
èééééééê ééééééë

� � ì �/í
Front ßcàiá

�øî�ð ì�� � ù � ð¸ô3õ � �÷ö í�øî�ð ì _�ù¸Ý�ô3õ � ì ú � û � �/í ö í ý[þ£ÿ�� � � ßcâ3ã
� ì ú ��û � �/í

Top

å��Óç
èééééééê ééééééë

� ì �Îí
Front ßcàiá

�øî�ð ì�� � ù � ð¸ô3õ � ö í�øî4ð ì _�ù¸Ý�ô0õ¸ú �Kû � � ö í ý[þ£ÿ�� � � ß
â3ã
ú �Kû � �

Top

å���ç
èééééééê ééééééë

� � ì ü í
Front ß àÎá

�øî4ð ì�� � ù � ð¸ô3õ � � ö í�ïî4ð ì _�ùzÝxô2õ � ì úiü û � ü í ö í ý«þ£ÿ ����� � ß
â3ã
� ì úsü û � ü í

Top

Theproof treesaboveshow how thecomputerprogramcancombinetheinformationcontained
in thecontextsSideandFront soasto derive informationaboutthepossibleconfigurationsof the
box from thepointof view of Top. Below is theproof treethatobtainsthepuzzlesolutionstarting
from theconclusionsdrawn by theproof treesä � ,...,ä�� . Thelabel Z-F��§1 on theapplicationof the
rule local to context Top is essentiallya shorthandfor a trivial sequenceof classicalpropositional
rules. The final stepgives the conclusion .3��1�	�Z-�%+¤H¥��F ��� F�� � ÇFH� � �G � � G�� � �G%�Y¦H� in � ,
meaningthatTop seesonly two ballsin thesectorsof thecentralcolumn(i.e. FK� and G,� ).å æ å � å � å � å �

...
...

...
...

...ú �Yû ú ��û úiü � �Yû � �Kû � ü � ì ú � û � �/í ú �Kû � � � ì úsü û � ü í� ú �"! ú �#! � úiü ! � � �$! � �%! � � ü &('*)"+
Top ßÏàiá

�øî4ð ì _�ù¸Ý�ô3õ � ú ��! ú �#! � úiü ! � � �"! � �%! � � ü ö í �
Remark. In the proof treesabove, derivationswithin the samerectangleareinstancesof lo-

calisedreasoning,whereastheproof stepsconnectingdifferentrectanglesareinstancesof struc-
tural derivations.In theexample,all thestructuralderivationsareapplicationsof reflectionrules.
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4.2.2 Modelling the Magic Box with Local ModelsSemantics

Languages Theclassof modelsrepresentingthescenarioin our casestudyis definedover the
four languagesR Side "R Front "R Top, and R � associatedto thecontextsSide Front  Top, and � .

Local Semantics Thelocal modelsof eachcontext Side Front  Top, and � arethepropositional
modelsof the correspondinglanguage,which satisfy the initial knowledge(axioms)of the con-
text (seefigure9). The local satisfiabilityrelation is thestandardsatisfiabilityrelation � � among
propositionallanguagesandpropositionalformulae.

Notice that we have decidedto considerR � asa propositionallanguagecontaining‘special’
propositionalletters .0��1�	4&�H¥$j'¦H� . This choiceenablesusto maintainthetechnicaldetailsassimple
aspossible.Nonetheless,differentlanguagescanhavedifferentlocalsemantics,andfirst orderse-
manticsmightbeusedfor definingthelocalsemanticsof R � . An exampleof a logic for contextual
reasoninginvolving first order(local) semanticscanbefoundin (Ghidini & Serafini1998).

Compatibility constraints The model
~

for the MB exampleis a compatibility relation con-
tainingtuplesof theform Q2} Side�} Front "} Top �} � W
whereeach}Y� ( .-k �

Side Front  Top "��� ) is a setof local modelsfor R
� satisfyingthe following
compatibilityconstraints:

if all the }Y��k ~
satisfy j thenall the } � k ~

satisfy .0��1�	4.sH¥�j'¦�� (3)

if all the } � k ~
satisfy .0��1�	4.sH¥�j§¦H� thenall the }Y��k ~

satisfy j (4)

Compatibility constraint(3) correspondsto r-ÜiÝ . It saysthat if a formula j is valid in the
context labelledby . (is satisfiedin all the }Y� ), thenthe formula .0��1�	4.sH¥�j'¦�� mustbe valid in the
context � . Compatibilityconstraint(4) correspondsto r£Þ � . It saysthatif theformula .3��1�	4.$�¥�j'¦H� is
valid in thecontext � , thentheformula j mustbevalid in thecontext labelledby . .
The solution of the puzzle Now wearereadyto show how to modelthereasoningprocessof the
computerprogram� in solvingthepuzzleandobtaining,from theinitial knowledgein figure9, the
conclusion.0��1�	 Z£�"+©H¥�ÇF �,� FK� � �FH� � ÇG ��� G,� � �G%�Y¦H� . Rememberthat from our definition
of modelfor themagicbox,all the } Side, } Front, and } � mustsatisfythesetsof initial axiomsin the
contextsSide, Front, and � (seefigure9).

Constraint(3) betweencontexts Sideand � andbetweencontext Front and � tells us thatall
the } � in amodel

~
mustsatisfyalsothefollowing formulae:

dueto compatibilitywith Side

dueto compatibilitywith Front

.3��1�	 � .3�HJ H¥ � ¦H�.3��1�	 � .3�HJ H¥s��¦H�
.0��1�	4¡½�����'1%H¥� � ¦H�.0��1�	4¡½�����'1%H¥$&%¦H�.0��1�	4¡½�����'1%H¥�
��¦H� � (5)
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Fromthedefinitionof local semanticsaspropositionalsemantics,every } � satisfiesalsothe fol-
lowing logical consequencesof theinitial axiomsin figure9 andtheformulaein (5):

.0��1�	 Z£�"+©H¥sF �«ª F�� ª FH�Y¦��.0��1�	 Z£�"+©H¥sG �«ª G,� ª G%�Y¦H�.0��1�	 Z£�"+©H¥��	4F �[ª G � �i¦H�.0��1�	 Z£�"+©H¥sF�� ª G���¦H�.0��1�	 Z£�"+©H¥��	4FH� ª G,� �i¦H� � (6)

Constraint(4) betweencontexts � andTop tells us thatall the elements} Top in a model
~

must
satisfy

F �«ª FK� ª FH�G �[ª G,� ª G%�
�	/F �[ª G � �FK� ª G,�
�	/FH� ª G%���

Side
(7)

Again from thedefinition of local semanticsaspropositionalsemantics,all the } Top mustsatisfy
alsothefollowing logical consequenceof theformulaein (7).

�F � � F�� � �FH� � �G � � G�� � �G%�
Side

(8)

Finally, constraint(3) betweencontextsTop and � tellsusthateach} � in
~

mustsatisfy

.0��1�	�Z-�"+©H¥��F �,� FK� � �FH� � ÇG ��� G,� � �G,��¦H� � (9)

whichmeansthatTop seesonly two ballsin thesectorsof thecentralcolumn(i.e. FK� and G,� ).
Steps(5)–(9)arethemodel-theoreticcounterpartof theproofshownattheendof Section4.2.1.

Theapplicationof constraints(3) and(4) correspondsto theapplicationof r�ÜsÝ and r£Þ � , respec-
tively. Theproof thattheMC systemdefinedin Section4.2.1is soundandcompletewith respect
to theclassof modelsfor themagicbox is a straightforwardgeneralisationof thesoundnessand
completenesstheoremin (Giunchiglia& Ghidini 1998).

It is worth noting that thereis a relationbetweenthe perspectivesof eachpair of observers.
Intuitively, it dependson therelationbetweenthevalueof theparametersthatdescribetheir per-
spectiveonthebox. In our formalisation,wechoseto (partially) representsuchrelationsexplicitly
by meansof theaxiomsin � . However, we couldhave chosena differentformalisation,in which
this relationis encodedasbridgerules.For example,thebridgerule:

Side ) �
Top )HF �«ª FK� ª FH� ÿ � ' �

would representtheshift of perspective from Side to Top in casesideseesaball in theleft sector.
This would be an alternative formalisationof shifting in the MB scenario(see(Giunchiglia &
Ghidini 1998)for a formalisationof theMB scenariousingthis kind of bridgerules).
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5 Conclusions

Thepaperis anattemptof providing a foundationof a theoryof contextual reasoning.Themain
stepsof this foundationcanbesummarisedasfollows. First,we introducetheso-calledmetaphor
of thebox, andshow that themechanismsof contextual reasoningproposedin the literaturecan
beclassifiedaccordingto theelementof acontextual representationthey affect: therepresentation
itself (localisedreasoning),thecollectionof parameters(pushandpop),andthevalueof param-
eters(shifting). Second,we arguedthateachof the threeformsof contextual reasoningoperates
on a fundamentaldimensionof a context dependentrepresentation:partiality, approximation,and
perspective. Consequently, we arguedthat a logic of contextual reasoningis to be thoughtof as
the logic of the relationshipsamongpartial,approximate,andperspectival representationsof the
world. From this we distilled two principlesof a generallogic of contextual reasoning,both in
model-theoreticand proof-theoreticversion. Thesetwo principlescan be usedto evaluatethe
adequacy of any logic of contextual reasoningwhichhasbeenproposed.

In a sense,this paperis only a preliminarystepof the foundation. Indeed,it opensa whole
field of research,bothphilosophicalandlogical. Ournext stepwill bestudyinglocalisedreasoning,
pushandpopandshifting in theframework of MCS. In particular, weareinterestedin finding the
compatibility relationinvolved in the threereasoningmechanismsandthe correspondingbridge
rules. This, we hope,will be part of a new approachto a theory of representationin AI and
philosophy, in whichcontext will play acrucialrole.
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