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Real-time multimedia applications require quality of service (QoS) provisioning in terms of bounds on delay and packet loss along
with so
 bandwidth guarantees. 	e shared nature of the wireless communication medium results in interference. Interference
combined with the overheads, associated with a medium access control (MAC) protocol, and the implementation of a networking
protocol stack limit the available bandwidth in IEEE 802.15.4-based networks and can result in congestion, even if the transmission
rates of nodes are well below the maximum bandwidth supported by an underlying communication technology. Congestion
degrades the performance of admitted real-time multimedia �ow(s). 	erefore, in this paper, we experimentally derive the IEEE
802.15.4 channel capacity using an unslotted CSMA-CA MAC protocol. We experimentally derive channel capacity for two cases,
that is, when the CSMA-CA protocol is working without ACKs and when it is working with ACKs. Moreover, for both cases, we
plot the relationship of oered data load with delay and packet loss rate. Simulation results demonstrate that the parameters that
aect the choice of a CSMA-CAMAC layer protocol are end-to-end delay and packet loss requirements of a real-time multimedia
�ow, data load within the interference range of transmitters along the forwarding path, and length of the forwarding path.

1. Introduction

High-resolution and multidimensional sensing character-
istics of IEEE 802.15.4-based wireless multimedia sensor
networks (WMSNs) have led to their application in many
real-time scenarios: visual surveillance [1], assisted living [2],
and intelligent transportation [3] to name but a few. 	e
application domains of WMSNs suggest that such networks
can generate real-time multimedia streams [4]. Real-time
multimedia streams require quality of service (QoS) pro-
visioning especially in terms of bounded delay and packet
loss rate along with so
 bandwidth guarantees. Bandwidth
is a shared and scarce resource in WMSNs, and interference
along with the overheads, associated with a medium access
control (MAC) protocol, and a networking protocol stack’s
implementation further limit the available bandwidth. 	ese
eects result in congestion even if nodes’ transmission rates

are well below the bandwidth supported by the underlying
communication technology. Congestion increases delay and
packet loss and hence results in a performance degradation of
admitted real-time multimedia �ows. 	erefore, it is crucial
for a QoS provisioning framework to determine a threshold
on bandwidth usage. To achieve this task, a QoS provisioning
framework must determine the wireless channel capacity
based on an underlying communication technology and the
relationship of oered data loadwith the delay and packet loss
rate.

	e CSMA-CA MAC layer protocol standardized in the
IEEE 802.15.4 speci�cation can work in reliable and unre-
liable mode. Working in the reliable mode, IEEE 802.15.4’s
CSMA-CA protocol waits for a constant period of time a
er
transmitting a data frame to receive anACK frame. If an ACK
frame is not received, the MAC layer backs o, and a retrans-
mission attempt is made a
er a random exponential backo
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delay. 	is process increases delay, and apparently it seems
that a �ow’s end-to-end throughput may decrease, primarily
due toACKoverhead.Using IEEE 802.15.4’s CSMA-CAMAC
layer protocol in the unreliable mode can increase a node’s
transmission rate and packet loss rate, and at the same time
it can also decrease a data frame’s end-to-end delay, as nodes
do not wait to receive an ACK frame. Unreliable CSMA-CA
does not retransmit data frames; therefore, a �ow’s end-to-
end throughput may not be predictable, primarily due to the
characteristics of the wireless communication channel. QoS
in computer networks is related with the predictability of the
service being oered. In case of WMSNs, one QoS metric
of interest is predictable end-to-end throughput. 	erefore,
considering the QoS requirements of real-time multimedia
applications and the possible pros and cons of reliable and
unreliable CSMA-CAMAC layer protocols, a thorough study
of reliable and unreliable CSMA-CA protocols is required
to select the appropriate (reliable or unreliable CSMA-
CA) MAC layer protocol to support real-time multimedia
applications eectively and e�ciently in IEEE 802.15.4-based
WMSNs.

	e primary aim of this work is to determine the
suitability of IEEE 802.15.4’s unslotted CSMA-CAMAC layer
protocol for real-time multimedia applications, that is, with
respect to the requirements of real-time multimedia applica-
tion.We determine whether CSMA-CAwith ACKs is a better
choice for real-time multimedia applications or CSMA-CA
without ACKs. To accomplish this task we experimentally
derive IEEE 802.15.4’s channel capacity using both versions of
the IEEE 802.15.4’s CSMA-CA MAC protocol. Moreover, for
both cases we experimentally derive the relationship of data
load inside a network with delay and packet loss rate. Based
on the channel capacity, delay, and packet loss rate, we decide
on the suitability of the MAC layer protocol (protocols under
study) for real-time multimedia applications.

	e remainder of this paper is organized as follows.
Section 2 presents related work. In Section 3, details of
the Contiki operating system are presented. Experimental
studies to derive the IEEE 802.15.4 channel capacity and the
relationship of oered data load with delay and packet loss
using both versions of IEEE 802.15.4’s CSMA-CAMAC layer
are presented in Section 4. Simulation results to validate
statistics derived in Section 4 are presented in Section 5, and
we conclude this paper in Section 6.

2. Related Work

In [5] an analytical throughput analysis of the slotted CSMA-
CA MAC layer protocol of IEEE 802.15.4 is presented. An
analytical model typically requires simplifying assumptions
to produce results. In real WSNs, these assumptions may not
be true [6]; hence, such analysis may not accurately predict
achievable throughput. Analytical models only consider the
working of the IEEE 802.15.4 slotted CSMA-CA protocol;
therefore, such analytical models do not predict throughput
from an application’s perspective. 	at is, an application
normally runs over an operating system, and data trans-
mitted by an application program traverse the networking

protocol stack. 	erefore, the operating system architecture
and networking protocol stack overhead have an impact
on a node’s ability to transmit data. An operating system’s
design is aected by the resources available on the target
hardware. Sensor nodes are severally resource-constraint
devices; therefore, a WSN operating system designer has to
consider these limitations. For example, memory available
on a contemporary Tmote sky node is 10 KB; hence, from
the networking protocol perspective the operating system
may allocate small buers for the networking protocols
[7]. Networking protocols are invariably implemented using
timers and events; therefore, the way events are handled in
an operating system has an impact on a node’s throughput.
	erefore, if an analytical approach states that IEEE 802.15.4
slotted CSMA-CA can achieve a certain throughput, we
cannot conclude that the stated throughput can be achieved
by user applications. Hence, a good analysis must consider all
the factors that limit the channel capacity.

WSN testbed-based throughput measurements of IEEE
802.15.4 are presented in [8, 9]. Furthermore, [9] also
presents simulation-based throughput measurements of
IEEE 802.15.4. Both research papers focus on overall channel
capacity and do not consider the node level throughput.
	e testbed results reported in [8, 9] show that the upper
limit on channel throughput is in the range of 35 to 40 kbps.
	e simulation-based results reported in [9] show that the
maximum channel capacity is approximately 65 kbps. It is
important to note that in [9] simulations were performed
using NS 2.34, which does not capture the impact of an
operating system on the channel capacity.

In [10, 11], a throughput analysis of IEEE 802.15.4 with
the Guaranteed Time Slot (GTS) algorithm is presented.
	e model for the IEEE 802.15.4 GTS algorithm is built
with the help of OPNET Modeler [12] and simulations were
performed using the same simulator. Both papers focus on
maximum channel throughput. Again, limitations imposed
by the WSN operating systems are ignored; hence, the
reported maximum channel capacity may not be an accurate
estimate from an application’s perspective.

Most of the related work is focused on estimating the
overall channel capacity. As per authors knowledge no work
focuses on analyzing the impact of an operating system’s
networking protocol stack’s implementation and oered load
on a node’s throughput and per-packet delay.

3. Contiki Operating System Overview and
Its Unslotted CSMA-CA Implementation

In this section, we discuss the design of the Contiki operating
system for WSNs. 	e discussion in this section helps us to
understand the Contiki features that limit the transmission
capability of a node. A
erwards, we discuss Contiki’s CSMA-
CA implementation in detail, and we examine how it limits
the transmission rate of a node.We conclude this sectionwith
a discussion of our modi�cations to the Contiki’s CSMA-CA
implementation to increase a node’s transmission capability.
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3.1. Contiki Overview. Contiki is a lightweight open source
OS written in the C programming language for WSNs [13]. It
follows amodular architecture, and it is built around an event
driven kernel. Contiki provides preemptive multitasking at
the process level, but, to yield the processor to another thread,
the running thread has to invoke the yield function explicitly.
In other words, if a running thread continues to run, waiting
threads are not scheduled.

	e Contiki kernel comprises an event scheduler that
dispatches events to the running processes. Process execution
is triggered by events dispatched by the kernel to the process
or by a polling mechanism. When an event is dispatched to
a process, it runs to completion; however, event handlers can
use internal mechanisms for preemption. Contiki maintains
a queue of pending events, and events are dispatched to target
processes in a �rst in �rst out (FIFO) manner. Interrupts
can preempt an event handler, but, to avoid synchronization
issues, interrupts cannot post an event. To transmit a data
packet, Contiki uses a callback timer.	e callback timer takes
an expiry time and a pointer to a function that acts as an
event handler as arguments.When the timer expires, an event
is stored in the event queue and the event handler is called
eventually. If there are multiple events pending in an event
queue and events are �red in a FIFOmanner, it is possible that
the event handler for a callback timer does not execute right
away. 	is phenomenon limits the transmission capability of
a node. Furthermore, the communication stack overhead, for
example, copying amessage and adding headers to amessage,
adds further delay.

3.2. 	e Contiki 2.5 CSMA-CA MAC Layer. When a CSMA-
CA MAC layer receives a packet for the upper layer, it
enqueues the packet in a MAC layer buer. If the packet
received at the MAC layer is a broadcast packet, it is not
enqueued; rather, the MAC layer broadcasts it straight-away,
without performing carrier sensing. In case of a unicast
packet, if no space is available in the MAC layer queue, the
unicast packet is treated as a broadcast packet; hence, the
packet is transmitted without performing carrier sensing. If
a unicast packet is treated as a broadcast packet, it is not
retransmitted, in case of data packet collision or corruption.

Whenever the MAC layer has a packet to transmit, it
delays carrier sensing by 1/8th of a second, using the null
radio duty cycling algorithm. A
erwards, it performs carrier
sensing and if no carrier is detected, the packet is transmitted.
If reliability mode is enabled, the MAC layer waits for a
prede�ned interval of time to detect an ACK; in Contiki 2.5,
this interval is 6 real-time ticks for Tmote skymotes.	e real-
time timer on aTmote skymote ticks 16,384 times per second.
When an ACK is detected, the system waits for another 10
real-time ticks. If no ACK is detected in the stated time
interval, the system backs o for a random amount of time.
	e random backo interval depends on the channel check
interval (CCI) used by the radio duty cycling algorithm,
which is 1/8th of a second for null radio duty cycling. If the
MAC layer is about to transmit a packet and it senses that
the channel is busy, it backs o for a random amount of time,
as stated above. 	e CSMA-CA makes three retransmission
attempts and if unsuccessful, the packet is dropped.
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Figure 1: Packets transmitted per unit time using default CSMA-CA
and null duty cycling algorithm.

A
er every successful packet transmission, the CSMA-
CA MAC layer with null duty cycling waits for 1/8th of a
second to transmit the next packet in the MAC layer queue.
	erefore, CSMA-CA with null radio duty cycling can only

transfer Γ bps, where Γ = ∑8�=1 �� × 8 and �� is the total size
of the �th data packet in bytes. A transmission rate of Γ bps
is only possible if MAC layer ACKs are disabled; otherwise,
node throughput will further degrade.

We have performed simulations to validate that, using the
default CSMA-CA implementation with null duty cycling,
demonstrating that a node runningContiki can only transmit
8 kbps at maximum. Simulations were performed using the
Cooja WSN simulator [14]. Two Tmote sky nodes are used;
one node sends ten packets per second to the other node.
	e size of each data packet is 127 bytes, including packet
headers, and the MAC layer queue can store 6 full size
packets. Nodes are using Contiki’s Rime communication
stack with Cooja’s undirected radiograph model. 	e two-
node WSN is simulated for fourteen seconds, and MAC
layer ACKs are disabled. If the MAC layer queue is full, the
MAC layer broadcasts packets without performing channel
sensing. We drop such packets at the MAC layer because
broadcasting a packet without performing channel sensing
can cause interference and hence might lead to decreased
network throughput.

To accurately estimate throughput, we keep track of
interfered and corrupted packets by adding code to Cooja’s
undirected radio graph mode. Hence, the simulator detects
and reports interfered and corrupted data packets, and such
data packets are not considered when we estimate a node’s
throughput. In the �rst set of experiments reported here,
though, note that there are no collisions as we only have one
transmitter. 	e MAC layer keeps track of all transmitted
packets. Figure 1 shows the number of packets transmitted
per unit time between three to twelve seconds of simulation
time.
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Figure 1 shows that a node can only transfer 7 packets per
second. 	e size of each packet was 127 bytes; therefore, the
node’s throughput in this case was 6.94 kbps. 	is con�rms
the fact that a
er every successful transmission a node waits
for 1/8th of a second. An OS has to add headers to an
application data and schedule a packet transfer, and, in case of
CSMA, there is a need to perform clear channel assessment;
therefore, a node cannot exactly transfer eight packets per
second. 	e important lesson we take away from this experi-
ment is that a node’s transmission ability is limited in terms of
number of packets, using the default setup. We conclude that
the delay between two successive transmissions along with
the FIFO event dispatching mechanism, and events run to
completion semantics, reduce node level throughput.

3.3. Modi
cations to the Contiki Operating System. To enha-
nce network throughput, we modi�ed the time interval
for which a CSMA-CA MAC layer waits to perform the
clear channel assessment. For the null radio duty cycling
algorithm, this time is calculated as (1/CCI) seconds. 	e
value of CCI, in case of null duty cycling, is 8. 	e CSMA-
CA MAC layer uses Contiki’s callback timer (ctimer) mech-
anism to invoke the function responsible for performing the
CSMA-CA MAC layer activities corresponding to a packet
transmission. Our modi�cation was to set the value of the
callback timer to 0, so that, in case there is a packet in
the MAC layer queue, Contiki’s CSMA-CA immediately
performs clear channel assessment and transmits a packet
if no carrier is detected; otherwise, a node switches to the
backo mode. It is shown through simulations that our
modi�cation increases a node’s throughput; hence, nodes in a
network can transmit more data compared to what nodes can
transmit with Contiki’s original CSMA-CA implementation.
	e rationale for using a CCI value of 8 is to ensure fairness,
that is, reducing the rate at which nodes transmit leaves
more bandwidth for other nodes. If our modi�cations are
coupled with an admission control procedure, not only do we
increase nodes’ throughput, but also the admission control
will impose its notion of fairness. Moreover, Contiki 2.5’s
feature of sending unicast packet straight away as broadcast
packet, if the MAC layer queue is full, bypassing all other
packets, seemed strange; therefore, as mentioned before, we
have disabled that.

Secondly, we are interested in measuring average per-
packet delay at the MAC layer. Our system keeps a record of
the time that each packet spends in the MAC layer queue.
To determine the average per-packet delay per second, the
total queuing delay for transmitted packets is divided by the
number of packets transmitted per second. Finally, to support
higher data rate applications we have increased the MAC
layer queue size.

We are interested in studying Contiki’s CSMA-CA imple-
mentation with and without ACKs. In the latter case, it
is possible that two or more nodes sense that the wireless
channel is idle; hence, theymay start transmission at the same
time. 	is results in a collision of the transmitted packets. If
our simulator considers such packets as delivered, we would
end up overestimating the channel capacity. 	erefore, we

Table 1: General parameters for simulation.

Parameter value Value

MAC layer CSMA-CA

MAC layer reliability Disabled

Radio duty cycling algorithm Null radio duty cycling

Radio model Undirected graph model

MAC layer queue size 30 packets

Bit rate 250 kbps

Node transmission range 50 meters

Node carrier sensing range 100 meters

Total frame size 127 bytes

Simulated node type Tmote sky

added logic toCooja’s undirected radiographmodel (URGM)
(our simulations use URGM), to keep track of the total
number of collided and corrupted data packets per second.

4. IEEE 802.15.4 Channel Capacity Estimation

To estimate the IEEE 802.15.4-based WSN channel capacity
and relationship of delay and packet loss rate with oered
tra�c load, we simulated a WSN with eleven nodes. All
nodes are within the transmission range of each other. Ten
nodes act as transmitters and one node acts as a receiver. We
increase the total oered data load in the network from 20 to
220 kbps (oered data load is uniformly distributed among
10 transmitters). Each simulation scenario is repeated three
times, and averaged results are reported to account for the
randomnature of theCSMA-CAprotocol. Table 1 lists general
simulation parameters.

From Table 1 it can be seen that we are using full size
IEEE 802.15.4 packets to estimate the IEEE 802.15.4 channel
capacity. If we use short IEEE 802.15.4 addressing mode,
102 bytes of application data is carried in a MAC layer
frame using the Rime protocol stack of Contiki operating
system. Invariably, multimedia applications generate lots of
data; therefore, it is not rare that such applications utilize
the maximum possible packet size of 102 bytes in each
transmitted packet.

4.1. IEEE 802.15.4 Channel Capacity Estimation. Figure 2
shows the average channel throughput with respect to the
oered data load. In case of CSMA-CA without ACKs, the
rate at which the channel throughput increases till the oered
data load reaches 100 kbps is almost linear with oered data
load.When the oered data load ranges from 100 to 180 kbps,
the slope of the line showing average channel throughput
increases more slowly.	is is primarily due to the distributed
nature of the CSMA-CA protocol. As data load in the WSN
increases, each node has more data to send; hence, nodes
frequently contend for channel access and in this process
nodes go to backo mode more frequently. It results in
an increased delay in getting access to the channel; hence,
channel throughput increases slowly. In fact, in simulation
results we have observed that an oered data load of 180 kbps
acts as a threshold point in terms of oered data load, a
er
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which channel throughput starts to decrease.	is is primarily
due to the CSMA-CA protocol and its backo mechanism.

In case of CSMA-CA with ACKs, an interesting obser-
vation is that, up to an oered data load of 60 kbps, packet
drop rate is almost 0%. 	e primary reason for 0% packet
drop rate till the oered data load is 60 kbps is that MAC
layer ACKs are enabled, and if an ACK for a transmitted
frame is not received, the frame is retransmitted. Moreover,
in this case, the channel throughput almost remains constant
at approximately 93 kbps fromanoered data load of 120 kbps
to an oered data load of 200 kbps. 	e reason for this phe-
nomenon is that the MAC layer retransmits lost/corrupted
data frames.	eMAC layer was not able to retransmit all lost
frames due to the backo and ACKs overhead. 	e channel
is saturated at an oered load of 220 kbps as the channel
throughput drops to 86 kbps.

For an oered data load between 20 and 100 kbps the
average channel throughput of CSMA-CA with ACKs is
higher compared to the average channel throughput of
CSMA-CA without ACKs. For an oered data load between
120 and 180 kbps, CSMA-CA without ACKs oers higher
channel throughput and lower packet loss rate. 	e higher
packet loss rate, and decreased throughput in case of CSMA-
CAwithACKs between an oered data load of 120 to 180 kbps
are due to the following reasons: (a) Figure 2 shows that an
increase in the oered load results in increased packet loss
rate, therefore causing a higher number of retransmissions,
and (b) an increased oered data load normally means more
packets transmitted per second, hence more time a node
has to wait for ACKs. Channel throughput results shown in
Figure 2 show a step decrease in the channel’s throughput for
an oered data load in excess of 180 kbps, in case of CSMA-
CA without ACKs. On the other hand, there is a gradual
decrease in the channel’s throughput for an oered data load
of in excess of 200 kbps, in case of CSMA-CA with ACKs.

CSMA-CA with ACKs oers a packet loss rate of 0% as
long as the oered data load is between 0 and 60 kbps. In all
other cases, an increase in oered data load implies higher
packet loss rate. 	erefore, if the only parameter of interest
for real-time multimedia application is strict reliability (low
packet loss rate), CSMA-CA with ACKs is the only choice,
and the system must limit the amount of data within the
interference range of transmitters along the forwarding path
to 60 kbps. A real-time multimedia application can tolerate
end-to-end packet loss rate of 5% [15]; in this case, CSMA-CA
without ACK is only a feasible choice if total data load within
the interference range of nodes along the forwarding paths
is less than 30 kbps, and preferably there must be no more
than one intermediate node between the source-destination
pair. Assuming that end-to-end packet loss rate of 5% is the
only requirement and there are multiple intermediate nodes
between source-destination pairs CSMA-CA with ACKs is
the only choice, total data load within the interference range
of nodes along the forwarding pathsmust not exceed 60 kbps.

Figure 3 shows the relationship of delay with oered
data load. In case of CSMA-CA without ACKs, it can be
observed that average per-packet delay does not increase
a lot as long as the oered data load ranges between 0
and 100 kbps. Beyond that point, average per-packet delay
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Figure 2: Oered data load versus throughput.
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Figure 3: Oered data load versus average per-packet delay.

increases sharply. From Figures 2 and 3, it can be concluded
that the channel capacity in case of CSMA-CAwithout ACKs
is 118 kbps, and it is achieved at an oered data load of
180 kbps. 	is con�rms that operating below the bandwidth
supported by the underlying communication technology
results in congestion and hence increased delay and packet
loss rate.

Figure 3 also shows the relationship of delay with oered
data load when the MAC layer ACKs are enabled. It can be
observed that the average per-packet delay in this case is
much higher as compared to the average per-packet delay
when theMAC layerACKswere not enabled. Froman oered
data load of 60 to 120 kbps there is a sharp increase in the
average per-packet delay, and themaximum channel capacity
in this case is 94 kbps.
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Figure 4: Simulated network topology.

A real-time multimedia �ow can tolerate end-to-end
packet delay of 250–300ms [16]. Figure 3 shows per-hop aver-
age per-packet delay; therefore, end-to-end delay depends on
the number of hops between the source and the destination
node. If a real-time multimedia �ow requires 5% end-to-end
packet loss rate and end-to-end delay should remain within
250–300ms, using CSMA-CA without ACKs is only possible
if there is at most one relay node between the source and the
destination node, and data load is limited to at most 30 kbps.
In the same scenario, CSMA-CAwithACKs can ful�ll a �ow’s
requirement even if the source and the destination nodes are
three hops away, and data load must be limited to 50 kbps. In
general, the choice of a CSMA-CA protocol depends on an
application’s requirements, forwarding path’s length, and the
data load within the interference range of transmitters along
the forwarding path.

5. Performance Evaluation

In this section, we simulate a multihop WSN and we assume
that nodes inside the network generate real-time multimedia
�ows.	emain purpose of these simulations is to validate the
conclusions we drew from the results presented in Section 4.
We run separate simulations to validate the results for CSMA-
CA without ACKs and the results for CSMA-CA with ACKs.
In each simulation scenario, average per-packet delay (total
time spent by a packet in the MAC layer queue), and node’s
average throughput between the simulation time interval
of 20 to 100 seconds are measured at each node. Figure 4
shows the simulated network topology. Table 1 lists general
simulation parameter. Simulations are performed on the
CoojaWSN simulator. Moreover, Table 2 shows nodes within
the interference range of each node present in the simulated
network.

5.1. Results Veri
cation of IEEE 802.15.4’s CSMA-CA Protocol
withoutACKs. 	etest-case to validate the results forCSMA-
CA without ACKs assumes that a �ow can tolerate some
packet loss (up to 8% per-hop packet loss) but requires
bounded delay (per-hop packet delay less than or equal to
30ms). As per the experimental result shown in Figures 2
and 3, oered data load inside the network should not exceed
60 kbps to provide an acceptable level of service. To validate
the results presented in Figures 2 and 3, we created three

Table 2: Nodes’ interference set.

Node ID Interfering nodes

1 1, 2, 3, 5, and 7

2 1, 2, 3, 4, 5, 6, 7, and 8

3 1, 2, 3, 4, 5, 6, 7, and 8

4 2, 3, 4, 5, 6, and 7

5 1, 2, 3, 4, 5, 6, and 7

6 2, 3, 4, 5, 6, and 7

7 1, 2, 3, 4, 5, 6, 7, 8, and 9

8 2, 3, 7, 8, and 9

9 7, 8, and 9

simulation scenarios. Each simulation scenario is repeated
three times, and we report average results in this section.

5.1.1. Scenario 1. Table 3 summarizes the �ows in Scenario 1.
It is evident from Figure 5 that the average per-packet delay
at each node is less than 30ms corresponding to Scenario 1.
Data loads within the interference range of nodes 1, 2, 3,
4, 5, 6, 7, 8, and 9 are 40, 50, 50, 30, 40, 30, 50, 40,
and 20 kbps, respectively. Figure 2 does not plot average
throughput corresponding to the oered data load of 30 kbps.
Considering Figure 2, it can be observed that the average
throughput for an oered data load between 20 and 40 kbps
increases almost linearly.	erefore, we can use (1) to estimate
packet loss rate at an oered data load of 30 kbps via linear
interpolation.

Consider

� − �1
�2 − �1

= � − �1�2 − �1
. (1)

In this case, �1 = 20, �2 = 40, �1 = 19.7, and �2 = 38.
Solving (1) for the given values yields � = 0.915� + 1.4.
	e average throughput for an oered data load of 30 kbps is
28.85 kbps; therefore, per-hop packet drop rate is 3.3 percent.
Similarly, Figure 2 does not plot average throughput for an
oered data load of 50 kbps, but we can solve (1) using the
closest two data points: �1 = 40, �2 = 60, �1 = 38, and
�2 = 55. Solving (1) for these values yields � = 0.85� +
4. 	erefore, the estimated per-hop packet drop rate is 7%
for an oered data load of 50 kbps. 	e average number
of bits that node 4 anticipates to receive as per the result
present in Figure 2 can be calculated as (10 × 0.95 × 0.93 ×
0.93) = 8.21 kbps. Simulation results show that node 4
received 9.2 kbps. Hence, the per-hop packet loss rate for �ow
A is certainly below 8 percent. Similarly, node 9 must receive
(10 × 0.95 × 0.93) = 8.83 kbps. Simulation results show that
the average number of bits received by node 9 is 9.80 kbps.
	erefore, the requirements in terms of delay and per-hop
packet loss rate are met for both �ows.

5.1.2. Scenario 2. Table 4 summarizes the �ows in simula-
tion Scenario 2. 	is scenario has the same two �ows as
Scenario 1, with an additional �ow from node 5 to node
4 (�ow C), sending data at a rate of 5 kbps. In this sce-
nario, the maximum data loads that can be ideally observed
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Table 3: Simulation Scenario 1.

Flow ID Source node Destination node Start time (Sec) Pkts/Sec Total packets to transmit

A 1 4 4 10 1000

B 7 9 10 10 1000

Table 4: Simulation Scenario 2.

Flow ID Source node Destination node Start time (Sec) Pkts/Sec Total packets to transmit

A 1 4 4 10 1000

B 7 9 10 10 1000

C 5 4 15 5 500

(i.e., if no packets were lost) at nodes 1, 2, 3, 4, 5, 6, 7, 8, and 9
are 45, 60, 60, 40, 50, 40, 60, 40, and 20 kbps, respectively.
Data load within the interference range of nodes 2, 3, and
7 is maximum, that is, 60 kbps with respect to the chosen
threshold level. In our experiments, the average number of
bits received at node 4 is 12.96 kbps. Node 4 receives 8.24 kbps
for the �owA and 4.72 kbps for �owC. From Figure 2, we can
see that, at the oered data load of 40 kbps, the packet drop
rate is approximately 5 percent. Figure 2 does not plot average
throughput for the oered data load of 45 and 50 kbps, but
again we can use (1) to estimate average packet loss at an
oered data load of 45 and 50 kbps, as done before.

	e estimate of the average throughput for an oered
data load of 45 kbps is 42.25 kbps; therefore, in this case, we
estimate that the per-hop packet drop rate is 6 percent. 	e
per-hop packet drop rate for the oered data load of 50 kbps is
7 percent. If we use these derived values, the average number
of bits that node 4 expects to receive for �ow A is (10 × 0.94×
0.92 × 0.92) = 7.66 kbps, which is lower than 8.24 kbps, and
the average per-packet delay at nodes 1, 2, and 3 is less than
30ms as shown in Figure 3; hence, the QoS requirements of
�ow A are met. Similarly, node 4 should at least receive (5 ×
0.93 × 0.95) = 4.42 kbps for �ow C. But our results show that
node 4 has received 4.72 kbps, which is more than 4.42 kbps.
Moreover, Figure 5 shows that the average per-packet delay at
nodes 5 and 6 is less than 30ms. Hence, the requirements of
�ow C are also ful�lled. Node 9 is the destination of �ow B,
and, as per our simulation results, it has received on average
9.80 kbps. Considering the results presented in Figure 2 and
the data load within the interference range of nodes 7 and 8,
node 9 should have received 8.74 kbps on an average. In this
case, node 9 has received 12 percent more data compared to
the results presented in Figure 2.	e average per-packet delay
as per Figure 5 is less than 30ms at nodes 7 and 8; hence, the
requirements of �ow B are also met.

In this scenario, the average number of bits received at
destination nodes is more than what is anticipated (Figure 6).
In both scenarios, we have observed that the packet drop
rate is lower than what is shown in Figure 2. A plausible
explanation is that we derived the expected number of
received bits based on the assumption that the oered load is
equal to the sumof all �owswithout any packet loss. In reality,
as soon as a packet is dropped, the oered load is reduced,
resulting in a lower oered load and hence a lower packet
loss rate, increasing the actual observed packet delivery rate.
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Figure 5: Nodes’ average per-hop packet delay.

One can consider this as a positive development, because
requirements of real-time multimedia �ows are ful�lled.
But at the same time, one can argue that our threshold of
60 kbps is overly conservative; hence, we are missing out
opportunities to admit more �ows in a network. 	erefore,
to analyze the impact of operating marginally above the
threshold, let us consider Scenario 3.

5.1.3. Scenario 3. Table 5 summarizes the �ows in simula-
tion Scenario 3. 	is scenario further extends Scenario 2
by increasing the data rate of �ow C, so that some nodes
experience an oered load (as the sum of the transmission
rates of all nodes in the interference range) above the 60 kbps
threshold. In this scenario, the maximum data loads that can
be observed at nodes 1, 2, 3, 4, 5, 6, 7, 8, and 9 are 47, 64, 64,
44, 54, 44, 64, 40, and 20 kbps, respectively. For simplicity, we
assume that the packet loss rate corresponding to the oered
data load of 44, 47, 54, and 64 kbps is the same as for the
oered data load of 45, 45, 55, and 65 kbps, respectively. 	e
per-hop packet drop rate corresponding to the oered data
load of 45 kbps is 6 percent, as derived in Scenario 2.We need
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Table 5: Simulation Scenario 3.

Flow ID Source node Destination node Start time (Sec) Pkts/Sec Total packets to transmit

A 1 4 4 10 1000

B 7 9 10 10 1000

C 5 4 15 7 700
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Figure 6: Anticipated versus received end-to-end throughput.

to solve � = 0.85� + 4 to estimate the per-hop packet loss
rate corresponding to the oered data load of 55 kbps, which
is 7.72 percent. Similarly, for the oered data load of 65 kbps
we need to solve (1) with values �1 = 60, �2 = 80, �1 = 55,
and �2 = 65 resulting in � = 0.5� + 25. Hence, the per-hop
packet loss rate when the oered data load is 65 kbps is 11.5
percent. Node 4 has received 13.41 kbps, 6.96 kbps for �ow A
and 6.46 kbps for �ow C.

	e average number of bits that node 4 should expect to
receive for �ow A is (10 × 0.94 × 0.885 × 0.885) = 7.36 kbps.
Similarly, as per Figure 2, the average number of bits that
node 4 expects to receive for �ow C is (7 × 0.923 × 0.94) =
6.10 kbps. Our results show �ow A has suered more packet
loss; moreover, Figure 5 shows that the average per-packet
delay at nodes 2 and 3 has signi�cantly increased and now
exceeds the target of 30ms per hop. 	erefore, in this case
the �ow A experiences degradation in its performance. Node
9 can expect receiving (10 × 0.885 × 0.95) = 8.41 kbps, but
in simulation node 9 receives 9.65 kbps, which is 15 percent
more thanwhat is expected.Nevertheless, we have shown that
exceeding 60 kbps deteriorates the performance of at least
one real-time multimedia �ow. Furthermore, Figure 5 shows
increased delay especially at nodes 2 and 3 which further
supports the tightness of the chosen threshold presented in
this paper.

5.2. Results Veri
cation of IEEE 802.15.4’s CSMA-CA Protocol
with ACKs. 	e test-case to validate the results for CSMA-
CA with ACKs assumes that a �ow cannot tolerate packet
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Figure 7: Nodes’ average per-hop delay (ACKs mode).

loss, and it requires per-hop packet delay of less than
70ms. As per the experimental results shown in Figures
2 and 3, oered data load inside the network should not
exceed 50 kbps to provide an acceptable level of service. We
created two simulation scenarios. Each simulation scenario
is repeated three times, and we report average results in this
section.

5.2.1. Scenario 1. Table 3 summarizes the �ows in Scenario 1.
It is evident from Figure 7 that the average per-packet delay
at each node is less than 70ms corresponding to Scenario 1.
Data loads within the interference range of nodes 1, 2, 3, 4, 5,
6, 7, 8, and 9 are 40, 50, 50, 30, 40, 30, 50, 40, and 20 kbps,
respectively. As per Figure 2, the per-hop packet drop rate
is 0% till the data load exceeds 60 kbps. In our simulation
results, the end-to-end throughput of both �ows is 100%.
	erefore, the results corresponding to the �rst simulation
scenario validates our determined statistics for the wireless
channel under study.

5.2.2. Scenario 2. Table 4 summarizes the �ows in simulation
Scenario 2. In this scenario, themaximumdata loads that can
be ideally observed at nodes 1, 2, 3, 4, 5, 6, 7, 8, and 9 are 45,
60, 60, 40, 50, 40, 60, 40, and 20 kbps, respectively. Data load
within the interference range of nodes 2, 3, and 7 is 60 kbps,
and it is above the chosen threshold. In our experiments, the
end-to-end throughput of all three �ows is perfect, and it
is in accordance with the results presented in Figure 2. 	e
data load within the interference range of nodes 2, 3, and



Mobile Information Systems 9

7 is 60 kbps which is above the chosen threshold, and if we
consider per-hop packet delay results presented in Figure 7,
it can be observed that per-packet delay at these nodes is in
excess of 70ms. Hence, simulation results for this scenario
demonstrates that our determined thresholds are tight.

6. Conclusions

In this paper, we experimentally determined the IEEE
802.15.4-based wireless channel capacity using the unslotted
CSMA-CA MAC layer protocol. Furthermore, we showed
the relationship of oered data load with the per-hop packet
delay and per-hop packet loss rate. Based on the experimental
results presented in this paper, we demonstrated that the
CSMA-CA protocol without ACKs oers lower end-to-end
delay compared to the CSMA-CA protocol with ACKs.
Furthermore, we showed that the CSMA-CA protocol with
ACKs oers 0% packet loss rate if the data load within
the interference range of a node is within 60 kbps. If the
data load within the interference range of a node is below
120 kbps, the CSMA-CA protocol with ACKs oers better
throughput as compared to the CSMA-CA protocol without
ACKs.	eCSMA-CAprotocol withoutACKs achieves better
throughput if the data load is between 120 and 160 kbps,
as compared to the CSMA-CA protocol with ACKs. We
conclude that the choice of a suitable IEEE 802.15.4 CSMA-
CA MAC layer protocol depends on the requirements of a
real-time multimedia �ow, data load within the interference
range of transmitters along the forwarding path, and the
length of the forwarding path. 	e experimental results can
help to derive tight bounds on the oered data load, if the path
length and QoS requirements of a �ow are known. Hence,
the relationship of oered data load with the packet loss rate
and delay can be a useful information for a �ow admission
control.
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