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Continuous Role Adaptation for Human-Robot
Shared Control

Yanan Li, Member, |IEEE Keng Peng TeeMember, IEEE Wei Liang Chan, Rui YanMember, IEEE Yuanwei
Chua, and Dilip Kumar Limbu

Abstract—In this paper, we propose a role adaptation method methods in estimating and recognizing human intention (see
for human-robot shared control. Game theory is employed for e g. [10], [11]) have been developed to provide more cues for
fundamental analysis of this two-agent system. An adaptatin law the robot to react to, but the control philosophy remains the
is developed such that the robot is able to adjust its own role ’
according to the human’s intention to lead or follow, which & §ame, nam_elly, human as l?aqer ar_ld robot as follower. The ra-
inferred through the measured interaction force. In the abence of tionale for fixing the roles distinctly is that humans havédre
human interaction forces, the adaptive scheme allows the bmtto  cognitive abilities, such as situational awareness andidee
take the lead and complete the task by itself. On the other hah  making skills, while robots have better physical abilitissch
when the human persistently exerts strong forces that siginaan as precision and strength. However, to require the human to

unambiguous intent to lead, the robot yields and becomes the . .
follower. Additionally, the full spectrum of mixed roles between always lead the task and drive the robot means subjecting the

these extreme scenarios is afforded by continuous online date human constantly to a high cognitive load, which degrades
of the control that is shared between both agents. Theoretad performance over prolonged operation. Although speaéliz

analysis shows that the resulting shared control is optimalvith applications such as robotic surgery [12] and assistive ex-
respect to a two-agent coordination game. Experimental rests  ogyeletons [13] can benefit from such a fixed-role leader-
illustrate better overqll performance, in terms of both error and follower paradigm, the same may not be true in general for
effort, compared to fixed-role interactions. e ! ) Y ] ]
other applications. A case in point is cooperative welditgj |
where it was shown to be advantageous for a robot to lead
I. INTRODUCTION during the welding process because the information reqtiire
Human-robot shared control is an emerging research fieldntrol welding can be obtained more accurately by the robot
with many applications such as robotic rehabilitation [1JAnother example is obstacle avoidance, where it is useful fo
search and rescue [2], and tele-operation [3]. Humans aih@ robot to take over the lead and automatically modify the
robots have complementary capabilities, and their collabbuman-intended motion when it senses an impending cailisio
ration is a necessity in many situations [4]. In particular, or safety constraint violation [15], [16], [17].
robot is able to perform a task autonomously with a desiredThe importance of adjustable leader/follower roles for
trajectory prescribed based on the rough knowledge abathiared control has been emphasized in a recent review [18],
the workpiece, environment, and process, while the humand there are several works in this direction. In [19], thie ro
may provide on-task corrective action, fine tuning controbf the robot was switched between leader or follower based on
and situational guidance to the robot. This is useful fanline estimates of impedance parameters that indicatehum
high-mix low-volume manufacturing where it is not costintention. In [20], a homotopy switching model allowed thee b
effective to determine accurately the desired robot ttajgc havior of the robot to be adjusted between leader and followe
corresponding to each workpiece variant. Unfortunatelis i roles in two-agent haptic collaborative tasks. An examgle o
generally difficult to design a good human-robot interfadeow such tuning can be achieved in practice was given in [21].
since multiple factors like stability, safety and usapiliteed A thorough formal analysis of human-robot cooperative load
to be addressed together [5]. It is also very challenging tansport was presented in [22], and constructive dynaolé r
apply techniques from multi-robot collaboration (e.g., [B]]) assignment was shown to be advantageous over a static one. It
to scenarios in which humans are in the loop, because thesguired that a shared plan in the form of a desired trajgctor
techniques are not designed to accommodate unpreditfabidis well as the common goal of the cooperation task, be known
and unmeasurable uncertainties introduced by humans [8].to both agents. In [23], the possibility that the human djesr
The traditional approach of dealing with physical humarfrom the robot’s assumed final configuration or path to thd goa
robot interaction typically involves the robot yieldingme was considered, and an adaptation strategy was developed to
pliantly to the motion of the human through an impedanaswitch between model-based and model-free predictioredbas
or admittance controller [9]. Subsequently, more soptastid on risk-sensitive optimal feedback control [24]. In [25ple
. . . adaptation was achieved by adaptive attitude design démend
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In this paper, we employ game theory to analyze huma@artesian space and in the joint space, respectively. ieiffe
robot interactive behavior, and develop a framework to makiating it with respect to time leads to(¢t) = J(q(¢))q(t),
on-the-fly adjustment of the robot’s role across a contisuowhere.J(¢(t)) € R™*™ is the Jacobian matrix. The dynamics
scale between a leader and follower, with the human’s gazlthe robot in the joint space are
unknown to the robot. We propose an adaptation law that . . .
automatically adjusts the role of the robot, according to M(q(£))d(t) + Cla(t), 4(£))q(t) + Gla(?))
the measured interaction force, in order to achieve human- =7(t) +J"(q(t) f(#) 1)
robot coordination. It is important to emphasize that tier \,hore M(q(t) € R"™™ is the inertia matrix,

a_daptation is continuous an_d not a discrete_switching mweC(q(t),q(t))q(t) € R” the Coriolis and centrifugal forces,
different states. Moreover, it does not require the humanh a@(q(t)) € R" the gravitational forcer(t) € R™ the control

the robot to share a common goal known to both agents. ot and f(#) € R the interaction force in the Cartesian
The rest of the paper is organized as follows. In Sectlcgcf)

II, the human-robot shared control problem is formqlate We .adopt the two-loop impedance control, which includes
as a two-agent game based on game theory. In Section [l inner position control loop and an outer loop [27]. Asestat

an adaptation law is developed to achieve the human-rogtne art robots have controllers that provide very aateir
coordination, and its performance is theoretically anadlyan joint position control, we assume a perfect inner position

Section |V, the validity of the proposed method is verified o loop, i.e.,4(t) = q,(t), whereg,(t) is the reference

through experimental studies. The limitation of the prabs ,ition in the joint space. The outer loop is used to gegerat
method and possible future works are discussed in Sectlonq\rl(t) according to the following impedance model in the

Section VI concludes this work. Cartesian space

Il. HUMAN-ROBOT SHARED CONTROL AS A Maion () + Cuion(t) = u(t) + £(2) @
TWO-AGENT GAME

Definition 1: The term “role” is defined as the behavioraYVhere.Md < Rme and Cd.e R arﬁ given mert@l and
pattern that an agent (human/robot) takes on due to a cert%ﬁmpmg ma‘gnces, respectively(t) 5 R™ the control m_pyt
shared control scheme [22], and it will be shown to be dipectln the Cartes!an space, an(!) € R the reference_ position
related to the balance of the control input contributed l:x;hea'n the Cartesian space. By de_a_gnnm@) an_d meas_urmg”(t),
agent (human/robot). _the refere_nce ve_IOC|_ty in the joint space is obtained based o

We consider an example scenario as illustrated in Fig. pverse kinematics, i.e.,
where a robot collaborates with a human to perform a task i (t) = JT(q)2, (1) (3)

on a workpiece. In this shared control scenario, when the oy ) )
robot end-effector is away from the workpiece, the humaiihere/'(q) is the pseudo-inverse of the Jacobian maiiy).

should be allowed to take the lead and have the flexibili§2Sed on the above assumption of a perfect inner position

to pre-empt or react to unexpected problems, especially GANtrol 1oop, we have

unstructured environments. On the other hand, when the end- Mgii(t) + Cai(t) = u(t) + f(t) (4)
effector is near the workpiece, it is desired for the robot to )

take the lead, since the robot is able to sense the workpidd¢@m (4), we see that the two sourags) andf () are sharing
more accurately and perform the task more precisely. Ndt@ntrol of the robot. o

that although we illustrate a kinesthetic interaction scan ~ For ease of analysis, (4) can be rewritten in the state-space

the proposed method can also be applied to a teleoperaﬁ%ﬂn

scenario. 2(t) = A2(t) + Biu(t) + B2 f (1) ()
0 1
Adjustable Roles Adijustable Roles where z = [T 71T, A = mxm mxXm and
[ ] Opmxm —Md 1Od
B, = By = (;\“/}i’ln , With 0,,,5,» and I,,,»,, denoting

m X m zero and dunit matrices, respectively. To solve the
optimal tracking problem, it needs to be transformed to a
regulation problem [28]. In particular, the desired trégeg
x4 IS generated by a given system
w = Uw
{ g =Vw

(6)
Fig. 1. lllustration of an example scenario of human-robwared control

with adjustable roles wherew € R! is an auxiliary state, and/ ¢ R*! and

V € R™*! are two matrices designed to generate Then,
A. Dynamic Model by denotingz = [z* w”]T, we have the following augmented

The forward kinematics of a robot are describedufy) = system

#(q(t)), wherez(t) € R™ andq(t) € R™ are positions in the z= Az + Biu + Baof (7)



where A — A 02mx1 , By = By = By ,and individual cost functions). In game theory, different tgpef
0ux2m u Oixm multi-agent behaviors, such as cooperation and comptitio

021, Otx2m, @nd Oy, denote zero matrices with propef .o peen defined and analyzed [26]. We follow the charac-
dimensions. terization of multi-agent behaviors in terms of the relasbip
between the cost functions of individual agents [29], [30].
B. Problem Formulation There are different solution concepts to the game that will
We consider that the robot’s control objective is to minieizresult in different multi-agent behaviors, and Nash efuitim
the following infinite-horizon cost function is considered in this paper.
o Definition 2: Coordination refers to the case that the cost
r = / c(t)dt functions of all agents are the same.
0 Based on Assumption 1 and Definition 2, coordination is
ct) = (z—4)"Qi(x—x4) + 3" Qi +u" Ryu realized in human-robot shared control if the human’s cost
+fTRQf (8) functionis alsd’. Then, the Nash equilibrium can be achieved

by the following optimal control
whereQq, Qs € R™*™ = 0andR,, Ry € R"™*™ = 0 are the

weights. The first term of the above cost function penalizes wt = _lRflf‘;{pg* (10)
the error between the actual and desired positions of thatrob %
while the second term regulates the velocity. The last two o= _§R2_IBQTPE* (11)

terms determine the contributions of the human and the robot _ ) ) )
a higher R, indicates a higher propensity for the human t¥§/nere P is obtained by solving the following well-known
lead, and conversely, a highBs, indicates a higher propensityRiccati equation [31]
for the robot to lead. ATP+PA+Q-PBR{'BlP
Remark 1:In [10], the desired trajectory is solely deter- _PB.R-BTP -0 (12)
mined by the human, and the strategy of the robot is to track 2M2 P2 mxm
the intended motion of the human. In comparison with [104nd z* denotes the optimal state in the following optimal
the cost function defined by (8) describes a more genesyistem
situation, where the desired trajectory is determinedstiated e T m e =
by both the human and the robot. The situation discussed in F=AZ 4 Bt + B f (13)
[10] is thus a special case, either when the weighis chosen  Remark 2:Note that the Riccati equation (12) takes into
to be very large, or when the desired trajectory of the robatcount the interaction between two agents (the human and
x4 is identical to the intention of the human. Conversely, the robot) and their shared control of the same system. It
the weightR; is chosen to be relatively small, the decisioiis different from the linear quadratic regulator (LQR) far a
of the robot will be more respected. This is especially usefindividual agent, given by
in situations when the robot should take the lead, e.g.ig®ec - - -~ 15
positioning as discussed in the introduction. ATP+ PA+Q = PBIR BI P = O (14)
According to the definition of the augmented statethe for the cost function/;*[27Qz + u” Ryu]dt, and by
cost function (8) can be rewritten as

o ATP 4+ PA+Q — PByRy'BIP = 0,5, (15)
I'= / (z"Qz +u" Riu+ fTRyf)dt (9)  for the cost functionf;*[z7Qz + f7 R, f]dt.
0 As discussed in the previous subsection, the cost funcfion o
Q1 Omxm —@1V the human is unknown to the robot and probably not equal to
where @) = Omxm Q2 Omxi |- In human- 1 This leads to different Nash equilibria which require coht
-VTQ1 Opm VIQLV inputs different from (10) and (11). As the actual contrglun

robot shared control, the robot should change its contrgf o human,f, is measurable, the difference betwegand
objective according to the human’s. Therefore, we expeatt thf* in (11) can be used as a measure of conflict between the

the human’s objective can be also described by minimizatigt man's objective and that of the robot, i.e., eliminatihg t

of a cost function. _difference will realize the coordination of the human and th

Assumption 1The cost function structure of the human igqpat Based on this idea, we will develop a role adaption
the same as that of the robot, which is described in (9). method, which is detailed in the following section.

However, the human’s cost function is typically unknown
to the robot. Therefore, in the rest of this paper, we aim to I1l. ROLE ADAPTATION FOR HUMAN-ROBOT
develop a method to adapt the robot’s cost function based on COORDINATION

interactions with the human. .
The relative roles of the human and the robot can be adapted

by updating eitherR; or Ry in the cost function (8) to

C. Game Theory minimize £ = Jefes, wheree; = f — f*. We realize this
Human-robot shared control can be studied based on gawith the adaptation law
theory. In particular, the human and the robot are involved i . OF

a common game and have individual objectives (described by Ry = — Ry (16)



wherea > 0 is the update rate. After R, is updated and obtained, the actual control input

Whenever the human interacts with the robot by exertingcd the robot can be designed as follows
force f, the weightR, will be updated via (16) untif tracks |
the optimal controlf* with a new cost function and a new u=—5R B Pz (24)
2. In other_word_s, the hu_man claims a new role by applYIhlgnplementation procedures of the proposed role adaptation
a force f which will result in a force error, and the robot will . ) .

. . . _method are summarized in Algorithm 1.

adapt to this new role by reducing the force error. This can
be intuitively understood through two illustrative casesthe : _
first case, suppose that the human does not want to leadghe/dh90rithm 1: Role adaptation
would reduce the interaction force applied to the robot.iThe Input: The current state and the measured interaction
the adaptation law increasd®, to the effect of increasing force f.
the penalty of the human input in the cost function. As a Output: The reference velocity in the joint spage
result,u increases to make the robot take on a greater leading?@9in _ _
role. In the second case, if the human wants to lead the task,| S€t#a andCy in the impedance model (4). Set
he/she would apply a larger force to the robot. This cauges th | andV in (6) to generatery. Initialize z* = = and the
adaptation law to decreage, to the effect of increasing the weightsQ1, @2, Ri, and Ry in the cost function (8).
penalty of the robot input in the cost function, thereby dagis Set parameter in the adaptation law (17).
the robot to give up a portion of the shared control. while ¢ <t; wheret, is the terminal timedo

& T 5T ™T
For ease of implementation, we I&, = 721,,xm. This Cr:]ollect the cgr_rent sta_te_f [z7 &7 w]" and
simplifies the adaptation law to the measured interaction forge
CalculateP by solving (12).

iy — _9F _ _ae?% (17) Calculate optimal controls* and /* in (10) and
Org Org (11), respectively.

Obtain the optimal state* in (13).

B Obtain the control input of the robat in (24).

Oes _ %ngg* _ iBga—Pz* _ LB’QZ“P% (18) Calculate the reference velocity. in (2). .

Ory 23 2ry < Org 219 Ors Obtain the reference velocity in the joint spage

According to (11), we have

. . . op - . according to (3).
Whe_reP(t) is obtgmed by .solvmg (12)—8702 is obtained by UpdateR, according to (17), (18), (22), and (23).
solving the following equation L =

_. 0P QP - 0P - _
AT 4+ = A—- —B,R7'BTP
(97"2 + 87’2 (97"2 o L
_ _.. 0P 0P - _
—-PBiR7'BT— — —_B,R;'BTpP
1R1 L 87‘2 6r2 2R2 2

The block diagram of the proposed control framework
is given in Fig. 2, wherel; = 1R;'BIP and K, =
1R;'BIP are the optimal feedback gains for the robot

_ or 1~ _p and the human, respectively. Sinéeis updated during role
—PBsR; "B, o + EPBQBQ P =0mxm (19)  adaptation, the gairi; will also be changed. To understand

the effect of role adaptation on the impedance, we first write
which is obtained by differentiating (12) with respect9  the impedance model (4) in the form

By denoting

B B B B B ]\/fdi(t) + Cdi'(t) +Kiz=f (25)
X = A—(BR;'Bf + BRr;'BI)P o
1 o SubstltutlngK1 = [K171 Kl,g K1,3], WhereKLl e Rmxm,
Y = _T_QPBQBgP (20) K5 € R™*™ andK; 3 € R™*!, we obtain
2
we can rewrite (19) as Mai(t) + (Cq + K1 1)2(t) + (Ky 20 + K1 3w) = [ (26)
0P QP The above equation clearly shows that stiffness is modiilate
o + 6_7“2X =Y (21) by K, , andK; s, and damping by, ;. Note that the stiffness
component(K; sz + K sw) includes the desired trajectory
Then, we have of the robotz, (recalling (6)). As such, the resulting control
or 1 _ _, u can be viewed as a variable impedance control where the
Ory = §X Y (22) damping and stiffness parameters are concurrently adapted

[32]. Through experimental studies in the next section, we
by considering thagi” andY” are symmetric. Also, from (13), will show that this control makes the robot more compliant
we can obtain when the human is leading the task, but stiffer when the robot
_oz* is leading.

Ory (23) Theorem 1:Consider the robot dynamics governed by the

. given impedance model (4). If is of classC?, the control
Lastly, by substituting (17) and (18) into (23), we obt&#, input (24) with the developed role adaptation law (17) will
and thusgﬁ in (18). guarantee that

T2

%

zZ =T2




From (31), we know that it;, é;, andé; are bounded, then

Impedance . .
fol w7 Model xx W is bounded,
CR"‘INI Since f is exerted by the human and it is boundgd, is
S — 2 bounded. By comparing (11) and (10), and considering (12),
) u* | Optimal i{ K, we obtain thatu* is bounded, as well a® and P. Hence,
Robot 79 is bounded according to (17), and and z* are bounded
w g
Control ] - 4+ according to (13). By considering (11), we have
Impedance | | . 1 1
N — iy =f— -2BIPz + —BIPz + —BI Pz (32
Optimal €r f 27”2 2 7% + 27”2 2 172 + 27”2 2 7% ( )
- Human . . . . o
Control W Since f is bounded¢, is bounded. By differentiating (32),
f
we have
Fig. 2. Th d control f K .y T2 ompo . T2 mpa . T2 mpoy,
19 e proposed control framewor & = f- _32 Pz — EBQ Pt — 2_7%32 P3
% 1 T 15 =% 1 T L3
o limy_,es(t) = 0, which indicates that the human "‘2_7,23 Pz "‘7,_32 Pz + §B2 Pzt (33)

control input is optimal in the sense of minimizing the
cost function (8);

o limy oo u(t) = u*(t),
control input is optimal; and

« all the other closed-loop signals are bounded.

Proof 1: By subtracting (13) from (7), we have

n (33), we have that, is bounded by differentiating (17), and
which indicates that the robotP is bounded by differentiating (12). By considering (10), we
know thatu* is bounded. By differentiating (13), we have that
z* is bounded. Hence:; is bounded. Besides, we have that
éz is bounded by differentiating (28).

Therefore, we can conclude théf is bounded. According
és = Aes + By(u— u*) + Boey (27) to Barbalat's lemma [33], we can claim tHahy o ef(t) = 0
andlim;_,, ez (t) = 0, which lead tolim;_, . u(t) = u*(t),
whereez = z — z*. By considering optimal control (10) andby considering (24). This completes the progi.

actual control (24), we have ,
Remark 3:Following Theorem 1, we elaborate how to

¢z = (A — B1K1)es + Baey (28) design control (24) given design requirements such as the
) ) ) ) bound of the input signal. By substituting control (24) to
Consider the following Lyapunov function candidate the augmented system (7), we have the closed-loop system

described by = (A— B1 K1)z + B, f, which has the solution
() = eA-BiEDIZ(0) + By [ f(s)ds. The two terms in
this solution are two parts of the system state: the first unde

W=F+ 562 ez (29)

daMds with \; being the lower bound of the

where y =

B2 Der Do o the robot control, and the second under the human control.
minimum eigenvalue oft (ar’;)T and A, the minimum Because the second part is determined by the human, we have
eigenvalue ofB K; — A. to assume that the human does not cause the system ingtabilit

By differentiating (29) with respect to time, and considegri on purpose, i.e.|| fo (s)ds|| < by whereby is a positive
(17) and (28), we obtain scalar. Because the elgenvalues4o¥ B: K, are negative, we
, OF . . have [|z(¢)|| < [[2(0)]| + bf|[Bzl|. Considering Eq. (24) and
W = (a—m) 79 + xes €z this inequality, we obtain
Oey Oe
_ Jroer s B2
= ef + xez A-B K =
acf GG es + xeE (A~ BiKyes lull = gy el
+xel Baey B2 e
_ < +b¢||B 34
< _04)\1||efH2_X/\2H62||2+XegB2ef > 2HR H (H ( )H fH QH) ( )
= —(Vahlles] = vxz|lez])? According to the above inequality, the bound wfis deter-
—9, /Oéx)\1>\2||€f||||€z|\ + Xe?BQef mined by values of the following parameters;, P, R;, and

A - Bs. Suppose that rough knowledgelgfis available, M, and

< vaxid + x| Bzl)llesllllez[| =0 (30) C, in the impedance model (4), which relate &9 B;, and
According to (30), if A\, # 0, ¢; and e- are bounded; B2, are chosen by consideritbg|| Bz||. Then, the weight€),

otherwise, (17) indicates; = 0, and thuse; and e; are @2, andR; in cost function (8), which relate t&, are chosen

bounded. According to (28}, is also bounded. by considermgW
According to Barbalat's lemma [33], we need to verify the
boundedness dfi” to conclude the asymptotic stability of the IV. EXPERIMENTS

system under study. Therefore, we differentiate (30) anidiob ) _ ) _
In the following, the units of all variables are Sl units, ess

W =efér+efep+xeles+xele: (31) otherwise stated.



A. Experiment |: Adaptation to Different Force Levels input in the cost function. As a result, the feedback gain of

In this experiment, we considered a scenario where a rotig¢ roPOt: decreased in this stage, indicating that the robot
with two revolute joints moved in a planar space and dtfcame more compliant to give up a higher portion of shared
external force was applied to its end-effector by a human. control to the hgman. Conversely, the optimal feedback gain

1) Settings: As discussed in Section I, the dynamics off Fhe humarKg increased. The crossover of the two feedback
the robot were governed by an impedance model (4), whéfgns in the second stage clearly shO\_/vs th(_e exchange of roles
My = Inys and Cy = Iryo. The desired trajectory of betweer_1 the human and the robot. Fig. 5 |IIustra}tes that role
the robot was a circle with a radius of2m, ie., z;, — adaptation decreased the error between the optimal ffrce
[—0.2 cos(Zt),0.2sin(Z¢)|T. It was generated by (6) with @nd the actual forcg. _

0 = . o ) ) In_the third stage, because a re_lat|vely smaller forcg was
U= _x (5) andV = —I5.,. The initial weights in applied to the robot (0.1N), a portion of the control shifted
the cost function (8) were set a§; = 50Iax0, Qs = Isx», rom human to robot. Therefore; became larger than in the
Ri = 0.51549, and Ry = 2015». The rationale for choosing second stage, as did;, to make the robot stiffer. Nonetheless,
these initial values is: if there is no human interventidre t the error between the optimal force” and actual forcef
robot should lead the task (with a smath and a largeR,) became smaller, as shown in Fig. 5.
and the control objective is to track the desired trajectaiiyh In the fourth stage, the interaction force was set to zerd, an
a large@;). The update rate in the adaptation law (16) wag converged back to the same value in the first stage. Note
a = 5000. If r, becomes too small (large), the human (théhat there are large overshoots in Figs. 4 and 5. This is Isecau
robot) may take full control of the system. It is dangerous fdhe interaction force was switched from a constant to amothe
an inexperienced human to take full control of the systert) a real-world scenario, the human would change force in a
while it is very difficult to interact with a robot under its ow Smoother way so the large overshoots should not exist.
full control. Therefore, to prevent, from becoming too small, ~From the above results, we conclude that the following
we set a lower bound, i.e., the value of was set a%).4 if expected behavior of the robot was achieved: when the human
it was smaller thar0.4. To clearly show the results of roleintervened to lead a task by applying a larger force, the trobo
adaptation, we considered different force levels applipthe became more compliant; when the human was satisfied with
human at different time intervals, i.e., the current situation and did not intervene, the robot tt@d
lead the task. Thus, the role adaptation was triggered fheam t

8N5’N ZSS<4§;< Es- human side, and was achieved automatically by the robot.
JX=Y 01N, ss<t<Ts:
ON, t>Ts. W
and fy = ON for ¢ € [0, 10]s, where the subscripts andy %’ 10
represent the respective directions. 0 :
. . . . 0 2 4 6 8 10
2) Results:The result of the trajectory tracking is shown in c10 ‘ ‘ ‘ ek
Fig. 3. When the interaction force was applied by the human S ~lIKl
from 4s to 7s, the actual trajectory of the robot deviated from - N —— D
the desired trajectory; otherwise, the actual trajectdryhe 8 002 """"""""" 4 6 810

robot tracked the desired one. time (s)

Fig. 4. The weight of the interaction force (top), and feeskbgains of the
—actual robot and the human (bottom)
0.2 ---robot’s desired
direction of P N w
z 0.1 7 ovement 48/ 5 01 f,ZON  f{=05N f=0IN  f=ON
z S .05
§ o 1 8
'g starting point t=5s S 00 > 2 5 8 10
01 ‘ ‘
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Fig. 3. The trajectory of the robot ) ) )
Fig. 5. The force error (top) and the interaction force (@wi}

Results of the role adaptation are shown in Figs. 4 and 5,
where the whole process is divided into four stages. _

In the first stage, the weight converged to a certain valueB- Experiment II: User Study
when there was no interaction force and the robot was leadingAs uncertainties of the human behavior and human motor
the task to track the desired trajectory. control cannot be described in above simulations, we farthe

In the second stage, the human applied a forc8.%N to verify the validity of the proposed method through a user
the robot, so» decreased to reduce the penalty of the humaitudy.



1) Settings: The experiment setup is illustrated in Fig. 6bounds as follows: if the value of, was smaller than 0.0001,
where a 7-DOF Meka Al arm was used as the experimeéntvas set as 0.0001; and if the value %of was larger than
platform. Each of its joint was under position control argl it0.01, it was set as 0.01.
reference velocityj, was obtained from Algorithm 1. The Ten subjects participated in the experiment. They were
joint angle was measured directly by the ContElec Vert-X lisformed that there were 3 different experimental condgio
encoder at the joint, and the velocity was filtered by a lonspabut were not told what they were. For each condition, the
filter with cutoff frequency of 20Hz. A 6-axis ATI load cell subject was instructed to stand in front of the robot facing
was used for direct sensing of the tool force/torque wrendihe monitor, and move the end-effector along the human’s
and it was attached to the tool plate of the arm. There wasiasired path shown on the monitor. Subjects were allowed to
40-inch monitor behind the Meka robot to display the humanfgactise until they were familiar with the task. Subseqlyent
and the robot’s desired paths, and the actual trajectorhef teach subject performed 5 trials of each experimental ciomdit

robot end-effector. 2) Results: For clarity and conciseness, we only show
robot’s desired path results from_ representative trials in Figs. 7 and 8. It is
clear from Fig. 7 that the actual end-effector path under the
et T ‘ _____ | “adaptation” condition was close to the human’s desireth pat
| On the other hand, the end-effector fell short of reachirgy th
: leftmost point on the human’s desired path under the “robot
: leading” condition, while the tracking error was smallesrad
i the curved segment where both desired paths overlap. Beside
! this, the force vec'Fors |Ilustr.a_te that larger forges wezeded
! for the “robot leading” condition when the desired pathsaver
-------- different. These experimental results are largely in linghw
actual trajectory expectations, except for the tracking performance under th
“human leading” condition, in which the end-effector did
Fig. 6. Experiment setup not follow the human’s desired path closely even though it
should. This is likely to be due to the underdamped human
The desired path of the robot end-effector was a circle omaotion resulting in frequent overshooting when moving the
vertical plane in front of the robot, parallel to its frontdhne. robot in the “human leading” condition. Note that the above
The desired trajectory wag; = [0.125 cos(t),0.125sin(¢)]. comparisons are not valid point by point due to the variarice o
The human’s desired path was different, comprising @he human dynamics across trials. Therefore, we will perfor
arc overlapping with the above-mentioned circle and fowstatistical analysis in the following to study the effecttbé
straight line segments. These path segments were joinechaiposed method. In Fig. 8, we show the weight of the human

human’s
desired path

human Meka arm

the points:z, 1 = [-0.063,0.104]7, 25,5 = [-0.185,0]7, contribution to the shared contrat, ', the robot control gain
T3 = [—0.063, —0.104]T, 2, 4 = [0,-0.095]7, andz, 5 = K, as well as the profiles of the tracking error and the
[0.063,—0.104]". Based on the human’s desired path, wimteraction force. The results show that increased intienac
defined the tracking error as force led to an increase of the weight' but a decrease of
) the gaink; that makes it easy for the human to take the lead.
xr — 4, to <t <ty . . . .
B NCIPETR bt The converse is also true, i.e. decreased interaction fisrce
L= Th,1 o270 )( 1), =2 accompanied by a decrease gf' but an increase off,
oo ) T2 — R (t—ta), <t Sy allowing the robot to regain control.
T —Tp3— %(t —13), t3<t<ly; For analysis purpose, the human’s desired path was divided
T — Thy— (rht,s:fhw (t—ts), ts<t<ts; into 2 segments. The first segment consists of the straigét li
_ e segments that were not found in the robot’s desired path. The
T — T4, ts <t < tg.

second segment comprises the circular arc that overlapiped w
wherety = 0.08,¢; = 3.6, 15 = 8.88, 13 = 14.0s,t4 = 16.8S, the robot's desired path. Then, for each segment as well as
t5 = 19.6s, andtg = 32.0s. This setting was motivated by theyhe complete path, we carry out quantitative evaluatiorhef t

to follow a prescribed trajectory with a basic shape (a eircihe following measures:

in this setting), the human might have some position poifits o

. . ts
interest based on the actual odd shape of a workpiece §nd 1) First Segment:trackmgt eroré; = ft{ e(t)||dt and
254 in this setting). We selected the impedance parameters interaction force?; = [, ° || f(¢)]|dt
as My = 5lxxo and Cy = 7501242, the initial weights as  2) Second Segmentracking erroré; = ttl [le(®)|ldt +
Q1 = 10°Izx2, Q2 = Izx2, and Ry = 0.00112,2, and the [ |le(t)||dt and interaction forceF, = [ || f(t)||dt +
adaptation rate as& = 10. To show the significance of the te 0

t)||dt
proposed method, the following conditions were comparedé3 Cts fl( )l Pathiracki s _ [t g
“robot leading” withr, = 0.01, “human leading” withry = ) Complete Pathtracking erroré = [, [le(t)]|dt, inter-

. t
0.0001, and “adaptation” withry(0) = 0.01. To preventr, action force 7 = [,°| f(t)|ldt, and work donew =
from becoming too small or too large, we set lower and upper [ || /7 (¢)a(t)||dt
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Fig. 7. The trajectories of Meka’s end-effector for adaptiand fixed-role cases. Each grey arrow shows the forcervattbe corresponding position point
along the trajectory.
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Fig. 8. The weight of the interaction force (a), the robottooingain (b), the
tracking error (c) and the interaction force (d). The shadioweach subplot ) )
indicates the segment when the robot's and the human'sedegiaths are Fig. 9. Comparison of performance measures: the trackingr end the
different. The two large peaks/troughstat 8s andt = 17s in (a), (b) and (c) interaction force along the first segment, the second segamehthe complete
indicate the time when the subject wanted to lead. The sneakgitroughs at Path (indicated by the solid lines in the three top diagramsjouble asterisk
t = 10s in (a) and (b) are due to the overshoot during the adaptptiocess. " indicates p < 0.001.

10 2
W robot leading *%

Then, we employed one-way analysis of variance (ANOVA) to m odaptaten " 8

test the null hypothesis that there is no difference betvtben 56

population means for the 3 experimental conditions. Thermea § .

and standard deviation of the above measures were computed

using 50 data points for each experimental condition (5 trials 2

x 10 users).

The first column of Fig. 9 is for the first segment, and
shows that the null hyp_OtheSIS was re]e(_:ted for the_ mt_maCt Fig. 10. Comparison of performance measures: the work dgnsubjects
force but not the tracking error. In particular, the intéi@t ajong the complete path (indicated by the solid line in tHe diagram). A
force for the “adaptation” and “human leading” conditionsingle asterisk **” indicategp < 0.01 and a double asterisk “**" indicates
were significantly smallery(< 0.001) than that for the “robot ? < 0-00L:
leading” condition.

The second column of Fig. 9 corresponds to the second
segment, and shows that the null hypothesis was rejecfatpjects.
for the tracking error but not the interaction force. It is For measures involving the complete path, as shown in
observed that the tracking error for the “adaptation” ctindi the third column of Fig. 9, the null hypothesis was rejected
is significantly smaller{ < 0.001) than that for the “human for both tracking error and interaction force. The tracking
leading” condition. That the interaction forces were simil errors for the “adaptation” and “robot leading” conditions
across the conditions is due to the overlap in the desirdtspatwere significantly smaller p( < 0.001) than that for the
which obviated the need for corrective intervention frora th*human leading” condition, while the interaction forces fo



the “adaptation” and “human leading” conditions were signibeen developed to make the robot change its role according
icantly smaller f < 0.001) than that for the “robot leading” to the interaction force applied by the human, such that-coor
condition. Besides this, the work doie for the “adaptation” dination is achieved. The adaptation behaviors with dffier
and “human leading” conditions was significantly smalleforce levels has been observed through an experimental. stud
(p < 0.01 andp < 0.001 respectively) than that for the “robotMoreover, the proposed method has been compared with fixed-

leading” condition, as shown in Fig. 10.

role interactions through a user study, which has demdestra

The above results demonstrate that role adaptation achieteat the former yields better overall performance than alber]
the best overall performance, in the sense of minimizindp botimitations of the proposed method and possible future work
human effort and trajectory tracking error, as compared kave been also discussed.

fixed-role strategies (human or robot leading) that werédich
by a trade-off between effort and error.

V. DISCUSSIONS [1]

As discussed in the introduction, role adaptation should
take place when the current performance is unsatisfactory.
The proposed method only considers the situation when thg
human is unsatisfied, i.e., the role adaptation is engaged by
the human changing the interaction force applied to thetrobo
The situation when the robot engages the adaptation is taé[%]-
dependent. For example, in robotic painting, the robot capj
be assigned a leading role when it is in close proximity to
the painting surface. We do not have a generic framework to
handle this situation, other than giving the robot a higbeel
authority. (5]

Although not revealed by the experimental results, theeissu
of co-adaptation exists and should be further addressednwWh
the proposed method adapts the robot’s motion to the hugmanlél
the human may also adapt his/her motion intention according
to the robot's motion. As a result, adverse effects such as
oscillation and even instability may take place. The future
works may be focused on looking for convergence condition€!
of co-adaptation.

As discussed in Section Ill, the proposed method resulfs]
in a variable impedance control with the robot’s impedance
parameters adapted to the human’s different intentiong-Ho [9]
ever, the robot’s reference trajectory should also be adapt
otherwise there will be additional interaction force anerev
wind-up due to the possible difference between the robot;
actual velocity and the human’s desired one. Therefore, to
realize the reference adaptation in the proposed frameigork
also one of our future works. 11

During the experiments, we find that the update rate
(16) should be carefully selected: if adaptation is too sliow
is unable to guarantee a good performance, but if adaptat[ﬂ)ﬁ
is too fast, it may create discomfort for the user and lead
to a worse performance. The current trial-and-error proced
is time-consuming and impractical. This problem leads to (%3
fundamental issue that we have not addressed in this work:
where, explicitly, are the Nash equilibria during adaotati
and how to determine if they even exist? In particular, w4
have only shown that the proposed method achieves a better
performance by implicitly adjusting the robot’s role in adtw [15]
agent game. These open problems will be investigated in our
future works.

[16]
VI. CONCLUSIONS

Human-robot shared control has been studied based on

game theory in this paper. A continuous adaptation law has
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