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CONTRACTIVE ZERO-DIVISORS IN BERGMAN SPACES

PETER DUREN, DMITRY KHAVINSON, HAROLD S. SHAPIRO
AND CARL SUNDBERG

Generalizing a recent result of H. Hedenmalm for p = 2, a con-
tractive zero-divisor is found in the Bergman space A” over the unit
disk for 1 < p < oco. This is a function G € A° with ||G], = 1
and a prescribed zero-set {(;}, uniquely determined by the contrac-
tive property || f/G|l, < ||fll, for all f € A” which vanish on {{;}.

The proof uses the positivity of the biharmonic Green function of the
disk. For a finite zero-set, the canonical divisor G is represented
explicitly in terms of the Bergman kernel of a certain weighted A4°
space. It is then shown that G' has an analytic continuation to a
larger disk.

0. Introduction. It is well known that the zero-sets {{;} of functions
f in the Hardy space H? are characterized by the Blaschke condition
> (1 —|{j]) < oo, which guarantees the convergence of the Blaschke
product

_Kg-c
1-Cz

if {#0, and b(z, 0) = z. A basic theorem of F. Riesz (see [3], Ch.
2) asserts that f/B is a nonvanishing function in H” with norm equal
to that of f. This simple fact plays an important role in the theory
of HP spaces, and it would be desirable to find an analogue for the
Bergman spaces. We shall see in this paper that while isometric zero-
divisors are not available in the Bergman spaces, there is an essentially
unique contractive divisor of unit norm associated with every zero-set.

A function f analytic in the unit disk D is said to belong to the
Bergman space AP, where 0 < p < oo, if

£ = / /D f(2)P do < .

Here do denotes the normalized element of area: do = %a’x dy.

For 1 < p < oo, the Bergman kernel K(z, () = (1 —{z)~? has the
reproducing property

f<z>=//Df<c>K<z,c>da, zeD,

B(z)= Hb(z, {j), whereb(z, ()
J
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for every f € AP . Bergman spaces 4”(Q) can be defined more gen-
erally over any domain Q C C with finite area.

For the Bergman space 42 over the disk Hakan Hedenmalm [8] re-
cently constructed a canonical contractive zero-divisor which plays the
role of a Blaschke product. This is a function G € 4? of unit norm,
depending only on the zero-set of a given function f € A2, such that
f/G is a nonvanishing function in 42 and | f/Gl|; < ||f]l». Heden-
malm’s idea was to construct G as the unique solution to an extremal
problem analogous to the one that produces Blaschke products in the
Hardy spaces. The details will be described below. :

Another analogue of a Blaschke product, valid more generally in
AP , was found earlier by Charles Horowitz [9]. For a zero-set {{;}
of a function f € AP, with repetitions according to multiplicity,
Horowitz showed that the product

B(Z) = Hb(Z, C})[z - b(Z> g})]
J

converges. For 0 < p < oo, he then proved that f/B € 4”7 and
Wf/Bll, < Cpllfllp, where C, is a constant depending only on p.
However, Horowitz’ function B need not belong to the space A4”.
Horowitz [9] used this construction to show that every subset of an
AP zero-set is an AP zero-set, for 0 < p < 0.

In this paper we present a simplified version of Hedenmalm’s con-
struction while extending it to 4”7 spaces over the disk with 1 < p <
oo. In fact, the argument will extend to A47(Q) for certain domains
with smooth boundary. One key to the more general result is to replace
an explicit construction of Hedenmalm’s, apparently viable only for
A? of the disk, by a more flexible argument. The essential hypothesis
is then that the biharmonic Green function of £ be positive.

In order to make our presentation self-contained, we shall redevelop
some of Hedenmalm’s ideas in a more general context. There is in-
evitably some repetition, but we hope our discussion will help to bring
the essential points into focus. Some parts of Hedenmalm’s argument
require totally different proofs for p # 2. For instance, the canonical
divisor of a finite zero-set still has an analytic continuation to a larger
disk, but the proof for p # 2 is much more difficult. For this reason
the proof is deferred to the end of the paper, although some mild reg-
ularity at the boundary is needed earlier to establish the contractive
property. In §6, the canonical divisor is represented in terms of the
Bergman kernel function of a certain weighted A2 space, which is then
shown to have the desired analytic continuation. In §5, the canonical
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divisor for a single point is calculated explicitly, and its properties are
used (following Hedenmalm’s argument for 42) to show in general
that a canonical divisor can have no extraneous zeros. It is pointed
out in §7 that a canonical divisor is always properly contractive.

Acknowledgment. We wish to thank Hakan Hedenmalm for stim-
ulating discussions while this work was in progress, and for sharing
some of his unpublished work with us.

1. The canonical divisor. Assume now that 1 < p < oo, and let
{1, &, ...} be the sequence of zeros (repeated according to multi-
plicity) of some function in 47, where {; € D and {; # 0. Let N? be
the set of all f € 4”7 which vanish to (at least) the prescribed order at
each point {;. Consider the extremal problem of maximizing |f(0)]
among all f € N? with ||f], = 1. In order to see that an extremal
function exists and is unique up to rotation, we pass to the equivalent
problem of minimizing | f]|, among all f € N? with f(0)=1. For
1 < p < oo this is a closed convex subset of the uniformly convex
Banach space 47, so a standard theorem of functional analysis (see
[2], p. 74; [10], p. 353; [16], p. 52) says that it contains a unique
element of smallest norm. Let G be the (unique) solution to the orig-
inal extremal problem with G(0) > 0. Thus G&€ N? and ||G], = 1.
This extremal function G will be called the canonical divisor of the
zero-set {{;}.

For p = 1 a different argument is required to prove the existence
and uniqueness of the canonical divisor. In the original form of the
extremal problem, a normal family argument may be applied to pro-
duce an extremal function. Another proof of uniqueness, valid for
1 < p < o, involves kernel functions of weighted Bergman spaces
and is deferred to the end of the paper. (See §6, Corollary of Theo-
rem 5.) Meanwhile, we shall speak of the canonical divisor even for
p = 1. It may be observed that our discussion actually applies to any
normalized solution of the extremal problem.

We suppose first that the prescribed zero-set is finite. Then we
assert that the canonical divisor G extends smoothly to the closed
disk. In fact, we shall prove at the end of the paper (§6) that it has an
analytic continuation to a larger disk. This is much easier to see (cf.
Hedenmalm [8]) in the special case p = 2 ; indeed, it then follows from
the theory of reproducing kernels (see [14], p. 62) that G(z) is equal to
a constant plus a linear combination of the Bergman kernel functions
K(z,%1), K(z,03),...,K(z, {,) and certain of their derivatives,
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where {{;,..., {,} is the prescribed zero-set. Thus G is certainly
analytic in the closed disk if p =2.

By a simple variational argument, we can now derive a special or-
thogonality property of the extremal function G. Let Lﬁl’ denote the
class of harmonic functions in L? of the disk.

LEMMA 1. For each finite zero-set, the canonical divisor G has the
property

(1) J[a6@r - uzds =0,
for every function ue L} .

Proof. Consider the equivalent extremal problem of minimizing
lfllp among all f € 4?7 with the prescribed zeros {; and f(0)=1.
Let H be the unique extremal function. Then H = G/G(0). For any
function f € A? with f(0) = 0, the function H* = H(1 + Af) is in
contention for each 4 € C, since it has the prescribed zeros {; and it
satisfies H*(0) = 1. Thus by the extremal property of H,

11 < 1#°1E = [[ \rpIL+afp do

= | H|Z + pRe {,1 / /D \H? fda} +0(?)

for small A. Letting 4 — O along an arbitrary ray, we conclude that

(2) //D IG? fdo =0

for all f € AP with f(0) = 0. For arbitrary f € 4P, we use the
formula

3) = [[ rz)da
and the fact that ||G||, =1 to deduce from (2) that

//D{lGV’— 1}fdo =0.

Since G is bounded, this actually holds for all f € A!. Taking the
real part and recalling that the class L}Z is preserved under harmonic
conjugation, we arrive at (1).

Condition (2) depends on the fact that G is bounded. A more
general consequence of the extremal property of G is that

(4) / /D GIP~2Ghdo =0
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for all h € NP with A(0) = 0. This is proved in the same way, even
for an infinite zero-set, by the variation H* = H + Ah.

It is important to note that the converse is also true. In other words,
the condition (4) actually characterizes the extremal function.

LEMMA 2. Given an AP zero-set {{;} for 1 < p < oo, let a function
g € NP satisfy

(5) / /D \glP~2Fhdo = 0

for all h € NP with h(0) = 0. Then g is a constant multiple of the
canonical divisor G of the set {{;}.

The proof appeals to the following known theorem of functional
analysis, or approximation theory (cf. [16], p. 55 for further infor-
mation).

THEOREM A. For 1 < p < oo, let M be a closed subspace of L? of
the disk. Suppose that a function g € LP has the property (5) for all
heM. Then ||g|l, =d(g, M), the distance from g to M.

Note. For 1 < p < 2, the expression |g|P~2g should be taken to
vanish wherever g does. It may also be written as |g|P~!sgng.

Proof of Theorem A. There is no loss of generality in assuming
llgll, =1. Let F = |g|P~?g. Then F € L4 and ||F|, = 1, where
g =p/(p — 1) is the conjugate index. Thus the condition (5) implies

el = [[ Fedo = [[ Fe+hydo <llg + koI Fla = g + il
for all h € M. This shows that | g|l, =d(g, M).

Deduction of Lemma 2. Let M be the subspace of functions & € N?
with 2(0) = 0. Let g € N? satisfy (5) for all » € M, and suppose
that g(0) = 1. Then Theorem A says that g is the (unique) function
H € NP of minimal norm with H(0) = 1. Thus g is a constant
multiple of G.

2. A boundary-value problem. Again let G be the canonical divisor
of a finite zero-set {{;}. It is still implicitly assumed (with proof
deferred to §6) that G has a smooth extension to T = 0D and is in
fact analytic in D. Then the boundary-value problem

(6) {A¢=|G|P—1 inD,
p(z)=0 on T



42 P. DUREN, D. KHAVINSON, H. S. SHAPIRO AND C. SUNDBERG

has a unique solution ¢ € C2(D). Here A denotes the Laplacian.

LEMMA 3. If G is the canonical divisor of a finite zero-set, then the
solution ¢ of the boundary-value problem (6) has the properties

99 _ :
{(a) 5—’;—0 onT,

(b) ¢(z)>0 inD,
where d¢/0n is the outer normal derivative.

(7)

In the case p = 2, Hedenmalm [8] was able to verify the properties_
(7) by first displaying ¢ explicitly as a double sum in terms of the
(known) structure of the extremal function G, then making direct
calculations. For p # 2 no explicit formulas are available and a
different approach is necessary. We shall use Green’s formula (see e.g.
Nehari [11], Ch. 1)

8) //D(uA'v _ vAu)dA = /T (ug—z - v%) ds,

valid for any functions u, v € C*(D), where d4 and ds denote the
elements of area and arclength, respectively.

Proof of (7a). It suffices to show that
/ ul ds =
for all » € C%(D) harmonic in D. But by Green’s formula,
op , oo ou
Tu%ds B / ( on "’an) ds

=//D(uA(p—¢Au)dA=//D(IG|p— NudAd=0,

in view of the construction (6) of ¢, the harmonicity of u, and
Lemma 1.

Proof of (7b). Since ¢ = 8¢/0n =0 on T, the function ¢ has the
integral representation

9) o(0) = / /D I(z, )A’p(z)d4, (€D,

where I' is the biharmonic Green function of D, given by the formula

2
(10) Tz, 0= 1 {!Z—C|210g1 ~ +<1—|z|2><1—m2>}.
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(See Garabedian [7], p. 272.) It will be shown presently that I'(z, {) >
0 forall z,{eD. Since

Np = AAp) = A(GP - 1)
8|GP
0z0zZ
except for a finite number of points in D, the representation formula
(9) will then prove (7b).

It remains to verify that the biharmonic Green function (10) of the
disk is positive. This is stated as an exercise in Garabedian’s book
([71, p. 275), so we record a proof here. Observe that

= 42100 _ p2iGp-26 > 0

- 2
1-Tz|" _ (1= |zP)1 - [2P)
z-¢ |z - {2
so the property I'(z, {) > O reduces to the simple inequality logx <
x — 1 for x > 1. This concludes the proof of Lemma 3.

+1,

Note that the argument applies in any simply connected Jordan
domain Q c C with smooth boundary, provided only that the bihar-
monic Green function of € is positive and that the canonical divisor
G is sufficiently smooth at the boundary to allow the application of
Green’s formula. Unfortunately, the biharmonic Green function need
not always be positive; Garabedian [6] showed that a sufficiently ec-
centric ellipse is already a counterexample. (See also [13].)

3. The expansive property. Having produced a function ¢ with the
properties (6) and (7), we can now show that the canonical divisor
has an “expansive” property under multiplication which will imply
the contractive property under division.

LEMMA 4. For 1 < p < o0, let G be the canonical divisor of a finite
zero-set. Then

(11) 1GSllp 2 Il for all f € 4.

Proof. We again appeal to Green’s formula (8). Taking u = ¢, we

find
//vA(pda=/ pAvdo,
D D

since 9 =9¢/0n =0 on T. We now choose v = |f]?, where f isa
polynomial (or any function analytic in D). Then

A7) = P2LAP21S1P 2 0.
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Since Ap =|G|? — 1 and ¢ > 0 in D, we conclude that

J[asp - visras >0,

which is the desired inequality (11) for polynomials f. The result for
an arbitrary function f € 4? now follows after approximating it in
norm by polynomials.

The expansive property (11) of the canonical divisor has an im-
portant consequence which will be used in deriving the contractive
property.

LEMMA 5. Let G be the canonical divisor of a finite zero-set. Then
|G(z)|>1 forall z€T.

Proof. The following argument is adapted from Hedenmalm [8].
Given zp €T, let ¢(z) = 3(z+ 2o) and define Qn(z) = q(2)"/|lq" I, -
Then ||Qn|l = 1 and Q,(z) — O uniformly on each closed subset
of D\{z¢} as n — oo, because ¢ has a peak point at z, and it is
easily verified that ||g”|, > Cn~2/? for large n, where C is a positive
constant independent of n. Since G is continuous at zp, it follows
that

/[ 160: do — 1G(z0)P.

J[16epac= [[ 10 do=1.

Hence [G(zg)| > 1.

But by (11),

LemMMA 6. Each canonical divisor G has the property G(0) < 1.

Proof. Recall that G(0) > 0 and |G|, = 1. But for any noncon-
stant function f € A7, the inequality |f(0)| < ||fli, follows from the
integral representation (3) and Hoélder’s inequality.

At this point it may be helpful to clarify the status of the lemmas
given above. Lemmas 2 and 6 are fully proved. However, the proofs
of Lemmas 3, 4, and 5 all proceeded under the assumption that the
canonical divisor G of a finite zero-set has a smooth extension to the;
boundary. Lemma 1 makes the tacit assumption that G is bounded.
At the end of the paper (in §6), these conditional lemmas will be put
on firm footing with the proof that G has an analytic extension to
the closed disk. There the uniqueness of the canonical divisor for
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p = 1 will also be proved. Meanwhile, in §4 we shall make an explicit
calculation of the canonical divisor G, corresponding to a single zero
a. The construction will depend only on Lemma 2. It will then be
evident by inspection that G, is analytic in D, so all of the earlier
lemmas will apply unconditionally with G replaced by G, .

4. Impossibility of extraneous zeros. Recall that a canonical divisor
G was defined by an extremal property where it was required to have
zeros of prescribed orders or higher at prescribed points in the disk.
The following theorem asserts that it can have no additional zeros.

THEOREM 1. For 1 < p < oo, let G be the canonical divisor asso-
ciated with an AP zero-set {{;} in D\{0}, finite or infinite. Then the
order of the zero of G at each {; is precisely equal to the multiplicity
assigned to {;, and G(z) # O elsewhere in the disk.

Surprisingly, the main difficulty is to prove this theorem in the spe-
cial case where the prescribed zero-set {{;} reduces to a single point.
In this case we shall now calculate the canonical divisor explicitly. It
will be clear that it has no extraneous zeros.

For an arbitrary point a« € D, let G, denote the canonical divisor
with (at least) a simple zero at «. In view of Lemma 2, the divisor
G, can be constructed up to normalization by producing a function
g € AP which vanishes at o and satisfies the condition (5) for all
h € A? with h(a) = h(0) = 0. First rewrite (5) in the equivalent
form

1 [[lerm ({52 ) #heydo) =0
D 1 -Gz
for all 2 € A?. Now let g have the structure

(13) 8(2) = T—=—1(2),

xzZ

where f is analytic in D and f(z) # O there. Insert (13) into (12)
and use the substitution

Z—« w+ o
w = —, zZ = E——1
1-az 1 +aw
with (1 - )2
1 —|a
dO'(Z)— mdﬂ'(w),

to transform the resulting condition to

(14) / /D B wP 1 P(w) do(w) = 0,
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where

- 2
(15 ow)=Fpd T8 pw) =7 ().

and

Y(w) = O(w)H(w)/F(w), Hw)=h (lw:_'d‘zu) .

Here ¥ is to be an arbitrary function in 47. Let
o0
d(w) = Z cpw”
n=0

and choose ¥(w) = (1 + aw)w* to calculate from (14) the relation
Rk +p+2)cp 1 +alRk+p+4)e, =0, k=0,1,2,....
This shows that
ch=02n+p+2)(-a)y" !, n=0,1,2,...,

up to a constant multiple. Summation of the power series then leads
to the expression

d(w) = —(1/a)(1 + aw) *(paw +p + 2).

Combining this with (15) and (13), one concludes that the canonical
divisor has the form

2/p
L Z-a p _Z-«
(16) G.(z)=C {1+2<1+a1_62)} s

l-az

where C is a suitable constant. From the requirements that ||G,|, =
1 and G,(0) > 0, one calculates

o )/ —1/p
(17) C=-ia [1+-2-(1—|a|2)] :

It is clear by inspection of the formula (16) that G, is analytic in D
and has only a simple zero at a. A review of the above calculations
shows that g = G, must satisfy (12) for all 1 € 47.

K. Yu. Osipenko and Michael Stessin [12] have independently ob-
tained the formula for G,. Their approach is somewhat different
from ours. Both methods lead to a more general formula where a
multiple zero is prescribed at the point «.
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Proof of Theorem 1. Suppose on the contrary that G has a zero at
some point a # {; or that it has a zero of higher order than required
at some point o = {;. Let G, be the canonical divisor of {a} as
constructed above. Then the function G/G, is analytic in D and has
a zero of at least the prescribed order at each point {;. But G, hasa
smooth extension to D, so the expansive property of multiplication by
G, (Lemma 4) is established unconditionally. This implies Lemma 5,
s0 |Ga(2z)] > 1 on T, a fact which can also be seen by inspection of the
formula for G,. Thus since G € AP, it follows that G/G, € 47 . On
the other hand, Lemma 4 states that ||G,f]|, > ||fll, for all fe 47.
Taking f = G/G,, we conclude that ||G/G,.lp, < |Gl = 1. Thus
the function G/G, has all of the properties required in the extremal
problem through which G was defined. However, Lemma 6 (or direct
inspection) shows that G,(0) < 1, so G(0)/G,(0) > G(0), which
violates the extremal property of G'. This contradiction shows that
G can have no extraneous zeros.

It should be stressed that Theorem 1 has been established uncon-
ditionally. The proof made no appeal to the fact that the canonical
divisor of an arbitrary finite zero-set has a smooth extension to the
boundary.

5. The contractive property. It is now a short step to the main result,
the contractive property of the canonical divisor.

THEOREM 2. Let 1 < p < oo, let {{;} bean AP zero-set in D\{0},
and let G be the corresponding canonical divisor. Let f € AP have
a zero at each {; of order no smaller than the prescribed multiplicity.
Then f/G € A7 and |f/Gllp < ||fllp. Furthermore, G is the only
Junction in AP, normalized so that |G|, =1 and G(0) > 0, which
has this contractive property for every function f € AP whose zero-set
contains {{;}.

The contractive property stated in this theorem is stronger than the
expansive property given by (11). Moreover, it must be kept in mind
that (11) was proved only for canonical divisors of finite zero-sets. In
order to pass to infinite zero-sets, we need the following lemma.

LemMMA 7. Let {{;} bean A? zero-set, and let G be its canonical di-
visor. Let G, be the canonical divisor of the finite subset {{, ..., {n}.
Then G,(z) — G(z) uniformly on each compact subset of D as n —
oo. Furthermore, |G, — G|, — 0.
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Proof of lemma. Since ||G,ll, =1 for n=1, 2, ..., itis clear that
the family {G,} is locally bounded and is therefore a normal family.
In other words, some subsequence converges uniformly on compact
subsets to a function H analytic in D. According to Theorem 1 and
Hurwitz’ theorem, H has precisely the zeros {(;}, with the prescribed
multiplicities. By Fatou’s lemma, [|Hf, < 1. But G,(0) > G(0) by
the extremal property of G,, and so H(0) > G(0). It now follows
from the uniqueness of the extremal function G that H(0) = G(0)
and H = G. Since the argument shows that every subsequence of
{G»} has the same limit, it is clear that G,(z) — G(z) uniformly on
compact sets. (Here one may also invoke Vitali’s theorem for normal
families.) To show that G, tends in norm to G, one need only recall
that in L? of any measure space (0 < p < o), the two conditions

Ja(x) = f(x) ae. and || fal, — I /], imply that ||/, — fll, — 0.

Proof of theorem. In view of Theorem 1, f/G, isanalyticin D. But
G is continuous in D and by Lemma 5 it satisfies |G,(z)| > 1 on T.
Thus f/G, € AP . Since G, is the canonical divisor of a finite zero-
set, the expansive property (11) may now be invoked to conclude that
N1y = NG (f/Gu)llp = ||f/Grllp, which is the contractive property
for finite zero-sets.

Now let g, = f/G, and g = f/G. It was just observed that
gn € A7 and ||gnll; < Ifllp- On the other hand, g is analytic in D,
and Lemma 7 shows that g,(z) — g(z) uniformly on compact sets.
Thus Fatou’s lemma gives ||g||, < ||fll, and g € A7 . This shows that
G is a contractive divisor.

To prove the uniqueness of the contractive divisor, let H € A7 be
another function vanishing on {{;} with the properties |Hf, =1,
H(0) > 0, and ||f/H|, < ||fllp for all f & 47 vanishing on {{;}.
Then in particular the function # = G/H € AP and ||h]l, < ||Gll, =
1. Thus H(0) > 0. It follows from Holder’s inequality, as in the
proof of Lemma 6, that A(0) < |||, < 1, and A(0) < 1 unless £ is
constant. In other words, the assumption that H # G implies that
H(0) > G(0), violating the extremal property of G'. This proves the
uniqueness and completes the proof of Theorem 2.

As an immediate corollary, we may state the following stronger form
of Lemma 4.

THEOREM 3. Let {{;} bean AP zero-set, and let G be its canonical
divisor. Then ||Gf|, > | fllp forall fe€ 4P.
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Proof. If Gf ¢ AP, there is nothing to prove. If Gf € A7, then
its zero-set contains {{;} and Theorem 2 gives || f||, = |[(Gf)/G|l, <

1GAlp -

Theorems 1, 2, and 3 can all be generalized to arbitrary subsets of
AP zero-sets, without a priori knowledge that they are themselves 47
zero-sets. A consequence is the theorem of Horowitz [9] that every
subset of an 4?7 zero-set is an 4”7 zero-set.

6. Regularity of the canonical divisor. Our final objective is to show
that the canonical divisor of a finite zero-set has an analytic contin-
uation beyond the boundary of the unit disk. For p = 2 this is an
obvious corollary of the fact that the canonical divisor is then a finite
linear combination of Bergman kernel functions and their derivatives
(cf. §1 and [8]). A simple argument then extends the result to the case
where p is any even integer. Indeed, the implication results from a
general connection between the canonical divisors, which will now be
stated as a lemma.

LEMMA 8. Suppose 1 < q < oo, and let p = mq for some integer
m > 2. Let G be the canonical divisor in A” of a finite zero-set {{;},
and let H be the canonical divisor in A? of the zero-set {w;} obtained
from {{;} by including each {; exactly m times. Then H = G™.

Proof. Let F = G™ and observe that ||F|, =1, F(0)>0,and F
has the required zeros {w;}. If F # H, then H(0) > F(0) and so
H(0)!/” > G(0). But H'/™ is analytic and has all of the properties
required in the extremal problem which determines G, so this con-
tradicts the extremality of G. Since the uniqueness of the canonical
divisor is not yet established for ¢ = 1, the lemma must meanwhile
be interpreted to say in this case that G is a canonical divisor in
Al

With ¢ = 2, Lemma 8 allows the regularity of the canonical divi-
sor in A4%*" to be deduced from that of the canonical divisor in A2,
together with the fact that the latter has no zeros on the boundary (see
Lemma 5). For arbitrary p (1 < p < 00), the proof will proceed by
expressing the canonical divisor in terms of the reproducing kernel of
a certain weighted 42 space. This representation is of independent
interest and is stated below as Theorem 4. The proof then reduces to
showing that the kernel function has an analytic continuation.

The terminology must first be explained. For a weight-function
w(z) > 0 in D, the weighted Bergman space A2 consists of those
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analytic functions f for which

171 ={ [ lf(Z)Izw(z)da}l/ ' oo

The kernel function J(z,{) of A2 is characterized by the reproduc-
ing property

(18) f(z) = / /D FOIz, Qw()do,  fedd

Here J(-,{) € 42 for each { € D, and J(z,{) = J({, z). The
kernel function of a more general space 42,(Q) over a region Q C C
is defined in the same way and has the same properties.

THEOREM 4. In the space A? (1 <p < o), let G be the canonical
divisor of a finite zero-set and let B(z) be the corresponding finite
Blaschke product. Then

(19) G(z) = J(0, 0)"/PB(z)J(z, 0)*?,

where J(z, () is the kernel function of the Bergman space A2, with
weight w(z) = |B(z)|P. In particular, J(z,0)#0 in D.

Proof. In view of Theorem 1, the canonical divisor has the factor-
ization G(z) = B(z)k(z)*?, where k € 4% and k(z) # 0 in D.
Furthermore, G has the property (4), which is equivalent to

(21) //D|G|p-263fda=f(0)//D|G|P—22;‘Bda, fear,

since each function 42 € NP has the form 4 = Bf for some f € A7,
and f = f(0) + [f — f(0)]. When the factorization of G is inserted
into (21), the condition reduces to

(22) / /D K'=2P% f|BJP do = £(0) / /D K\-2PE|BP do,  fe AP

The integral on the right-hand side of (22) may be calculated from the
fact that ||G|[, = 1. This property and (22) give

1= / / K12} 2P| BIP do = k(0)2/? / / K'-2PF|BP do ,
D D
so that the condition (22) becomes

(23) / /D K\-27 fR|BIP do = k(0)2P f(0),  f e AP
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Suppose now that 1 < p <2, and choose f = Qk%~!, where Q is
a polynomial. Then f € AP because 0 < 2 —p < 2; and (23) shows
that

(24) k(0) / /D QK|B do = Q(0)

for all polynomials Q, hence for all Q € 42, with w = |B|?. But (24)
is a reproducing property, so k(0)k(z) is identified with the kernel
function J(0, z). Hence k(z) = CJ(z, 0) for some constant C.
This gives the formula (19), where the constant is determined by the
requirements that [|G||, =1 and G(0) > 0.

Suppose next that 2 < p < oo, and choose an integer m > 2 so
that ¢ = p/m lies in the interval 1 < ¢ < 2. Given a finite zero-set,
again let G = Bk?%/? be its canonical divisor in 4”7 . Then Lemma 8
says that G™ = B™k?2/1 is the canonical divisor in 47 of the zero-set
with Blaschke product B™ . Because 1 < g < 2, it follows from what
has already been proved that k(z) = CJ(z, 0), where J(z, {) is the
kernel function in the space A2 with weight w = |B™|9 = |B|P. Thus
the representation (19) is valid also for 2 < p < oo, and the proof is
complete.

Note that the nonvanishing of the kernel function J(z, 0) has been
established as a byproduct of the proof. Hikan Hedenmalm (private
communication) found a direct and elegant proof of this remarkable
fact, before we discovered the proof given above. If the kernel func-
tion is known a priori not to vanish in D, an alternate proof of The-
orem 4 can be given for 2 < p < co by showing that the function G
defined by (19) has the property (5) of Lemma 2, and is therefore the
canonical divisor. Actually, it is a corollary of Theorems 4 and 5 that
J(z,0) # 0 in D. If this were known a priori, the whole proof of
Theorem 4 (for 1 < p < o0) could be based on Lemma 2.

The next lemma contains the crux of the analytic continuation ar-
gument. It is stated in a form more general than actually needed
here. The result may be found in a paper of Garabedian [6], where
a direct proof is based on integral representations. We offer a short
proof which relies heavily, however, on the phenomenon of elliptic
regularity.

LEMMA 9. Let Q C C be a Jordan domain with analytic boundary.
Let w(z) > 0 be a weight-function which is real-analytic in Q and is
bounded away from zero near 8Q. Let J(z, {) be the kernel function
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of A%(Q). Then for each fixed { in Q, the function J(z, () has an
analytic continuation across 0Q.

Proof. The kernel function J(z, {) has the reproducing property

@)= [[ 10z guyde,  fed@.
In other words, for each point zy € Q, the distribution
u(§) = [w(zo0)J (20, {) — 62, (O)Jw({)

annihilates 42 (Q). But 42(Q) =-4%(Q) as sets, since w is bounded
away from zero and infinity near the boundary. Thus by Havin’s
lemma (see [17], p. 28), there exists a distribution U = v + ¥, where
v has compact support in Q and ¥ belongs to the Sobolev space
W, %(Q), such that u = dU/AT . Therefore, the relation

o
(25) a—"z’ = w(zo)w({)J (20, )
holds near Q. But since J(zy, {) is an anti-analytic function of {,

this implies that
3] 1 81//}
Ly=—<{—<-—=1=0
v ac{w(aac

near Q. Here L is a strongly elliptic operator with real-analytic
coefficients in Q, so by known theorems on elliptic regularity (see [4],
p. 336 and [5], p. 205), it follows that y extends as a real-analytic
function across 9Q, still satisfying Ly = 0. According to equation
(25), the continuation of ¥ generates an anti-analytic extension of
J(zp, ¢) across 0Q. Since J(z, {) = J({, z), this proves the lemma.

From the representation by a kernel function given in Theorem 4,
it is now easy to prove the regularity of the canonical divisor.

THEOREM 5. In the space AP for 1 < p < oo, the canonical divisor
G of each finite zero-set has an analytic continuation to a disk |z| < R
for some R > 1, and G(z) # 0O there except for its prescribed zeros.

Proof. According to Theorem 4, the canonical divisor G has the
form (19), where J(z, {) is the kernel function of 42, with w = |B|P.
By Lemma 9, J(z, 0) has an analytic continuation to a larger disk.
Thus it remains only to show that J(z, 0) # 0 at all points z on T.
But the representation shows that G has a smooth extension to the
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closed disk, so it has the expansive property of Lemma 4. This and
the continuity of G up to the boundary show that |G(z)]>1 on T,
as shown in Lemma 5. Since |B(z)| =1 on T, the representation of
G therefore shows that J(z, 0) # 0 on T, and the proof is complete.

COROLLARY. The canonical divisor is unique even for p = 1.

Proof. For finite zero-sets, this is a corollary of Theorem 4. For
infinite zero-sets, one approximates the canonical divisor G by the
canonical divisor G, of a finite set, as in Lemma 7. Theorem 5
says that G, has a smooth extension to D, and so by Lemma 4 it
has the expansive property. The proof of Theorem 2 now applies to
show that G 1is a contractive divisor. But there can be at most one
contractive divisor. Indeed, if H were another contractive divisor,
then ||H/Gl, < ||H|lp = 1 and similarly ||G/H|[, < 1. Thus the
nonvanishing function f = G/H has the property | fl[5+[1/f|5 < 2,
which is impossible unless f(z) = €%, a constant of modulus one.
Alternatively, it can be argued (see §7) that the contractive property
implies the extremal property which defines the canonical divisor. The
uniqueness is then established as in the proof of Theorem 2.

It may be remarked that the existence of an analytic continuation in
the case 2 < p < oo also follows directly from the result for 1 < p <
2, in exactly the same way as the result for all even integers follows
from its truth for p =2.

7. Concluding remarks. Let us now observe that for 1 < p < 0o, the
Bergman space A4” has no isometric zero-divisors. Since the contrac-
tive divisor is unique (under the normalization G(0) > 0), it is the
only possible candidate for an isometric zero-divisor. If ||Gf]l, =
Nfllp for all f € AP, then in particular ||G"|, = |G|l = 1 for
n=1,2,.... But [G(z)] > 1 on a set of positive area, so this is
impossible.

In fact, it can be shown that |Gf]|, > ||f]|, for all nonconstant
functions f € A?, so the divisor G is properly contractive except
when applied to a constant multiple of itself. For canonical divisors
G of finite zero-sets, it is implicit in the proof of Lemma 4 that

J[asr - visrds = [[ pasrydo>o

for all nonconstant functions f which are analytic in D. In view of



54 P. DUREN, D. KHAVINSON, H. S. SHAPIRO AND C. SUNDBERG

the representation (9), this formula may be written as

J[asr - vispdo

_n////r ()AL da(z) da (D),

where I'(z, {) is the biharmonic Green function of D. In a later
paper, it will be shown that this last formula remains valid under very
general hypotheses, allowing in particular an arbitrary canonical divi-
sor G and an arbitrary function f € 4”7 . An immediate consequence
is that ||Gfll, > | fll, if f is any nonconstant function in 47 .

It should be noted that the extremal property used to define the
canonical divisor actually follows directly from the contractive prop-
erty. Indeed, let g be a contractive divisor in 4? for a zero-set {{;}
in D\{0}. Then for any function f & N?,

1£(0)/gO) < 11f/&lls < Ifllp

unless f is a constant multiple of g. In particular, if ||f], < 1
and f vanishes on {{;}, then |f(0)| <|g(0)| unless f is a constant
multiple of g.

As Hedenmalm [8] has already observed in the case p = 2, the
results of this paper extend mutatis mutandis to zero-sets containing
the origin. The canonical divisor is then defined to maximize |g(")(0)]
among all g € N? with ||g||, = 1, where m is the prescribed order
of the zero at the origin. It is again a contractive zero-divisor in A7 .

With some logical restructuring, the methods of this paper can be
used to extend the contractive property to 0 < p < 1. For instance,
the representation (19) in terms of a kernel function can then be taken
as a definition of the canonical divisor for a finite zero-set, and it can
be shown to have the contractive property. Also, the function G,
defined by (16) can be verified still to have the orthogonality property
of Lemma 1, so it is the contractive divisor for the single point «. The
details are omitted, but in a later paper the results will be developed in
a more general context for 0 < p < co. In fact, the entire scheme of
contractive divisors can be carried out in Bergman spaces 4”() over
more general Jordan domains Q with analytic boundary, as indicated
in the introduction. Some of the results extend to arbitrary invariant
subspaces. These generalizations will be described in the later paper.

One further consequence of Theorem 5, on the analytic continua-
tion of the canonical divisor G of a finite zero-set, should be noted.
Let 1 < p < oo and fix a zero-set {{;}, j=1,2,...,n. Assume
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for notational simplicity that all {;’s are distinct. Then by a standard
application of the duality relation (cf. [3], p. 110),

G(0) =inf |1 - flig,

where ¢ = p/(p — 1) is the conjugate index and the infimum is taken
over all functions f € L9 which annihilate N?. A unique extremal
function F exists for this dual extremal problem, and it has the form

n
F(z)=> c(1-{z) 2 +h,
j=t
where the ¢;’s are complex constants and # is an L? function which
annihilates 47 . (Thus by Havin’s lemma, /4 is in the L9-closure of
the functions 9y /0Z , where y € C{°(D).) The extremality of G and
F and the conditions for equality in Holder’s inequality now imply
(for p> 1)
G(z)[1-F(2)]>0 a.e.
and
|G(2)IP = C|1 = F(z)|? a.e.
where C = G(0)~? is a positive constant. In view of Theorem 5, we
have arrived at the following result.

THEOREM 6. For 1 < p < o0, let NP be the set of functions in the
Bergman space AP which vanish on a prescribed finite set of points (;
in D, with prescribed multiplicities. Let F be the (unique) function
which minimizes ||1 — f||, among all f € L9 which annihilate N?,
where q is the conjugate index. Then F extends to a larger disk as a
function which is real-analytic except possibly at the points ;.

Finally, we want to pose a question. If G is the canonical divisor
of an infinite AP zero-set, and if the zero-set has a positive distance
from some open arc of the unit circle, must G have an analytic con-
tinuation over this arc? For p = 2 this follows from a theorem of
Akutowicz and Carleson [1], who treated other Hilbert spaces as well.
Simpler proofs and generalizations can be found in Shapiro [15]. For
HP spaces the zero-divisors are Blaschke products, which do have
the stated continuation property, but for Bergman spaces the case of
general p seems to remain open.

Note added in proof. Daniel Luecking and Krzysztof Samotij have
independently pointed out to us that the uniqueness of the canonical
divisor for p = 1 is a simple consequence of the strict convexity of
AV |l = llgll = 1 implies ||/ + g||; <2 unless f=g.
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