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Methane is an important greenhouse gas, and its atmospheric
concentration has nearly tripled since pre-industrial times1. The
growth rate of atmospheric methane is determined by the balance
between surface emissions and photochemical destruction by the
hydroxyl radical, themajor atmospheric oxidant. Remarkably, this
growth rate has decreased2markedly since the early 1990s, and the
level of methane has remained relatively constant since 1999,
leading to a downward revision of its projected influence on global
temperatures. Large fluctuations in the growth rate of atmos-
pheric methane are also observed from one year to the next2, but
their causes remain uncertain2–13. Here we quantify the processes
that controlled variations inmethane emissions between 1984 and
2003 using an inversion model of atmospheric transport and
chemistry. Our results indicate that wetland emissions dominated
the inter-annual variability of methane sources, whereas fire emis-
sions played a smaller role, except during the 1997–1998 ElNiño
event. These top-down estimates of changes in wetland and fire
emissions are in good agreement with independent estimates
based on remote sensing information and biogeochemical
models. On longer timescales, our results show that the decrease
in atmospheric methane growth during the 1990s was caused
by a decline in anthropogenic emissions. Since 1999, however,
they indicate that anthropogenic emissions of methane have
risen again. The effect of this increase on the growth rate of
atmospheric methane has beenmasked by a coincident decrease in
wetland emissions, but atmospheric methane levels may increase
in the near future if wetland emissions return to their mean 1990s
levels.
The global growth rate of atmospheric methane (CH4) decreased

from nearly þ12 ^ 2 p.p.b. yr21 in the 1980s to þ4 ^ 4 p.p.b. yr21

in the last decade (all values are means ^ s.d.), but with large year-
to-year variations2 (Fig. 1a). A peak in growth rate occurred in 1991
in the tropics, followed by a large and abrupt drop in 1992, which
began in the northern regions. The past few years have been marked
by two positive growth-rate anomalies in 1997–1998 and in 2002–
2003, which seem more pronounced north of 30 8N than in the
tropics.
To understand better why the growth rate of CH4 has remained

persistently smaller after the early 1990s, we have analysed the
regional trends in CH4 differences between sampling sites in the
National Oceanic and Atmospheric Association (NOAA) global co-
operative air sampling network2 and the South Pole site, taken as a
reference (Fig. 1b and Supplementary Information). This analysis

suggests that either northern CH4 emissions have declined persistently
since 1992 or that the destruction of CH4 by the hydroxyl radical (OH)
has increased north of 30 8N. Several conflicting hypotheses have been
proposed to explain interannual and long-term variations in atmos-
pheric CH4, focusing on wetland CH4 emissions10,13,14, anthropogenic
CH4 emissions5, wild fires6–9,15, OH photochemistry3,4,11 and inter-
annual wind changes12. Various models have been used, but the
contribution of each process has not been disentangled in a coherent
framework, except for short periods6,16. Our understanding of the
current methane budget therefore remains plagued by very large
uncertainties.
Atmospheric CH4 measurements can be linked quantitatively

to regional sources and sinks by inverse modelling. For the period
1984–2003, the CH4 concentration responses to the action of OH
sinks and regional surface sources were simulated each month with
the three-dimensional chemistry transport model LMDZ-INCA17.
The model was forced with interannual analysed winds18 and inter-
annually varying OH concentrations19. Emissions of CH4 from
different regions of the globe and from distinct processes (see
Methods), together with the photochemical sinks, were inferred,
and their uncertainties reduced, by matching atmospheric obser-
vations within their uncertainties in a bayesian formalism19. Clearly,
uncertainties in the variations of OH concentrations limit our ability
to infer accurately fluctuations in regional CH4 emissions. The
removal of CH4 by OH nearly balances the sum of all surface sources,
making the atmospheric CH4 budget highly sensitive to OH changes.
Thus, we constrained first the interannual variability of OH through
a preliminary inversion of methyl chloroform atmospheric obser-
vations19. Contributions of monthly surface CH4 sources and pre-
optimized monthly OH sinks were then combined to fit optimally
monthly averages of CH4measurements from a global network of 68
sampling sites. Long-termmeasurements of the 13C/12C ratio in CH4

(d13C-CH4) were also used as an additional constraint for the
partitioning of microbial-, biomass-burning- and fossil-fuel-related
CH4 sources. We performed a control inversion, supplemented by an
ensemble of 17 sensitivity inversions (see Methods).
We found that the year-to-year CH4 regional flux changes (or

anomalies) can be more robustly inverted than their mean values, a
result similar to CO2 inversions20,21. Indeed, among the different
sensitivity inversions, the spread of regional flux anomalies is more
than a factor of two smaller than the spread of long-termmean fluxes.
In other words, possible biases in the inversions seem to have low
interannual variability. To illustrate this point, we tested the impact
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of adding an additional methane source from plants22with an a priori
value of þ150 ^ 60 £ 1012 grams of CH4 per year (Tg of CH4 yr

21).
The long-term-mean inverted fluxes were strongly affected by this
‘intrusion’ of this new source, but the atmospheric measurements
remained fitted and the global budget was conserved, after a
reduction in plant and other source emissions (230%) within
their uncertainties. The sparseness of the tropical network, along
with large uncertainties on prior emissions, prevents us from verify-
ing the existence of long-term CH4 emissions by plants. Adding
plants in the a priori CH4 sources mix, however, did not alter the
inferred anomalies in the 1990s (see Supplementary Information).
Given their robustness, the flux anomalies are therefore the primary
focus of the following analysis.
We found that fluctuations in wetland emissions are the dominant

contribution to interannual variability in surface emissions (^12 Tg
of CH4 yr

21), explaining 70% of the global emission anomalies over
the past two decades, as compared with only 15% contributed by
biomass burning (Fig. 2). This result disagrees with previous studies
suggesting a dominant role of fires6–9,14. As an independent check on
the inverted wetland variability, we applied a simple wetland flux
model (see Supplementary Information) based on ref. 23 anddriven by
interannually varying climate data18 and by estimates of remotely
sensed changes in flooded areas for the period 1993–2001. There is
good agreement in the magnitude of the wetland flux anomalies
between the bottom-up and inversion results (normalized standard

deviation (NSD) ¼ 1.1; seeMethods), as seen in Fig. 2. The correlation
between the two estimates is improved when a 3-month lag is applied
to the inversion results (r2 ¼ 0.4, P ¼ 0.06). In 1993–2001, wetland
emissions in the bottom-up model show a persistent negative trend
of 2.5 Tg of CH4 yr

21, in response to a marked decrease in flooded
area worldwide (at a rate of 21.1% yr21 for a mean area of
4.2 £ 106 km2), mostly in temperate and tropical Asia and in tropical
South America23. The inversion infers decreasing wetland emissions
after 1993, but with a smaller trend (20.6 Tg of CH4 yr

21). Shrinking
wetland areas may reflect recurrent dryness observed in the tropics
after 1990 (ref. 18), and northward after 1999 (ref. 24).
The inversion attributes global variations in the biomass-burning

emissions of the order of^3.5 Tg of CH4 yr
21 (Fig. 2). In 1989–2002,

these anomalies are in very good agreement with independent
estimates9 derived from remote sensing data after 1996 (r2 ¼ 0.6,
P ¼ 0.012; NSD ¼ 0.8) and inferred from global CO variations
before 1996 (r2 ¼ 0.4, P ¼ 0.08; NSD ¼ 1.2; see Supplementary
Information). Such agreement is remarkable, given that the a priori
biomass-burning fluxes prescribed to the inversion are constant from
year to year. The members of the inversion ensemble that include
d
13C-CH4 observations agree best with themagnitude of the bottom-
up anomalies9 (NSD ¼ 1.1). At face value, these ‘isotopic’ inversions

Figure 2 | Variations in CH4 emissions attributed to different processes.

Shown are the interannual global CH4 flux anomalies (in Tg of CH4 yr
21;

note different y-axis scales) broken down into different processes. Unbroken
lines of each sub-panel indicate the member of the ensemble with only CH4

observations (control inversion, 68 sites); broken lines of each sub-panel
indicate the member of the ensemble with both CH4 observations (68 sites)
and d

13C-CH4 observations (13 sites after 1998; 4 sites after 1989). Blue
indicates wetlands (including rice agriculture); dashed blue line represents
wetland anomaly inferred in the extreme case where OH is maintained
constant from year to year. Green indicates biomass burning. Brown
indicates energy-related sources (fossil fuels, industry, bio-fuels) and other
sources (landfills and waste, ruminants, termites, ocean, plants). Unbroken
orange line represents the specific contribution of fossil-fuel emissions
alone. Red lines indicate set of bottom-up estimates of CH4 flux anomalies
obtained from a wetland flux model driven by remotely sensed flooded area
data22, and from a fire model driven by remote sensing measurements after
1997 (ref. 9), and extrapolated using atmospheric carbon monoxide trends
before that date (see Supplementary Information). The anomalies are
calculated by subtracting the long-term mean CH4 flux over the whole
period (1984–2003) from the deseasonalized (12-month running mean)
monthly flux in each region. Shaded areas represent the spread of an
ensemble of 18 inversions (each using a prioriOHfields pre-optimized from
methyl chloroform).

Figure 1 | Variability and trends in atmospheric CH4 over the past two

decades. a, Interannual variations in the growth rate of atmospheric CH4

(p.p.b. yr21) in the period 1984–2003, calculated by using data from the
NOAAair sampling sites used in the inversionmodel (maximumof 50 sites).
Black, global growth rate; blue, Southern Hemisphere ,30 8S; red, 30 8S to
30 8N (tropics); green, Northern Hemisphere .30 8N; light grey, El Niño
episodes; dark grey, anomaly following the Pinatubo climate anomaly.
b, Average trends in the CH4 difference (in p.p.b. yr21) between sites
grouped in three latitude bands and the South Pole site (SPO). Trends were
calculated by using monthly deseasonalized observations. Open bars
indicate trends in DCH4 in the 1980s (1984–1991), when the global growth
rate was þ12 ^ 2 p.p.b. yr21; hatched bars indicate trends in DCH4 after
1993, when the global growth rate was 4 ^ 4 p.p.b. yr21. Error bars are 1 s.d.
of the calculated trends in differences for the NOAA sites.
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place a strong (tropical) release of CH4 by fires in 1997, six months
earlier than inferred from the remote sensing data (Fig. 2).
The regional patterns of surface CH4 emissions indicate that most

of the global year-to-year variability lies in the tropics (Fig. 3). By
contrast, the northern regions show smoother variations, but with
systematically less emissions in the 1990s than in the 1980s, except for
1997–1998 and 2002–2003, consistent with Fig. 1b. The variability in
CH4 removal by OH radicals19 is also dominated by the tropics,
where photochemistry remains active all year (Fig. 3). We found that
the years 1987–1988, 1991–1992, 1997–1998 and 2001–2002 corre-
spond to abnormally weaker CH4 destruction by OH in the tropics.
In the inversion, a compensation effect exists between the magnitude
of methyl-chloroform-derived changes in OH and inverted CH4

surface emissions, because the sum of the two must equal the
observed atmospheric accumulation. Thus, biases in OH changes

could account for some of the variability that we attributed to
wetlands. In the extreme case where OH interannual variability is
set at zero, the fluctuations of tropical wetland emissions are
dampened by 50%, especially in the 1980s, when methyl chloroform
data suggest large OH variability19.
We analysed in detail two key perturbations of the CH4 budget in

the past two decades (Fig. 3). First, we studied the drop in growth rate
in 1991–1993. This period is particularly intriguing because of the
potentially confounding effects of three factors: (1) reduced photo-
chemical production caused by changes in ultraviolet radiation associ-
ated with volcanic aerosols emitted in the eruption of the Mount
Pinatubo in June 1991; (2) the widespread Northern Hemisphere
cooling that followed25; and (3) the economic collapse of the former
Soviet Union. The first factor should decrease OH, causing CH4 to
increase. Indeed, we inferred a decrease in tropical OH by 5% from
the methyl chloroform data19, as suggested by Fig. 1b and previous
studies4. The two other factors should reduce wetland and fossil-fuel
emissions respectively, causing atmospheric CH4 to decrease. Over-
all, we attribute the 1991–1993 spike in growth rate, a210 Tg of CH4

event (Fig. 3), to a large decrease in emissions (236 ^ 6 Tg of CH4)
partly offset by a reduction in the OH sink intensity (þ26Tg of CH4).
Sources that were reduced in that period are predominantly northern
and tropical wetlands (224 ^ 6 Tg of CH4) and anthropogenic
sources (210 ^ 5 Tg of CH4). Decreased biomass-burning emis-
sions had a much smaller role (25 ^ 2 Tg of CH4). This inversion
result agrees well with an independent study showing reduced boreal
wetland emissions due to cooler and dryer conditions10, and reduced
northern anthropogenic emissions26.
Second, we investigated the period 1997–1998, which corresponds

to the largest El Niño on record. At that time, widespread dryness
caused increases of fires in the tropical zone and in boreal regions of
Eurasia9. In particular, large abnormal peat fires in Indonesia could
have released huge amounts of CH4 to the atmosphere from
smouldering combustion15. A previous study9 estimated an anoma-
lous fire source of þ11.5 Tg of CH4 in 1997–1998 (Fig. 3), which
agrees well with the inversion estimates (þ8 ^ 2 Tg of CH4 in the
tropics andþ2 ^ 1 Tg of CH4 in northern regions). A larger decrease
in OH concentration, possibly also caused by large emissions of
carbonmonoxide16 and other reactive carbon compounds by fires7, is
found to contribute to a faster growth of CH4 by an additional
þ26 Tg of CH4. Natural wetland emissions remained on average
stable over the whole 1997–1998 period. However, there was a
significant dip in 1997 for the northern regions wetlands
(29 ^ 5 Tg of CH4), followed by an increase in 1998 (þ10 ^ 5 Tg
of CH4) in the southern regions (Fig. 3). This shift in regional
wetland emissions is fully consistent with the succession of regionally
dryer and wetter climate conditions18.
Finally, we analysed why the global growth rate of atmospheric

CH4 remained low after the drop in 1991–1993 (ref. 4). After 1993,
decreasing global emissions at a rate of 21.0 ^ 0.2 Tg of CH4 yr

21

are required to match a small average growth rate of þ4 ^ 4
p.p.b. yr21, in the presence of (slightly) decreasing OH (Fig. 3).
The inversion attributes this signal to decreasing anthropogenic
emissions, in particular to the northern fossil source (Fig. 3). This
is in qualitative agreement with the latitudinal CH4 differences
analysed in Fig. 1b. After 1999, however, anthropogenic emissions
increase again, especially in north Asia. This may reflect the booming
Chinese economy. By 2003, we find that anthropogenic emissions
recovered to their levels in the early 1990s. Without a coincident and
important drop in northern wetland emissions after 1999 (Fig. 2)
associated with dryer conditions24, the growth rate of atmospheric
CH4 would therefore have increased much more rapidly. This
suggests that the slow-down in CH4 growth rate observed from the
early 1990s may represent only a temporary pause in the human-
induced secular increase in atmospheric CH4.
Better knowledge of the current CH4 budget helps to reduce

uncertainties in future projections of climate change and tropospheric

Figure 3 | Large-scale regional variations in CH4 emissions and OH sink.

Left, interannual flux anomalies (in Tg of CH4 yr
21) broken down into three

large regions27 for the control inversion: northern regions, tropics and
southern regions. Black indicates surface emission anomaly, with grey
uncertainty estimates based on the spread of the ensemble of 18 inversions
(each using a prioriOH variations pre-optimized frommethyl chloroform).
Pink indicates anomalies in CH4 removal by OH (negative values mean
more CH4 removal). Red indicates anomalies in the net CH4 budget in each
band; that is, the sum of surface emissions and OH removal. This red line
also represents what the surface emissions anomalies would be in the
extreme case where OH is maintained constant from year to year. Right,
changes in surface emissions and in the OH removal term within each large
region during selected remarkable episodes analysed in the text: the drop in
CH4 growth rate of 1991–1993; the high CH4 growth rate of the 1997–1998
largest El Niño event; and the persistent low mean atmospheric growth rate
of 2000–2003. The 1991–1993 anomaly is discussed after subtraction of the
mean fluxover 1984–2003. The 1997–1998 and the 2000–2003 anomalies are
discussed after subtraction of the mean flux over 1993–2003. Quantities
refer to the full episode (Tg of CH4). Each source is coloured as in Fig. 2. A
positive bar indicates an increase in surface emission and a decrease in OH
removal.
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ozone evolution and to design effective mitigation strategies. Atmos-
pheric long-term measurements and inverse models currently pro-
vide key information for assessing CH4 emission trends at the global
to subcontinental scale. Given uncertainties in surface emissions and
OH distribution, however, using this approach at the regional or
country scale remains challenging and requires an observational
network that is dense in space and time27. In the future, the combined
use of improved emission inventories, isotopic observations and
global space-borne measurements of column-integrated CH4 should
help better to quantify regional sources, to separate natural from
anthropogenic processes, and to verify the effectiveness of CH4

mitigation policies.

METHODS
Inversion model setup. The inverse methodology has been fully described19

through the example of OH field optimization against methyl chloroform
observations. For CH4, surface emissions are optimized each month for 11
land regions (those defined in ref. 28), one global ocean region, and up to ten
processes over each land region (emissions from bogs, swamps, tundra, termites,
fossil fuel and industry, gas, bio-fuel, ruminant animals, landfills and waste, and
soil uptake). This spatial partition enables us to perform both geographically
based and process-based analyses. On a geographical basis, the optimized
emissions were further aggregated, after inversion, over three large regions:
northern regions (boreal & temperate North America, boreal & temperate Asia,
and Europe, roughly .30 8N), tropical regions (tropical America, north and
South Africa, tropical Asia), and southern regions (temperate South America
and Oceania, roughly,30 8S). We used the optimized interannual four-dimen-
sional distribution of OH from ref. 19. The variations in OH are pre-optimized
from methyl chloroform data using interannual winds and chemistry (see
Supplementary Information). In this procedure, the inferred interannual OH
fields also depend on methyl chloroform sources. Uptake of CH4 by soils is
optimized as an independent sink, but we do not explicitly solve for the
stratospheric sink of CH4 but assume that it is included in the removal by the
stratospheric OH radicals of the INCA model17.

Atmospheric CH4 observations, from roughly weekly air samples collected in
flasks, were inverted as monthly means. Uncertainties in the monthly means
were taken from the GLOBALVIEW-CH4 data product29, when available, or
from submonthly variability in the measurements. In total, data from 68 sites
from different networks were collected and used; 75% was contributed by the
NOAA network. Offsets between different observing networks were accounted
for by using intercomparison round-robin information reported in GLOBAL-
VIEW-CH4. The sampling periods for each site, and data uncertainties, are given
in Supplementary Table A2. Atmospheric d13C-CH4 flask data from 13 NOAA
sites were used in the inversion for the 1998–2004 period (Supplementary Table
A2). The d

13C-CH4 values were measured by INSTAAR at the University of
Colorado30. At four sites (Point Barrow, Mauna Loa, Samoa and South Pole), the
NOAA observations were merged with those from the SIL network31 to extend
the time series for the period 1989–2004. The gap in d13C-CH4 data in the period
with no observations in 1996–1997 was filled by interpolation, and the
interpolated values associated with a large a priori uncertainty in the inversion.
At Niwot Ridge, the UCI network time-series32 was used to extend the
atmospheric d

13C-CH4 record back to 1994. Although isotopic ratios are
monitored at only 13 sites, they are expected to constrain usefully the partitioning
ofCH4 sources according to theirmean isotopic signature: biomass burning (about
220‰ for C-3 plants; about212‰ for C-4 plants), all bacterial processes (about
260‰) and fossil-fuel-related sources (about 240‰), the atmosphere being
close to 247‰ on average. The carbon isotopes measurements are relative to
Vienna Pee Dee Belemnite (VPDB).

The inversion of CH4 fluxes accounts for the fact that CH4 removal by OH
radicals is a nonlinear function of surface CH4 emissions, by iteratively applying
the forward and the inverse transport chemistry model up until convergence is
reached for the OH removal of CH4. In inversions using d

13C-CH4 data, we
account for the fact that transport and chemistry of d13C-CH4 is nonlinear by
solving iteratively for both the underlying CH4 source magnitude and its
isotopic composition, as in ref. 33.
Sensitivity tests. The settings of the inversion model that were varied in the
sensitivity tests were (1) the a priori error on regional fluxes; (2) the a priori error
on the atmospheric CH4 and d

13C-CH4 measurements; (3) the number of land
regions to be optimized; (4) the size of the atmospheric network; (5) the use of non
interannual transport; (6) the uses of non-interannual OH; (7) the introduction of
an additional source due to possible CH4 emission by plants22. See Supplemen-
tary Table A2 for a complete description of the 18 inversions performed.

NSD. The normalized standard deviation (NSD) is calculated as the ratio between
the s.d. of the monthly deseasonalized inverted CH4 flux anomaly and the s.d.
of the same anomaly calculated by the bottom-up model. An NSD value of 1
indicates a similar variability between the inversion and the bottom-up model.
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Réseau Aatmosphérique de Mesure des Composés à Effet de Serre (RAMCES)
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LETTERS

Preserving the evolutionary potential of floras in
biodiversity hotspots
Félix Forest1,2,3*, Richard Grenyer3*, Mathieu Rouget4, T. Jonathan Davies5,6, RichardM. Cowling7, Daniel P. Faith8,

Andrew Balmford9, John C. Manning1, Şerban Procheş10, Michelle van der Bank11, Gail Reeves1,

Terry A. J. Hedderson2 & Vincent Savolainen3

One of the biggest challenges for conservation biology is to pro-
vide conservation planners with ways to prioritize effort. Much
attention has been focused on biodiversity hotspots1. However, the
conservation of evolutionary process is now also acknowledged as
a priority in the face of global change2. Phylogenetic diversity (PD)
is a biodiversity index that measures the length of evolutionary
pathways that connect a given set of taxa3,4. PD therefore identifies
sets of taxa that maximize the accumulation of ‘feature diversity’.
Recent studies, however, concluded that taxon richness is a good
surrogate for PD5–9. Here we show taxon richness to be decoupled
from PD, using a biome-wide phylogenetic analysis of the flora of
an undisputed biodiversity hotspot—the Cape of South Africa.We
demonstrate that this decoupling has real-world importance for
conservation planning. Finally, using a database of medicinal and
economic plant use10, we demonstrate that PD protection is the
best strategy for preserving feature diversity in the Cape. We
should be able to use PD to identify those key regions that max-
imize future options, both for the continuing evolution of life on
Earth and for the benefit of society.

The Cape of South Africa is an area of less than 90,000 km2.
Botanically, it is one of the most species-rich areas of the world.
There are more than 9,000 plant species, of which about 70% are
endemic11. For decades it has been noted that a longitudinal gradient
in species richness exists across the Cape12. The western part, with a
predominantly winter rainfall regime, has about twice the density of
plant species of the eastern region, which receives rainfall year-
round13. Higher species richness in the western part has been attrib-
uted to variation in speciation and extinction rates as a consequence
of differences in historical ecological conditions14. In the west, species
richness also varies with topography, with the more uniform low-
lands having fewer species than the rugged mountain landscapes13.
Similarly, there are higher numbers of endemic genera in the western
part of the Cape15.

We collected and compiled distribution data for the entire Cape
and created an inventory of species and genera per quarter-degree
square (QDS; the finest scale available). After extensive fieldwork
(2003–2005), we reconstructed the phylogeny of the Cape flora, on
the basis of plastid ribulose-1,5-bisphosphate carboxylase/oxygenase
large subunit (rbcL). We used an exemplar from 735 genera, each
indigenous to the Cape. Because of computing limitations imposed
by the size of the data matrix, phylogenetic relationships were

reconstructed using the parsimony ratchet16. Molecular branch
lengths were optimized using maximum likelihood. Using non-
parametric rate smoothing17, the branch lengths were then trans-
formed to units of absolute time for PD calculation. This is the largest
phylogenetic tree yet built for an entire flora.

We compared per-QDS species and genus richness with per-QDS
PD (calculated as the length of the subtree that joins the genera in
each QDS to the root of the tree3). As expected5–9, we found these
diversity indices to be distributed in a similar manner (Fig. 1b, c;
linear regressions: PD versus species richness R2

5 0.77, PD versus
genus richness R2

5 0.96). These results initially indicated a limited
role for PD in conservation planning in this region6,8,18. However, this
similarity in overall distribution hides key differences in the distri-
bution of these metrics. We found PD to scale with taxon richness,
but the scaling to be complex: some regions have more or less PD
than would be expected from their taxon richness. Using two tests (a
loess regression of per-QDS PD on genus richness, Fig. 1d; and com-
paring the observed PD in each QDS against an empirical randomi-
zation of PD, Fig. 1e) we found a distinctive east–west division in the
distribution of PD that broadly corresponds to the climatic zones
defined previously13, with PD for a given number of taxa being higher
in the eastern region than in the western.

These results demonstrate that the flora (within QDS) of the west-
ern part of the Cape is phylogenetically clustered: it is made up of
relatively closely related genera, resulting from multiple radiations
over at least the last 25 million years19–21. This results in a higher
proportion of both shared and short branches, relative to the east,
and therefore a lower PD score for a given number of lineages. In
contrast, the flora (within QDS) of the eastern region is phylogen-
etically ‘over-dispersed’ relative to the western region: it contains
genera that are, on average, less closely related to one another.
These patterns result from fundamental evolutionary and palaeo-
climatic processes in the west22–24. Relative over-dispersion in the east
is likewise explicable: the eastern flora abuts another biodiversity
hotspot (Maputaland–Pondoland–Albany), is highly ecotonal, and
contains occasional exemplar genera from unusual ecotypes11.

We found that these conflicting patterns of taxon diversity and PD
invalidate the sole use of taxon richness for conservation actions.
Conservation planning is not just about total numbers, but also
about marginal gains. To mimic the critical decisions that conser-
vation planners face in the Cape, we set up a series of conservation
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scenarios based upon complementarity. In each scenario, an addi-
tional locality that maximizes gain in a biodiversity index is to be
included in an existing partial set of conservation areas. We initially
chose additions to partial sets based upon taxon richness, and exam-
ined the marginal gain in PD experienced. We then contrasted these
gains by choosing additions to partial sets based directly on PD. The
results show that gains in taxon richness and gains in PD are
decoupled (Fig. 2 and Supplementary Information). Typically, selec-
tion for conventional taxon complementarity misses localities that
would provide large gains in PD.

Why does it matter that PD is not well captured by conventional
taxon-based policies? We argue that maximizing PD is the best bet-
hedging strategy. By maximizing feature diversity we maximize

option value: the possibility of having the right feature at hand in
an uncertain future. We use a practical example to illustrate this
point. We identified all genera in the Cape with species of medicinal
or economic importance10. We divided these genera into three types
of use (food, medicine and other). Using a randomization test, we
found that each type of use is phylogenetically clumped (all P, 0.01)
and that different categories of use are clustered in different parts of
the phylogeny (Supplementary Information). So how should we have
designed a conservation strategy to preserve useful plants if this dis-
tribution were not known? Simply choosing samples of the largest
possible number of genera permits the selection of a set of genera that
are themselves phylogenetically clumped: such a set might include
many genera of one type of use but this must come at a cost to the

a

b

d

c

e

Figure 1 | Taxon richness and phylogenetic diversity in the Cape. a, This
biodiversity hotspot, which includes the renowned Cape Peninsula, Cape of
Good Hope and Table Mountain (in the distance), dominated by fynbos
vegetation, is situated at the southern tip of Africa. Picture credit: A. Proust/
iAfrika. b–e, Maps of 201 QDS covering the entire Cape region. b, Genus
richness (ten quantile intervals from yellow to deep red). c, PD calculated
using NPRS absolute age estimates in million years (colour code as for
b). d, Residuals from a loess regression of PD (calculated using NPRS
absolute age estimates) on genus richness. QDS with negative residuals are

indicated in blue, and those with positive residuals are shown in red (shading
increments of half a standard deviation). e, The spatial distribution of
unusual PD values, as assessed by comparing the observed PD in each QDS
with 10,000 PD values calculated by random selection of the same number of
genera from the Cape flora. Cells with significantly lower PD (P, 0.05, two-
tailed) than expected are shaded in blue. A similar pattern was found when
the tree was simplified to reflect the phylogeny-based taxonomy of the
Angiosperm Phylogeny Group30 (Supplementary Information).
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other two types, because they are found in different parts of the
phylogeny. Choosing a selection of over-dispersed taxa based on
PD would have maximized the probability of having representatives
of each of the three classes of use. In fact, we found that a set of cells
chosen to maximize PD complementarity (blue line, Fig. 2) samples
all useful genera in 13 QDS, while a set chosen to maximize taxon
complimentarity (black line, Fig. 2) requires 15 QDS to do so,
although the majority of useful genera in both cases are sampled in
the first fewQDS. In an uncertain future, where we are not yet sure of
the sort of plant features we will need, we argue that incorporating
gains in PD into conservation planning is the best strategy.

It is not just our own options, though, that we need to keep open.
We do not know the characteristics that species in the Cape will need
to adapt and diversify in a future of climatic change. We therefore
argue that maximizing PD will in turn maximize the options for
future diversification. The many radiations in the western part of
the Cape may well be a reason25 to see the region as one of high
evolutionary potential. However, although it is possible, we see no
reason why future speciation regimes must be the same as those that
gave rise to the historical diversification in the western part of the
Cape. Throughout the history of angiosperms, diversification has
been a complex process in which the propensity to diversify was
highly labile and dependent upon many different traits at different
times26. Our recommendation would not be to reject recently diver-
sifying sites in the west as conservation targets, but to ensure that PD
is maximized by inclusion of suitable areas in the east into existing
conservation schemes. Balancing these two diversity indices is now at
least an algorithmic problem for which we have suitable tools27. We
also note that scale is important. For example, our phylogenetic tree
does not include lineages that are not found in the Cape, but we
have chosen the most biologically sound limits: a phytogeographic
delimitation28 that falls within a single country and can therefore be
managed under a single coordinated conservation response29. Any
conservation plan that operates at less than a global scale will always
be at risk of finding solutions that are optimal only within the region
being considered.

We have shown that a simple correspondence between taxon rich-
ness and PD can hide a fundamental decoupling of biodiversity indi-
ces, with drastically different conservation outcomes if only one of
the indices is used. The Cape is one of themost well-studied hotspots,
so our findings clearly raise the possibility that similar decoupling
may be found in others. Further, we know from simulations7 that a
decoupling of PD and taxon richness is most likely when the under-
lying phylogeny is unbalanced and there is strong phylogeographic
structure; both these are epiphenomena of endemic radiations. We
conclude by suggesting that because biodiversity hotspots are defined
in part by their richness in endemics1, they are precisely the areas in
which a decoupling of PD and taxon richness is most likely—as is
observed here.

METHODS
DNA sequencing and phylogeny reconstruction. We sampled one exemplar

species for 735 of the 943 genera of angiosperms currently recognized in the Cape

(,78%) and obtained sequence data for the plastid rbcL exon (ribulose-1,5-

bisphosphate carboxylase/oxygenase large subunit). Phylogenetic relationships

were reconstructed using the parsimony ratchet16 method with 15% of the char-

acters perturbed and 200 iterations; ten independent parsimony ratchet searches

were performed and the shortest trees resulting from these independent searches

were used to create a consensus tree. Clade support was assessed with 500 boot-

strap replicates. One of the most parsimonious trees from the parsimony ratchet

analysis was chosen as a best hypothesis of relationships for the Cape plant

genera. PD calculations were performed using branch lengths (maximum par-

simony and maximum likelihood) and age estimates (non-parametric rate

smoothing17; relative time divergenceswere transformed into absolute ages using

twelve well-characterized fossils; see Supplementary Information).

Distribution of phylogenetic diversity. The distribution of genera within the

Cape was compiled as a binary matrix of absence/presence per quarter degree

square (QDS; approximately 25 km3 27 km) using data from the Pretoria

National Herbarium database (PRECIS). The spatial pattern of the relationship

between PD and taxon richness was revealed by plotting the residuals for a loess

regression of per-QDS PD on taxon richness. To locate QDS with significantly

higher or lower PD than expected from their taxon richness, the PD in eachQDS

was compared with 10,000 PD values for sets of genera of the same size, sampled

without replacement (Supplementary Information).

Medicinal and economic species.A randomization procedurewas used to assess

whether the distribution ofmedicinal and economic species is constrained by the

phylogeny or randomly distributed across lineages. To be considered of medi-

cinal and/or economic use, a given genus must have at least one species found in

the Cape that is recorded in the database of the Survey of Economic Plants for

Arid and Semi-Arid Lands (SEPASAL10; Supplementary Information).
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the Fe nucleus, thus decreasing d. In contrast, the

removal of an electron from the redox-active

ligand orbital has a minor effect on d (e.g., d =

−0.15 mm/s for [FeIV(B*)+•(O)]− compared

with d = −0.12 mm/s for [FeIV(B*)(O)]2−) (table

S5). Inspection of the DFT results shows that

the Fe-O bond of 3 has nearly the same co-

valency as the Fe-O bonds in FeIV=O complexes

(12, 17, 18). The calculated unpaired spin density

on the oxo group of 3 is 0.22, which is less than

expected (≈0.4) by comparison with FeIV=O com-

plexes (≈0.8); the difference can be traced to a

spin polarization of the bonding (px + dxz) orbital.

The exchange potential generated by the dayz
electron places the virtual daxz level below the

dbxz level. As a consequence, the transfer of elec-

tron density from pax to d
a
xz is greater than from pbx

to dbxz, resulting in a negative spin density in px,

which, combined with the positive spin density for

py (~0.4), yields a net spin density of less than 0.4.

The z axis of Eq. 1 parallels the Fe-O bond

within 5°. The unpaired electron in the dyz orbital

produces a large negative x component of the

spin-dipolar part of the A tensor, A(s-d)i/gNbN =

(−24.4, +8.7, +15.7) T, and together with the

isotropic contact term gives the larger A value

along x. Owing to the large energy gaps between

the narrowly spaced (dxz, dyz) pair and the other

3d levels, spin-orbit coupling acts primarily

between dxz and dyz and produces (i) an effective

g value gz = 2(1 – ζ /D) (gx and gy are not af-

fected) and (ii) an orbital contribution to the mag-

netic hyperfine interaction, ALzIzSz, where ALz =

P(gz− 2) ≈−13T. Substitution of ζ=260 cm
–1 and

DDFT = 2000 cm–1 gives the observed value gz =

1.74 and ALz = −13 T (19).

Complex 3 thus appears to have a low-spin d3

configuration in contrast to a recently described

isoelectronic manganese(IV)-oxo complex (20),

which is high spin, S = 3/2, by EPR criteria. Our

particular interest in TAML-catalyzed reactions

pertains to their proven potential in green chem-

istry. The present work provides an opportunity to

elucidate elementary steps in the catalytic cycles of

TAML activators by taking advantage of the high

purity of 3, with its various prominent spectro-

scopic signatures, as a stoichiometric reagent.
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Small Phytoplankton and Carbon
Export from the Surface Ocean
Tammi L. Richardson1* and George A. Jackson2

Autotrophic picoplankton dominate primary production over large oceanic regions but are believed
to contribute relatively little to carbon export from surface layers. Using analyses of data from
the equatorial Pacific Ocean and Arabian Sea, we show that the relative direct and indirect
contribution of picoplankton to export is proportional to their total net primary production, despite
their small size. We suggest that all primary producers, not just the large cells, can contribute
to export from the surface layer of the ocean at rates proportional to their production rates.

C
arbon export from the oceanic surface

layer is controlled by biological trans-

formations that occur within the pelagic

foodweb (1, 2). Autotrophic picoplankton (<2 mm

in diameter) often dominate primary production

in these regions but are believed to contribute

relatively little to carbon export from surface lay-

ers because of their small sizes, slow sinking

rates, and rapid utilization in the microbial loop.

Large, rapidly sinking phytoplankton, such as

diatoms, are believed to control carbon flux

from upper ocean layers, and their contribu-

tions to export are believed to be dispropor-

tionately larger than their contributions to total

primary production (1). Here we ask whether the

contributions of picoplankton to carbon fluxes

from the surface ocean are, in fact, dispropor-

tionately low.

Using results from inverse and network

analyses of U.S. Joint Global Ocean Flux Study

(JGOFS) data from the equatorial Pacific (EqPac)

and Arabian Sea, we show that the relative

contributions of various phytoplankton size

classes to carbon export are proportional to their

contributions to total net primary production

(NPP) (3) (Fig. 1). Potential export pathways

include direct routes, such as aggregation and

incorporation into settling detritus, and indirect

export through the consumption of picoplankton

aggregates by organisms at higher trophic levels.

The network analysis used in these studies (4)

estimates the total particulate organic carbon

(POC) flux that originated from each input

source, here the NPP of each phytoplankton size

class. In the EqPac, for example, picoplankton

contributed 70% or more of the total NPP mea-

sured during JGOFS EqPac time series cruises

and were responsible for 87% of POC export via

detritus and 76% of carbon exported through the

mesozooplankton (5). Mesozooplankton con-

sumed both picoplankton-derived detritus and

picoplankton-fed micrograzers. Similarly, at a

northern station in the Arabian Sea during the

Northeast Monsoon, picoplankton NPPwas 86%

of the total and was the source for 97 and 75% of

the total carbon exported from the euphotic zone

via the POC and mesozooplankton pathways,

respectively (6). The relative contributions of the

picoplankton to carbon export decreased where

they produced relatively less of the total NPP but

were nonetheless substantial (Fig. 1 and Table 1).

We believe that the contributions of pico-

plankton to carbon flux from oceanic surface

layers have been overlooked because of assump-

tions that are made about cell size, sinking

dynamics, and the trophic pathways of pico-

plankton through ecosystems. The seminal paper
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29208, USA. 2Department of Oceanography, Texas A&M
University, MS 3146, College Station, TX 77843–3146,
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by Smayda (7) documented the tendency of

larger cells to sink faster. However, there are at

least three potential mechanisms for increasing

the effective size of picoplankton and their re-

moval rates from the euphotic zone. First, the

aggregation of picoplankton cells into larger

detrital particles (8, 9) enhances their vertical

settling velocities and resulting export fluxes

(10–12). A simple model of aggregation and cell

sinking for phytoplankton of varying diameters

(3) (Fig. 2) shows that, at peak velocities, the

average settling rate for aggregated cells from

1 to 30 mm in diameter is similar, although ag-

gregation does not substantially increase the settling

rates of the largest cells modeled (100 mm). We

conclude that an individual alga does not need to

be large to sediment out, even though settling

rates are generally faster for single cells that are

larger. Aggregation may be enhanced if cells are

nutrient-depleted (13), and settling may be

enhanced by the incorporation of mineral matter

(14–16).

The inclusion of small phytoplankton in

marine snow aggregates is well documented

(2, 17–19). Aggregates of intact Emiliania

huxleyi were first found in sediment traps de-

ployed for short time periods (24 to 48 hours) in

the North Sea (20). In the northeast Atlantic, water

samples captured with bottles showed con-

centrations of Synechococcus-like cyanobacteria

on aggregates that were 3000 to 12,000 times

higher in concentration than that seen in free-

living forms (18). Picoplankton aggregates have

also been observed in sediment traps equipped

with acrylamide gels during short-term (48 hours)

deployments in high-nutrient, low-chlorophyll

waters off New Zealand (19). It is noteworthy that

observations of aggregates of small phytoplankton

in sediment traps have been in traps deployed for

short time periods, which will minimize loss of

material and maximize potential identification of

constituent organisms as compared to longer-term

deployments (21).

Although we did not explicitly include the

process of aggregation in our EqPac and Arabian

Sea analyses, we did allow ungrazed picoplankton

production to flow directly to the detritus pool,

where it could settle out as detritus or be consumed

by larger zooplankton. Models of food webs and

biogeochemical cycling (22–25) generally assume

that all picoplankton production is cycled through

the microbial loop and that none sinks from the

euphotic zone directly. This follows the classic

analysis of pelagic community structure and

nitrogen fluxes by Michaels and Silver (1), who

assumed that “only large particles, with conse-

quently high potential sinking rates, can exit the

euphotic zone” and that “large colonies of smaller

algae” decompose (and are presumably recycled)

within the euphotic zone. Implicit in these food

web structures is the assumption that growth and

grazing in picoplankton-dominated open oceans

are in balance over long (annual) time scales (26).

However, our studies (5, 6) and those of others (27)

have shown that microzooplankton grazing does

not always balance picoplankton growth on

shorter time scales (weeks to months). Food

web models that force all picoplankton produc-

tion through the microbial loop and do not allow

direct picoplankton export may, therefore, be

misleading. The conclusion ofMichaels and Silver

(1) that “picoplankton, the dominant producers

in the model, contribute little to the sinking

material”was based on a model (theirs) that was

Fig. 1. Proportional contributions of varying phy-
toplankton groups or size classes (picoplankton,
diatoms, pelagophytes, and prymnesiophytes for
the EqPac study and pico-, nano-, and microphy-
toplankton for the Arabian Sea) to NPP versus their
proportional contributions to export as detritus (A) or
through consumption of mesozooplankton (B). Pro-
portional contributions were calculated as NPP or
export due to the size class/total NPP or export flux.

Table 1. Direct and indirect contributions of picoplankton to carbon export from the euphotic zone for
two cruises in the EqPac and at three stations (N7, S2, and S11) during three seasons in the Arabian Sea.
Abbreviations are as follows: TS1, time series 1 (March to April 1992); TS2 Early, time series 2 cruise
(early October 1992); TS2 Mid, midway through TS2 (mid-October 1992); TS2 Late, late October 1992;
NEM, Northeast Monsoon; SIM, Spring Intermonsoon; and SWM, Southwest Monsoon.

Model Export pathway

Carbon export due

to picoplankton

(mmol of C m−2 day−1)

% Contribution of

picoplankton to total

carbon export flux

EqPac

TS1 POC 1.7 87

Mesozooplankton 10.4 76

TS2 Early POC 0.7 57

Mesozooplankton 11.5 60

TS2 Mid POC 1.5 43

Mesozooplankton 11.0 50

TS2 Late POC 1.7 63

Mesozooplankton 11.2 63

Arabian Sea

NEM N7 POC 1.0 97

Mesozooplankton 11.5 75

NEM S2 POC 3.8 56

Mesozooplankton 5.0 33

NEM S11 POC 4.3 99

Mesozooplankton 11.1 83

SIM N7 POC 3.7 73

Mesozooplankton 3.4 24

SIM S2 POC 5.9 92

Mesozooplankton 2.4 89

SIM S11 POC 2.8 98

Mesozooplankton 11.0 80

SWM N7 POC 2.3 91

Mesozooplankton 1.7 68

SWM S2 POC 13.8 53

Mesozooplankton 1.4 34

SWM S11 POC 10.5 44

Mesozooplankton 0.8 1
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structured in such a way that no other conclu-

sion could be reached.

A second pathway for the accelerated sinking of

picoplankton-derived material is through mesozoo-

plankton grazing. Picoplankton are usually con-

sidered to be too small to be captured effectively by

larger grazers such as copepods (28), but the

increase in effective size through aggregationmakes

them available and thus can enhance their export

from surface layers through their incorporation into

fast-sinking fecal pellets (9). When mesozooplank-

ton consume picoplankton-containing aggregates,

the picoplankton carbon short-circuits the micro-

bial loop and results in higher than expected ef-

ficiency of carbon transfer from the euphotic zone

(18, 29, 30). For animals such as salps that are

capable of feeding on particles as small as 1 mm,

aggregation is unnecessary to produce fecal pellets.

The aggregates described in (19) were thought to

originate in salp or other tunicate fecal material.

The incorporation of picoplankton-sized particles

into the rapidly sinking mucous nets and feces of

filter feeders such as salps or pteropods provides an

additional route for picoplankton removal (2, 31).

We propose, therefore, that the conventional

view of carbon cycling, in which picoplankton

carbon is recycled within the microbial loop and

only larger phytoplankton carbon is exported,

should be revised to include the alternative

pathways for picoplankton carbon cycling dis-

cussed above. This alternative view relies on ag-

gregation as a mechanism for both direct sinking

(the export of picoplankton as POC) and

mesozooplankton- or large filter feeder–mediated

sinking of picoplankton-based production, but

we believe that the evidence for both these pro-

cesses under an array of environmental con-

ditions is well established. Despite their small

size, picoplanktonmay contribute more to ocean-

ic carbon export than is currently recognized, and

these contributions should be considered in cur-

rent models of trophic dynamics in the ocean.
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Integration of TGF-b and
Ras/MAPK Signaling Through
p53 Phosphorylation
Michelangelo Cordenonsi, Marco Montagner, Maddalena Adorno, Luca Zacchigna,
Graziano Martello, Anant Mamidi, Sandra Soligo, Sirio Dupont, Stefano Piccolo*

During development and tissue homeostasis, cells must integrate different signals. We investigated
how cell behavior is controlled by the combined activity of transforming growth factor–b
(TGF-b) and receptor tyrosine kinase (RTK) signaling, whose integration mechanism is unknown.
We find that RTK/Ras/MAPK (mitogen-activated protein kinase) activity induces p53 N-terminal
phosphorylation, enabling the interaction of p53 with the TGF-b–activated Smads. This mechanism
confines mesoderm specification in Xenopus embryos and promotes TGF-b cytostasis in human
cells. These data indicate a mechanism to allow extracellular cues to specify the TGF-b gene-
expression program.

C
ross-talk between signaling pathways is

necessary to effect efficient and fine-tuned

regulatory control over metazoan devel-

opment and physiology. TGF-b and receptor

tyrosine kinase (RTK) ligands are pleiotropic

cytokines affecting several aspects of cell behav-

ior, ranging from differentiation and prolifera-

tion to movement and survival (1, 2). Previous

work has shown that these signaling pathways

are integrated: The Ras/MAPK cascade, which

is downstream of RTK signaling, affects TGF-

b–induced mesoderm development in vertebrate

Fig. 2. Average sinking velocity
versus time (in days) for phyto-
plankton cells with diameters of 1,
3, 10, 30, and 100 mm. A cell den-
sity was assigned that is consistent
with the velocity versus cell diameter
graph of Smayda (7) for 3-, 10-, 30-,
and 100-mm cells. Because 1-mm
cells are outside the range analyzed
by Smayda, a density difference of
0.0725 g cm−3, characteristic of
Synechococcus lividus, was used
(3). Cells grow exponentially in a
mixed layer of constant thickness,
and there was no light or nutrient
limitation. Algal cells collide to form
aggregates at rates that depend on
their abundances as well as sizes.
Large cells settle faster than small ones. With time, cell concentrations increase, causing an increase in the
fraction of material in aggregates. The resulting increase in average particle size leads to an increase in
average settling speed. Peaks in total cell concentration occur when the enhanced losses due to settling
balance the gains due to cell division. Themaximum average settling rate for particles formed from the 1-mm
cells is not substantially different from that for particles formed from the 30-mm cells.
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