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Using structural equation modeling the authors evaluated the contribution of morphological awareness,
phonological memory, and phonological decoding to reading comprehension, reading vocabulary,
spelling, and accuracy and rate of decoding morphologically complex words for 182 4th- and 5th-grade
students, 218 6th- and 7th-grade students, and 207 8th- and 9th-grade students in a suburban school
district. Morphological awareness made a significant unique contribution to reading comprehension,
reading vocabulary, and spelling for all 3 groups, to all measures of decoding rate for the 8th/9th-grade
students, and to some measures of decoding accuracy for the 4th/5th-grade and 8th/9th-grade students.
Morphological awareness also made a significant contribution to reading comprehension above and
beyond that of reading vocabulary for all 3 groups.
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It has long been recognized that knowledge of morphology—
how words are built by combining smaller meaningful parts, such
as prefixes, roots, and suffixes—is correlated with reading ability
(e.g., Brittain, 1970; Freyd & Baron, 1982; Tyler & Nagy, 1990).
However, the relationships underlying this correlation are com-
plex; knowledge of morphology may contribute to reading ability
in a number of ways. Because a substantial proportion of the words
in English have meanings that are predictable from the meanings
of their parts (Nagy & Anderson, 1984), knowledge of morphol-
ogy is believed to play an important role in vocabulary growth
(Anglin, 1993), which in turn impacts reading comprehension.
Because deviations from a consistent mapping between letters and
phonemes generally reflect a consistency in the spelling of mor-
phemes (Venezky, 1999), knowledge of morphology is essential
for understanding the writing system and for accuracy in spelling
(Bear, Invernizzi, Templeton, & Johnston, 2004; Bryant, Nunes, &
Bindman, 1997b; Henry, 1989). Because almost all longer words
in the language are made up of several morphemes, knowledge of
morphology should contribute to fluency in the recognition of such
words (Berninger, Abbott, Billingsley, & Nagy, 2001).

To understand the contribution of morphological knowledge to
reading, we also need to know to what extent this contribution is
distinct from that of phonological abilities. Two contrasting pic-
tures of the relationship of phonology, morphology, and reading
comprehension have been suggested. In one of these, the contri-
bution of morphological knowledge is seen as secondary to, and
derivative of, phonological abilities (Fowler & Liberman, 1995;
Shankweiler et al., 1995). In the other, morphology is seen as
making an independent contribution to reading, the relative im-
portance of which increases with age (Deacon & Kirby, 2004;
Singson, Mahony, & Mann, 2000). In the present study we looked
for evidence bearing on these two positions, with students older
(fourth through ninth grades) than those participating in earlier
studies. We also looked at a variety of literacy outcomes, because
the appropriateness of each picture may depend on which aspect of
reading is examined.

Morphology, Reading Vocabulary, and Reading
Comprehension

More than half of the words in English are morphologically
complex (Anglin, 1993; Goulden, Nation, & Read, 1990; Nagy &
Anderson, 1984). Morphologically complex words are more com-
mon in written language (and especially academic language) than
in spoken language (Chafe & Danielewicz, 1987), and the propor-
tion of such words increases as frequency decreases (Nagy &
Anderson, 1984). Thus, with each grade children encounter an
increasing number of morphologically complex words. The ma-
jority of these have meanings that can be inferred from the mean-
ings of their component parts (Nagy & Anderson, 1984), and so
recognizing the morphological structure of words should aid chil-
dren in interpreting and learning them. And in fact, children’s
awareness of the morphological structure of words has been found
to be correlated with their vocabulary knowledge (Carlisle &
Fleming, 2003; Nagy, Berninger, Abbott, Vaughan, & Vermeulen,
2003; Singson et al., 2000) and reading comprehension (Brittain,
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1970; Carlisle, 2000; Champion, 1997; Freyd & Baron, 1982;
Tyler & Nagy, 1990).

Morphological knowledge increases throughout children’s
schooling (Nagy, Diakidoy, & Anderson, 1993; Tyler & Nagy,
1989), but there may be periods of especially marked growth for
specific aspects of morphology. Anglin (1993) found that students’
knowledge of derived (prefixed and suffixed) words increased
sharply between Grades 3 and 5. In this interval, the increase in
number of derived words known was three and a half times greater
than the increase in the number of root words known. Some of this
striking increase in knowledge of derived words is presumably due
to greater exposure to such words, but much of the increase also
appears to reflect an increased awareness of the internal structure
of words.

Nagy et al. (2003) found that for second-grade at-risk readers,
when orthographic and phonological abilities and oral vocabulary
had been controlled for, morphological awareness made a signif-
icant unique contribution to reading comprehension. For the
fourth-grade students in that study, morphological awareness did
not make a significant unique contribution to any of the outcome
measures. However, these results may reflect the high correlation
found between morphological awareness and oral vocabulary (r �
.78 for the fourth-grade students) rather than a lack of relationships
between morphological awareness and literacy outcomes. It may
be that morphological awareness is emerging as the strongest
predictor of vocabulary growth at this stage of development.

Although Nagy et al. (2003) did not find that morphological
awareness made a significant unique contribution to reading com-
prehension in fourth-grade at-risk writers, the zero-order correla-
tion between the two constructs was very strong (r � .80). Ku and
Anderson (2003) found that even when vocabulary knowledge was
statistically controlled for, morphological awareness significantly
predicted reading comprehension for both Chinese and American
second-, fourth-, and sixth-grade students reading in their respec-
tive languages. Deacon and Kirby (2004) found that morphological
awareness measured in second grade predicted reading compre-
hension in fourth and fifth grade, even when second-grade reading
comprehension, intelligence, and phonological awareness had
been statistically controlled for. Given that the morphological
complexity of text continues to increase and that some aspects of
morphological knowledge continue to grow through high school
(Nagy et al., 1993), one might expect the relative contribution of
morphological knowledge to reading comprehension to increase
after Grade 6.

Morphology, Decoding, and Spelling

The English writing system is primarily alphabetic. That is, the
basic elements of the writing system, letters, typically map most
directly onto phonemes. However, our writing system is not ex-
clusively alphabetic. Elements of print represent not only pho-
nemes but also morphemes, word boundaries, intonation, and
sentence boundaries. One way to appreciate the nonalphabetic
aspects of the writing system is to try to do without them. Imagine
a writing system that was exclusively alphabetic—that is, one that
represented language exclusively in terms of regular, one-to-one
mapping between letters and phonemes. What would such a writ-
ing system look like? The following is a purely phonemic tran-
scription, based on the international phonetic alphabet:

ðιsιznatðəkaindəvraitiŋ
sιstmwiaryustuιtwιltekwaitəbιtəvpræktιstəridιtfluəntli

(“This is not the kind of writing system we are used to. It will take
quite a bit of practice to read it fluently.”) This example illustrates
how much we depend on the information provided by spaces
between words, capitalization, and punctuation—conventions of
writing that go beyond the alphabetic principle, and that, histori-
cally speaking, are relatively recent innovations. These conven-
tions capture elements of linguistic structure such as word bound-
aries and intonation that are not directly represented by the
phonemes in the speech stream.

A ruthlessly alphabetic writing system would also obscure mor-
phological relationships that are represented in conventional En-
glish spelling. For example, the past tense marker in hoped,
hummed, and hunted, which is consistently represented by ed in
conventional spelling, would have to be written differently: /hopt,
həmd, hənt�d/. Likewise, the spellings of finite, infinite, and infin-
ity would have different vowels (e.g., fainait, �nfən�t, �nf�nəti),
obscuring the historical and semantic relationships among these
words. There would be no g in sign, thus obscuring its relationship
with signature, as well as obscuring the distinction between sign
and sine. As writers, we would not have to worry about the
distinction among their, they’re, and there—but as readers, we
would miss the information this distinction provides.

To learn how print represents language, the child needs to be
aware of the linguistic units at several different levels and how
each is represented. To learn the most fundamental principle of the
writing system, that letters (singly or in combination) represent
phonemes, the child must become aware of the phonemic structure
of spoken language. Because the mapping between print and
speech in our writing system involves multiple linguistic levels,
other types of metalinguistic awareness are also necessary.

At the word level, the bulk of deviations from the alphabetic
principle in English spelling reflect the principle of maintaining a
consistent spelling for morphemes (Chomsky & Halle, 1968; Ven-
ezky, 1970, 1999). Because our writing system is morphophone-
mic rather than exclusively phonemic, one would expect morpho-
logical awareness to be related to phonological decoding ability.
However, the strength of the relationship should depend on the
type of words and on the age of the student. It may be, for example,
that morphological awareness is more strongly related to the
decoding of words with less transparent morphological relation-
ships (e.g., pronounce/pronunciation) than those with more regular
relationships (e.g., run/runs). It may be that the impact of mor-
phological awareness on decoding will be found only for older
students. Nagy et al. (2003) did not find morphological awareness
to be a significant predictor of decoding ability in at-risk second-
grade readers or at-risk fourth-grade writers. Deacon and Kirby
(2004) found that morphological awareness predicted pseudoword
reading in Grades 4 and 5 but not in Grade 3.

In a series of studies, Bryant, Nunes, and their colleagues (e.g.,
Bryant, Nunes, & Bindman, 1997a, 1997b, 2000; Nunes, Bryant,
& Bindman, 1997a, 1997b; Nunes, Bryant, & Olsson, 2003) have
explored children’s acquisition of the morphological aspects of
English spelling. Several of their studies have explored children’s
acquisition of the spelling ed for the regular past tense—a spelling
that is morphological, in that this same morpheme has different
pronunciations depending on the final sound of the word to which
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it is added. Perhaps the most interesting finding is that although
children acquire the regular past tense fairly early in oral language,
their spellings do not reliably reflect its status as a morpheme until
about third grade. Treiman and Cassar (1996), on the other hand,
found that children make some use of very basic morphological
knowledge as early as first grade. For example, the children were
less likely to omit the r in bars than the r in Mars, because in the
former case, the r was the final consonant of the stem. However,
the fact that these children would sometimes omit the r in bars
even when they had correctly spelled the stem indicates that their
use of morphology in spelling was still fragile.

Students who have been taught phonics and may have learned
letter–sound correspondences in alphabetic principle, word family
patterns (e.g., -at in pat, bat, etc.), and syllable types (e.g., open
and closed, vowel teams, silent e, r-controlled, and -le) may need
additional strategies to deal with the complexity in English orthog-
raphy (Schlagal, 1992), especially in content-area texts, which may
have spellings unique to word origin (Anglo-Saxon, Latinate, or
Greek), complex word structures, and unfamiliar, low-frequency
words (Henry, 2003). Research showed that third, fourth, and fifth
graders given only phonics instruction had letter–sound knowledge
but little knowledge of syllable or morpheme patterns, but those
who received the morphophonemic training linked to word origin
improved significantly more in reading and spelling than those
who received only basic phonics (Henry, 1988, 1989, 1993).
Lovett (e.g., Lovett, 1999; Lovett, Lacerenza, & Borden, 2000)
compared PHAB/DI (direct instruction in sound analysis, blending
skills, and letter–sound correspondences), WIST (four word iden-
tification strategies: using analogy, seeking the part of the word
you know, attempting variable vowel pronunciations, and peeling
off affixes), and combined PHAB/DI and WIST (Phonological and
Strategy Training Program [PHAST]) and showed positive gains
in reading both trained and untrained (transfer) words for com-
bined training (Lovett et al., 2000).

Brain imaging studies showed that morphological, phonologi-
cal, and orthographic word forms have unique neural signatures
(Richards, Aylward, et al., in press; Richards, Berninger, et al.,
2005). Crossover effects were observed (Richards, Aylward, et al.,
in press; Richards, Berninger, et al., 2005): Individuals who re-
ceived morphological treatment showed significant changes in
phoneme mapping during brain scans, whereas individuals who
received phonological treatment showed significant changes in
morpheme mapping during brain scans. Berninger et al. (2003)
showed that morphological awareness training improved effi-
ciency (rate) of phonological decoding; Richards et al. (2002)
showed that such training led to greater metabolic efficiency in
neural processing during phonological judgment while the brain
was scanned than did training in only phonological awareness.
Taken together, these results are consistent with a model of written
word learning that draws on computations of the interrelationships
among phonological, morphological, and orthographic word forms
and their parts (Berninger et al., 2001).

Morphological Knowledge and the Recognition of
Morphologically Complex Words

Readers use their knowledge of morphological structure in
recognizing complex words. For example, the word sadness is not
processed in the same way as the word harness, because only the

former can be broken down into two morphemes. The role of
morphological structure in word recognition has been demon-
strated in numerous studies using a variety of experimental tech-
niques. One of the most common involves the frequency effect, the
well-documented fact that words that are encountered more fre-
quently tend to be recognized more quickly. In the case of the role
of morphology in word recognition, the question is whether the
speed with which the word preview is recognized, for example, is
a function simply of the frequency of the whole word (base �
affix) or also the frequency of the base word view in the affixed
word (e.g., Taft, 1979). Another common technique is priming,
which assesses the effect of exposure to one word on the speed of
recognition of a later similar word. For example, one might com-
pare the extent to which prior exposure to the word pain facilitates
later recognition of an orthographically overlapping word (paint)
as compared with a morphologically related word (pained) (e.g.,
Napps, 1989). Effects of morphological structure have been doc-
umented in a variety of languages, including English (e.g., Nagy,
Anderson, Schommer, Scott, & Stallman, 1989; Taft, 1979); Dutch
(e.g., Assink, Vooijs, & Knuijt, 2000; De Jong, Schreuder, &
Baayen, 2000; Verhoeven, Schreuder, & Baayen, 2003); Hebrew
(e.g., Feldman, Frost, & Pnini, 1995); and Italian (e.g., Laudanna,
Badecker, & Caramazza, 1989).

Although different models have been proposed to explain ex-
actly how the morphological structure of words contributes to
word recognition, there is a consensus that this structure is repre-
sented in some way in the internal lexicon (Verhoeven & Perfetti,
2003). Furthermore, there is evidence that morphology per se is
important; the effects associated with morphology cannot be re-
duced simply to similarities of form and meaning (De Jong et al.,
2000; Napps, 1989).

Analysis of morphologically complex words into their compo-
nent morphemes should lead to more fluent recognition of long
words for at least two reasons. First, the frequency of the compo-
nent morphemes is necessarily greater than the frequency of the
morphologically complex word as a whole. The speed with which
a low-frequency complex word (e.g., unthankfulness) is processed
depends at least to some extent on the frequencies of its familiar
parts and not simply on the fact that that particular combination of
morphemes may be very rare. Second, chunking a word into
morphemes (rather than onsets and rimes or individual letters)
usually results in larger, and hence fewer, units that need to be
processed. We therefore expect morphological awareness to con-
tribute to both the speed and the accuracy with which complex
words are decoded.

Morphology and Phonology

One of the major theoretical advances in reading research in the
last 50 years has been recognition of the crucial role that phono-
logical processes play in learning to read. An increasing body of
research has documented how a variety of symptoms of reading
disability can be traced to a basic phonological deficit (e.g., Ad-
ams, 1990; Morris et al., 1998; Olson, Wise, Conners, Rack, &
Fulker, 1989; Shankweiler et al., 1995; Stanovich, 1986). A crucial
question concerning the role of morphological awareness in read-
ing is therefore whether it makes an independent contribution to
reading ability or whether its correlation with literacy skills simply
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reflects the fact that morphological awareness, like many other
aspects of literacy, is highly dependent on phonological abilities.

As already mentioned, the English writing system, though pri-
marily alphabetic in nature, is not exclusively alphabetic. Rather,
conventions of the writing system represent linguistic information
at a number of levels, including morphology and syntax. Hence it
is quite reasonable to hypothesize that morphological awareness
would make an independent contribution to reading ability. How-
ever, an alternative hypothesis—that effects of morphological
awareness can be traced back solely to phonological abilities—is
also plausible.

Fowler and Liberman (1995) and Shankweiler et al. (1995) have
argued in favor of the alternative hypothesis. Two types of evi-
dence are offered. The first is that in hierarchical regression
analyses, when a measure of morphological awareness is entered
after measures of phonological awareness, the measure of mor-
phological awareness accounts for relatively little unique vari-
ance—about 4% (Carlisle & Nomanbhoy, 1993; Singson et al.,
2000) or 5% (Shankweiler et al., 1995). According to Shankweiler
et al., the amount of unique variance accounted for by morpho-
logical awareness is about half that accounted for by phonological
awareness (.051 and .109, respectively, when each was entered
last).

The second argument involves the distinction between two types
of morphological relationships: those that are phonologically
transparent, where the pronunciation of a stem is not modified by
the addition of a suffix (e.g., dark/darkness; act/active), and those
that involve a phonological shift, where the pronunciation of the
stem is altered (nation/national; relate/relation). Tests of morpho-
logical awareness using items with phonological shifts may be
more strongly related to reading ability than those using phono-
logically transparent items (Carlisle, 2000; Carlisle, Stone, & Katz,
2001; Fowler & Liberman, 1995; Shankweiler et al., 1995), at least
at certain developmental levels (Shankweiler et al. studied students
between 7.5 and 9.5 years of age). If the phonological complexity,
and not the morphological relationships per se, is the crucial factor,
then phonological rather than morphological abilities should ac-
count for the relationship between tests of morphological aware-
ness and reading ability. However, there are several reasons why
these arguments do not rule out the possibility that morphological
awareness makes an important independent contribution to reading
ability.

The first challenge has to do with the amount of unique variance
accounted for by morphological awareness. The fact that phono-
logical awareness makes a greater unique contribution to reading
than morphological awareness does not prove the latter to be
unimportant. Although morphological awareness is not the largest
contributor to success in learning to read, it is not necessarily an
insignificant one. Nor should one assume that the variance shared
by phonological and morphological awareness is exclusively pho-
nological. Some of the shared variance between these two con-
structs may be metalinguistic in a more general sense rather than
tied specifically to morphology or phonology. Moreover, the
unique variance accounted for by a construct does not determine
its instructional importance. The fact that morphological aware-
ness accounts for relatively little unique variance does not mean
that instruction in morphological awareness cannot have a positive
impact on literacy development. Instruction in morphological
awareness has in fact been found to have a significant impact on

reading ability (e.g., Arnbak & Elbro, 2000; Berninger et al., 2003;
Nunes, Bryant, & Olsson, 2003).

The second challenge concerns the distinction between phono-
logically transparent and phonologically shifted morphological
relationships. The fact that measures of morphological awareness
involving phonologically shifted relationships are more predictive
of reading ability does not mean that such measures are simply
measures of phonological awareness. Phonological complexity
tends to mask morphological relationships; students may be less
likely to discern the morphological relationship between courage
and courageous, for example, than that between mountain and
mountainous. But the additional difficulty posed by the phonolog-
ical shift may make the former pair a better measure of morpho-
logical awareness and not simply a measure of phonological
awareness. Significant correlations do not prove identity—only
predictability from one construct to another. By way of analogy,
one can consider the distinction between orthographically trans-
parent and orthographically complex morphological relationships.
The pairs ignite/ignition and divide/division reflect the same
amount of difference in pronunciation, but the latter involves a
greater change in spelling. If items representing the latter type of
relationship were found to be more highly correlated with reading
ability, should they therefore be considered tests of orthographic
knowledge rather than morphological awareness?

The third challenge has to do with the likelihood of develop-
mental shifts in their relative contribution to reading ability. Grasp-
ing the alphabetic principle is a crucial part of the early stages of
learning to read. Insight into the morphological aspects of the
writing system comes later (Bryant et al., 1997b; Templeton &
Morris, 2000). One might expect, then, that the contribution of
morphological awareness would increase with age, a trend in fact
reported by Singson et al. (2000). They found that in third grade,
only phonological awareness made a unique contribution to read-
ing ability. However, in fourth through sixth grade, the contribu-
tion of morphological awareness relative to that of phonological
awareness increased. Given the age (a mean of 8.4 years) of
Shankweiler et al.’s (1995) sample, the proportion of unique
variance attributed to morphological awareness by Shankweiler et
al. may underrepresent the contribution of morphological aware-
ness to reading and other literacy outcomes in older readers. That
is, the results of Shankweiler et al. may not generalize beyond the
early stages of literacy development. For two of their dependent
measures (reading comprehension and pseudoword reading), Dea-
con and Kirby (2004) found that morphological awareness made a
significant unique contribution beyond that of phonological aware-
ness for Grades 4 and 5 but not for Grade 3.

The relative contributions of morphology and phonology to
reading also depend on the nature of the outcome measures. For
example, morphological awareness might make more of a contri-
bution to spelling than to decoding, because spelling rules often
involve the nature of the last letter or last two letters in a base word
that affect whether any letter is dropped or added when adding a
suffix (e.g., dropping final e when adding ing to refine to create
refining or adding a vowel when adding tion to add to create
addition). The relative contribution of morphology and phonology
to different literacy outcomes is also likely to change with devel-
opment in different ways for different literacy outcomes.

137CONTRIBUTIONS OF MORPHOLOGY



The Present Study

This study addressed three primary research questions: (a)
whether morphological awareness makes a significant contribution
to literacy outcomes when the shared variance between phonolog-
ical and morphological abilities has been controlled for in a struc-
tural equation model, (b) whether the contribution of morpholog-
ical awareness to literacy outcomes is greater for students in
Grades 4 and above than was previously reported for at-risk
students in Grades 2 and 4, and (c) whether the relative contribu-
tion of morphological awareness is different for various literacy
outcomes. For the first research question, two kinds of phonolog-
ical skills were considered: phonological short-term memory and
phonological decoding (Wagner & Torgesen, 1987). For the sec-
ond research question, previous research on the contributions of
morphological skills to literacy achievement in elementary stu-
dents (e.g., Bryant, Nunes, & Bindman, 2000; Carlisle, 2003;
Carlisle & Fleming, 2003; Carlisle & Stone, 2004; Mahony, Sing-
son, & Mann, 2000; Singson et al., 2000) or in at-risk populations
(e.g., Nagy et al., 2003) was extended. In the present study,
participants were all the fourth- to ninth-grade students in the
general education program of a school district and thus should
have included the range of normal variation in the population at
these grade levels. For the third research question, in contrast to
past research, a variety of literacy outcomes were examined. This
approach makes it possible to determine not only whether the size
of the unique contribution of morphological awareness changes
across literacy development but also whether the unique contribu-
tion of morphological awareness is a function of the nature of the
literacy outcome as children reach higher grade levels.

Method

Participants

Participants were 607 students in Grades 4 through 9 in a suburban
school district in the northwestern United States. There were 5 Asian
Americans, 2 Arab Americans, 3 Hispanics, and 2 East Indians; the
remaining 595 students were White. Overall, 51.6% of the students were
male, and 48.4% were female. Only 8% of the students qualified for free
or reduced lunch. There were 96 students in fourth grade, 86 in fifth, 116
in sixth, 102 in seventh, 105 in eighth, and 102 in ninth. The percentage of
boys in individual grade levels ranged from 43.8% in eighth grade to
62.7% in seventh grade. The participants were all of the students at these
grade levels in general education in a small school system near a large
metropolitan area.

Measures of Morphological Awareness

Suffix Choice Test (Nagy et al., 2003). This test was based on prior
research by Mahony et al. (2000), Singson et al. (2000), Nagy et al. (1993),
and Tyler and Nagy (1989, 1990). The first task (five items) was to choose
among four words with different suffixes that signaled part of speech (e.g.,
directs, directions, directing, or directed), only one of which fit into a
context sentence (e.g., “Did you hear the ________?”), on the basis of its
inflectional or derivational suffix. The second task (five items) was to
choose one of four sentences that correctly used a plausible but novel
suffixed word created by adding a derivational suffix to a familiar word
(e.g., dogless). A correct response indicated understanding the grammatical
information signaled by the suffix (e.g., “When he got a new puppy, he was
no longer dogless” but not “He was in the dogless”). The third task (four
items) was to choose which of four nonword options (e.g., jittling, jittles,

jittled, or jittle) fit the context of a sentence composed of real words (“Our
teacher taught us how to ______ long words”). A correct response indi-
cated understanding of grammatical information conveyed by suffixes
independent of their semantic content.

For all three tasks, the items were presented visually for the child to read
silently while the examiner read them aloud to the child; thus, correct
responding did not require decoding ability—only morphological under-
standing of how suffixes in lexical items signal grammatical information in
sentence context. The score was the total correct summed over the three tasks.

Morphological Relatedness Test (adaptation of a measure used in Nagy
et al., 2003). This test was based on research by Berko (1958); Carlisle
(1995); Derwing (1976); Derwing, Smith, and Wiebe (1995); Mahony and
Mann (1992); and Mahony et al. (2000). Children were presented with
pairs of words and asked to decide whether the second word was derived
(“comes from”) the first word. An example of a correct “yes” response is
quick and quickly. An example of a correct “no” response is moth and
mother. The score was the total correct across 80 word pairs. Again, items
were presented visually for the child to look at while the examiner read the
items to the child, whose responses reflected morphological knowledge
rather than decoding ability.

Measures of Phonological Abilities

Oral nonword repetition. We used the prepublication version of the
Nonword Repetition test of the Comprehensive Test of Phonological
Processing (Wagner, Torgesen, & Rashotte, 1999), which has a reliability
coefficient of .80. Performance on a nonword repetition task can be
interpreted as a measure of phonological short-term memory (Gathercole,
Service, Hitch, Adams, & Martin, 1999; Metsala, 1999). In this test, the
child listens to a pseudoword and repeats it; the pseudowords are increas-
ingly complex and less wordlike in terms of English phonology. We did not
use a measure of phonological awareness because this task is typically
mastered during the beginning reading stage as children become aware of
phonemes in spoken words while learning to apply alphabetic principles.
Raw scores were used because published norms were not available; how-
ever, these were grade-corrected by creating z scores for students based on
the mean and standard deviation of their grade level.

Phonological decoding of written words. The Word Attack subtest of
the Woodcock Reading Mastery Tests—Revised (Woodcock, 1987) served
as a measure of phonological decoding. In this test, children read a list of
pseudowords of increasing difficulty. Raw scores based on total correct
responses were transformed using age norms in the test manual. These have
a mean of 100 and a standard deviation of 15. This test has an average
reliability coefficient of .87.

Measures of Literacy Outcomes

Reading vocabulary. Reading vocabulary was measured using the
Vocabulary subtest of the Stanford Diagnostic Reading Test (4th ed.;
Karlsen & Gardner, 1994, 1995, 1996). This test measures reading vocab-
ulary through written multiple-choice items in which students are supposed
to choose a word or phrase that means the same or about the same as the
underlined word in the item stem. In the levels of this test used in the
present study, internal consistency reliabilities range from .84 to .90. Scores
for this test are based on a Rasch measurement Item Response Theory (IRT)
scale. The items are scaled on a continuous scaling metric that tracks results
across grades.

Reading comprehension. Reading comprehension ability was mea-
sured using the Comprehension subtest of the Stanford Diagnostic Reading
Test. Comprehension was tested with multiple-choice items following
passages. Internal consistency reliabilities for the levels used range from
.91 to .93. This test has the same Rasch scaling metric as the reading
vocabulary measure.

Spelling. Spelling was assessed using the prepublication version of the
Spelling Test of the Wechsler Individual Achievement Test—Second Edi-
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tion (Psychological Corporation, 2001). The task is to write single words of
increasing difficulty that are dictated by the tester. Raw scores were used
because published norms were not available; however, these were grade-
corrected by creating z scores for students based on the mean and standard
deviation of their grade level.

Decoding inflected words (Nagy et al., 2003). In this task, children
were asked to read item sets that contained specific kinds of suffixes as
accurately and as quickly as they could. Ten items had inflectional endings
that were all spelled the same (ed) but were associated with three different
pronunciations (/d/, /t/, or /əd/). Ten items had plural suffixes spelled either
s or es but pronounced /s/, /z/, or /əs/. Ten items had a suffix indicating
comparison (er or est). The accuracy score was the total correct summa-
rized across the three item sets. Time was also recorded for each item set,
and the total time score is the sum of these three item sets. Accuracy and
time were used as separate outcome measures.

Decoding prefixed and pseudoprefixed words. This test was based on
work by Pillon (1998) on true prefixes and foils. Children were asked to
read accurately and quickly a list of items that began with the same
orthographic units (e.g., mis, re, de, pre, dis, in, un, or im) but varied as to
whether these were true prefixes (e.g., misuse) or were foils (e.g., mister).
Of the 14 items, 7 contained true prefixes and 7 contained foils. Total
accuracy across these 14 items and recorded time for these items served as
separate outcome measures.

Decoding prefixed irregular stems. Ten stems were selected that were
only partially decodable and thus may be learned as a lexical unit (in
addition to partial decoding where possible) and retrieved automatically as
a single unit (e.g., tongue). Real prefixes were added to the stems to form
novel or rare words (e.g., betongue) that could not be easily decoded
without recognizing the stem. Thus, accurate decoding indicated that the
novel word had been analyzed into a prefix and stem. Children were asked
to name 10 of these items as accurately and as quickly as possible.
Accuracy scores and time scores were separate outcome measures.

Decoding suffixed irregular stems. Ten stems were selected that were
only partially decodable and thus may be learned as a lexical unit (in
addition to partial decoding where possible) and retrieved automatically as
a single unit (e.g., ocean). Real suffixes were added to the stems to form
novel or rare words (e.g., oceanward) that could not be easily decoded
without recognizing the stem. Children were asked to name 10 of these
items as accurately and as quickly as possible. Accuracy scores and time
scores were separate outcome measures.

Decoding sets of morphologically related words. This test had 40
items, 10 root words each followed by 3 words formed from that root by

adding a derivational or inflectional suffix. This test requires repeated
morphological transformation of the same stem. For this test as a whole,
accuracy and time scores were separate outcome measures. Two additional
variables were also derived from these items: phonologically transparent
accuracy and phonological shift accuracy. Phonologically transparent ac-
curacy was defined as the number of accurate responses for those 18
suffixed words for which the suffix did not produce a change in the
pronunciation of the stem. Phonological shift accuracy was defined as the
number of accurate responses for those 12 words for which addition of the
suffix produced a change in the pronunciation of the stem. Only accuracy
data were available for these two subsets of items.

Procedures

The test battery was given in three 1-hr sessions at each school during the
regular school day. During the first session, students were tested in groups and
completed the Reading Comprehension and Vocabulary subtests of the Stan-
ford Diagnostic Reading Test appropriate for their grade level. In a second
group session, morphological awareness tests were administered. These were
read to students, who also saw the test items in written form in front of them.
The spelling dictation test was also given in this session. In addition, each
student participated in an individual testing session in which the oral nonword
repetition, phonological decoding, and morphological decoding tests were given.

Data Analyses

First, means and standard deviations and zero-order correlations among
measures were examined. Inspection of the mean scores indicated that
morphological skills showed changes that spanned more than a single
grade level. Linear trends in the data were more evident when children
were grouped by combining pairs of adjacent grade levels (fourth and fifth,
sixth and seventh, and eighth and ninth).

Morphology and phonology. Second, structural equation modeling of
covariance structures was applied to a multivariate data set in which the
suffix choice test and morphological relatedness test were used to model
the latent factor underlying morphological awareness; then morphological
awareness, phonological memory, and phonological decoding were used as
predictors for a number of literacy outcomes. This approach allowed
evaluation of whether the contribution of morphology is unique, that is,
independent of the contribution of the phonological factors when the
shared variance among them is statistically controlled.

Figure 1. Example of structural equation model for results shown in Table 3.
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These analyses were based on the model depicted in Figure 1. In this
model, we assume that morphological awareness, phonological decoding,
and oral nonword repetition each contribute to the literacy outcomes.
Morphological awareness is a latent variable based on two measures, the
Suffix Choice Test and the Morphological Relatedness Test. Phonological
decoding and oral nonword repetition are each represented by one measure.

Morphology and vocabulary. Our data also allow a comparison with
the findings of Ku and Anderson (2003), so we did additional structural
equation modeling to further examine the roles of morphological aware-
ness and vocabulary knowledge in reading comprehension. The analyses
were based on the model depicted in Figure 2. In this model, we assume
that morphological awareness contributes to vocabulary growth (Anglin,
1993), that vocabulary knowledge contributes to reading comprehension
(Stahl & Fairbanks, 1986), and that morphological awareness may make an
independent contribution to reading comprehension, above and beyond its
contribution via vocabulary (Ku & Anderson, 2003).

Results

Means and Correlations

Table 1 contains the means and standard deviations for each
measure. Performance on the morphological awareness tasks in-
creased consistently over the range of grade levels examined, and
each of the differences between the three grade-level groups was
statistically significant. These results are consistent with those of
other studies (e.g., Nagy et al., 1993; Nagy & Scott, 1990; Tyler &
Nagy, 1989) showing that morphological knowledge continues to
increase at least through high school.

Table 2 contains correlations for each of the three groups
defined in terms of grade level (fourth/fifth, sixth/seventh, and
eighth/ninth) for the three predictor variables (a latent factor for
morphological awareness based on suffix choices and morpholog-
ical relatedness, phonological working memory based on oral
nonword repetition, and phonological decoding based on Word
Attack) and for reading vocabulary. All correlations among mor-
phological awareness, oral nonword repetition, phonological de-
coding, and reading vocabulary were significant at all grade levels.
Correlations involving oral nonword repetition were generally
lower than those among the other three variables. The highest
correlations were between morphological awareness and reading
vocabulary and between morphological awareness and phonolog-
ical decoding. Morphological awareness was highly correlated
with reading vocabulary at all grade levels, with the correlation

being highest for the fourth/fifth-grade group (r � .83) and some-
what lower for the sixth/seventh-grade group (r � .72) and eighth/
ninth-grade group (r � .67). Although morphological awareness
and vocabulary are closely—and probably reciprocally—related,
the two constructs also appear to separate to some degree as
students get older. On the other hand, the correlation between
morphological awareness and phonological decoding was highest
in the sixth/seventh-grade group (r � .76) and a little lower in the
other two groups (rs � .63 for fourth/fifth and .67 for eighth/ninth,
respectively). The high correlation between morphological aware-
ness and phonological decoding in the sixth/seventh-grade group is
probably the reason why morphological awareness did not make a
significant unique contribution to the decoding outcome variables for
that group.

Structural Equation Modeling

Structural equation modeling was used to evaluate the contri-
bution of morphological awareness, phonological decoding, and
phonological memory to literacy outcomes for the three grade-
level groups of students. All structural equation modeling analyses
used EQS (Bentler, 1995) and were based on the covariance matrix
of the measures. A significant path from a given predictor factor to
an outcome factor means that that predictor factor contributes
unique variance in explaining the outcome factor over and beyond
its shared covariance with other predictor factors. If a path fails to
reach statistical significance, it does not mean that the predictor
factor is unrelated to the outcome factor. It may in fact have a
significant correlation with the outcome factor but also a signifi-
cant correlation with other predictor factors in the model, thus
reducing its unique contribution to the prediction of the outcome.
Table 3 displays the results for structural equation models for each
of the three grade levels. For each grade-level group, outcome
variable, and predictor variable, three numbers are given: the
simple correlation between the predictor variable and the outcome
variable for that group; the path weight, reflecting the strength of
the unique contribution made by that predictor variable to that
outcome variable; and a Z value associated with the unstandard-
ized weight. Z values greater than 1.96 are significant at the .05
level (Bentler, 1995).

Morphological awareness made a significant unique contribu-
tion at all grade levels for reading comprehension, reading vocab-

Figure 2. Example of structural equation model for results shown in Table 4.
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ulary, and spelling. The path weight for morphological awareness
was also significant for decoding accuracy variables at some grade
levels, suggesting that Grades 4 to 9 are a developmental period in
which students are discovering, and refining their knowledge of,
morphological aspects of the writing system. There was a signif-
icant unique contribution of morphological awareness at the
fourth/fifth-grade level for accuracy of decoding inflectionally

suffixed words and decoding prefixed and pseudoprefixed words,
and at both the fourth/fifth- and eighth/ninth-grade levels for
decoding prefixed irregular stems, decoding suffixed irregular
stems, decoding sets of morphologically related words, and decod-
ing accuracy for phonological shift items. The path weight from
morphological awareness to decoding rate measures was signifi-
cant at the eighth/ninth-grade level for all decoding rate measures.
At the fourth/fifth-grade level, the path from morphological aware-
ness to decoding rate was significant only for decoding prefixed
and pseudoprefixed words.

Of relevance to the primary research questions, sometimes only
the latent morphological awareness factor contributes unique vari-
ance to a literacy outcome at a particular grade level, and the size
of the z statistic is often larger for the latent morphological aware-
ness factor than for any of the phonological factors. However, the
most striking finding is that for morphological decoding with
phonological shifts, the z statistic is larger for the latent morpho-
logical factor than for either of the latent phonological factors at
the fourth/fifth-grade and eighth/ninth-grade developmental levels;
phonology is not explaining more of the unique variance when
decoding requires both morphological and phonological process-
ing. Overall, at the fourth/fifth-grade level, morphological aware-
ness contributed uniquely to five of the nine literacy outcomes; at
the sixth/seventh-grade level, to three of the nine literacy out-
comes; and at the eighth/ninth-grade level, to all nine of the
literacy outcomes. This developmental discontinuity is a typical
pattern in developmental research—following an initial period of

Table 1
Means and Standard Deviations for Study Measures

Measure

Grade level: M (SD)

4–5 6–7 8–9

Suffix Choice Testa 11.8 (1.7) 12.6 (1.5) 13.1 (1.1)
Morphological Relatedness Testa 69.5 (10.6) 74.0 (7.6) 76.5 (4.0)
Oral nonword repetitiona 19.2 (2.9) 30.3 (3.0) 21.1 (2.5)
Phonological decodingb 102.5 (10.8) 101.9 (11.4) 100.3 (10.1)
Reading vocabularyc 677.0 (43.4) 699.2 (46.7) 736.2 (44.3)
Reading comprehensionc 669.9 (38.7) 690.7 (41.7) 714.9 (37.6)
Spellinga 31.0 (6.2) 35.8 (5.8) 39.9 (5.3)
Decoding inflected words

Accuracya 26.8 (3.2) 28.0 (2.3) 28.5 (1.2)
Time (s)a 30.1 (19.2) 23.4 (14.6) 18.7 (6.2)

Decoding prefixed and pseudoprefixed words
Accuracya 6.3 (1.4) 6.7 (1.2) 7.2 (0.9)
Time (s)a 12.3 (9.7) 9.1 (5.8) 6.9 (3.5)

Decoding prefixed irregular stems
Accuracya 7.2 (1.9) 8.0 (1.9) 8.8 (1.3)
Time (s)a 21.7 (13.9) 15.8 (7.8) 12.5 (4.7)

Decoding suffixed irregular stems
Accuracya 8.4 (1.7) 9.0 (1.6) 9.0 (1.5)
Time (s)a 17.6 (13.6) 12.5 (7.3) 10.0 (4.8)

Decoding sets of morphologically related words
Accuracya 35.8 (4.8) 37.9 (3.6) 38.8 (1.8)
Time (s) 53.6 (34.6) 39.1 (15.4) 31.8 (10.6)
Phonologically transparent accuracya 16.4 (1.9) 17.0 (1.6) 17.3 (1.0)
Phonological shift accuracya 10.0 (2.6) 11.0 (1.8) 11.5 (1.0)

a Raw score, but analyses used grade-corrected z score based on mean and standard deviation for each grade
level.
b Standard score (M � 100, SD � 15).
c Scale score (see test manual; Karlsen & Gardner, 1996).

Table 2
Correlations Among Variables

Grade level 1 2 3 4

Grades 4 & 5
1. Oral nonword repetition — .24** .30*** .35**
2. Phonological decoding .24** — .63*** .61***
3. Morphological awareness .30*** .63*** — .83***
4. Vocabulary .35*** .61*** .83*** —

Grades 6 & 7
1. Oral nonword repetition — .34*** .53*** .44***
2. Phonological decoding .34*** — .76*** .62***
3. Morphological awareness .53*** .76*** — .72***
4. Vocabulary .44*** .62*** .72*** —

Grades 8 & 9
1. Oral nonword repetition — .52*** .50*** .42***
2. Phonological decoding .52*** — .62*** .49***
3. Morphological awareness .50*** .62*** — .67***
4. Vocabulary .42*** .49*** .67*** —

** p � .01. *** p � .001.
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Table 3
Structural Equation Modeling Results

Grade Predictor variable Correlation Path Z

Outcome variable: Reading comprehension
4–5 Oral nonword repetition .27** .05 0.69

Phonological decoding .38*** �.18 �1.18
Morphological awareness .76*** .86 5.02***

6–7 Oral nonword repetition .36*** .03 0.24
Phonological decoding .53*** .08 0.36
Morphological awareness .65*** .57 2.17*

8–9 Oral nonword repetition .47*** .16 2.26*
Phonological decoding .53*** .21 2.30*
Morphological awareness .59*** .38 3.56***

Outcome variable: Reading vocabulary
4–5 Oral nonword repetition .35*** .10 1.49

Phonological decoding .61*** .13 1.02
Morphological awareness .83*** .72 5.05***

6–7 Oral nonword repetition .44*** .09 0.95
Phonological decoding .62*** .19 1.09
Morphological awareness .72*** .52 2.30*

8–9 Oral nonword repetition .42*** .09 1.22
Phonological decoding .49*** .09 0.90
Morphological awareness .67*** .57 5.15***

Outcome variable: WIAT2 Spelling
4–5 Oral nonword repetition .33*** .11 2.06*

Phonological decoding .76*** .57 6.42***
Morphological awareness .66*** .27 2.77**

6–7 Oral nonword repetition .36*** �.10a �0.99
Phonological decoding .80*** .33 1.69
Morphological awareness .85*** .65 2.63**

8–9 Oral nonword repetition .43*** .02 0.23
Phonological decoding .71*** .54 6.30***
Morphological awareness .60*** .26 2.76**

Transparent Phonological shift

r Path Z r Path Z

Outcome variable: Accuracy for transparent and phonological shift items
4–5 Oral nonword repetition .30*** .11 1.81 .32*** .06 1.10

Phonological decoding .68*** .56 6.14** .74*** .40 3.83***
Morphological awareness .55*** .17 1.68 .79*** .52 4.48***

6–7 Oral nonword repetition .31*** �.04 �0.41 .35*** .04 0.45
Phonological decoding .67*** .35 1.98* .70*** .48 3.12**
Morphological awareness .68*** .44 1.96* .67*** .28 1.43

8–9 Oral nonword repetition .33*** .05 0.61 .41*** .06 0.86
Phonological decoding .53*** .42 4.18*** .57*** .28 3.02**
Morphological awareness .43*** .14 1.21 .62*** .41 3.94***

Accuracy Rate

r Path Z r Path Z

Outcome variable: Decoding inflected words
4–5 Oral nonword repetition .26** .05 0.85 .21** .05 0.82

Phonological decoding .71*** .53 5.81*** .62*** .54 5.79***
Morphological awareness .61*** .27 2.62** .44*** .11 1.00

6–7 Oral nonword repetition .33*** �.01 �0.12 .31*** .04 0.38
Phonological decoding .69*** .38 2.28** .59*** .35 2.06*
Morphological awareness .69*** .40 1.86 .58*** .29 1.34

8–9 Oral nonword repetition .33*** .05 0.62 .31*** �.05 0.69
Phonological decoding .52*** .38 3.79*** .56*** .39 4.26****
Morphological awareness .44*** .17 1.57 .53*** .32 3.12**

Outcome variable: Decoding prefixed and pseudoprefixed words
4–5 Oral nonword repetition .23** .00 �0.02 .20** .03 0.38

Phonological decoding .70*** .47 4.62*** .56*** .37 3.45***
Morphological awareness .67*** .38 3.26** .54*** .32 2.37**
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relative developmental gains in a skill (e.g., morphological aware-
ness and its relationship to literacy learning), there is a period of
relatively little growth, followed by a growth spurt or even mastery
(Emde & Harmon, 1984).

The results of the structural equation modeling analyses used to
compare our results with those of Ku and Anderson (2003) are
summarized in Table 4. As expected, morphological awareness is
strongly related to vocabulary knowledge in all three grade-level
groups. Likewise, as predicted, morphological awareness made an
independent contribution to reading comprehension, over and
above that of vocabulary, at all three levels. The lack of a signif-
icant direct path from vocabulary to comprehension for the fourth/
fifth-grade group reflects the strong relationship between vocabu-
lary and morphological awareness. The correlation between these
two variables is so high at this level (r � .85) that it is not
surprising that vocabulary does not contribute a statistically sig-
nificant amount of unique variance.

Discussion

Results showed that when the shared variance among morpho-
logical awareness, phonological working memory, and phonolog-
ical decoding are controlled statistically, morphological awareness
contributes uniquely to all outcome measures for at least one of the
three grade-level groups we examined. It made a significant unique
contribution at all grade levels to reading comprehension, reading
vocabulary, and spelling. The unique contribution of morpholog-
ical awareness to decoding accuracy was strongest in the fourth/
fifth-grade group, and to decoding rate in the eighth/ninth-grade
group. With the exception of spelling, there was a general lack
of significant unique effects of morphological awareness on
literacy outcomes for the sixth/seventh-grade group, presum-
ably due (as previously mentioned) to the high correlation
between morphological awareness and phonological decoding
at this grade level.

Table 3 (continued )

Accuracy Rate

r Path Z r Path Z

Outcome variable: Decoding prefixed and pseudoprefixed words (continued)
6–7 Oral nonword repetition .32*** .08 0.87 .41*** .09 0.94

Phonological decoding .58*** .39 2.42* .62*** .24 1.31
Morphological awareness .56*** .21 1.02 .68*** .45 1.94

8–9 Oral nonword repetition .29** .03 0.38 .29** �.06 0.83
Phonological decoding .46*** .35 3.39*** .52*** .34 3.68***
Morphological awareness .38*** .14 1.25 .53*** .36 3.50**

Outcome variable: Decoding prefixed irregular stems
4–5 Oral nonword repetition .03 �.20 �2.96** .19** .03 0.45

Phonological decoding .60*** .36 3.13** .58*** .48 4.87***
Morphological awareness .63*** .46 3.51*** .46*** .16 1.39

6–7 Oral nonword repetition .29** �.01 �0.14 .29** .07 0.85
Phonological decoding .55*** .23 1.25 .64*** .59 4.11***
Morphological awareness .58*** .41 1.72 .52*** .04 0.21

8–9 Oral nonword repetition .18* �.21a �2.72** .29** �.14 2.03*
Phonological decoding .50*** .34 3.38** .64*** .51 6.16***
Morphological awareness .52*** .42 3.62*** .57*** .35 3.81***

Outcome variable: Decoding suffixed irregular stems
4–5 Oral nonword repetition .25** .02 0.29 .19** .03 0.43

Phonological decoding .67*** .37 3.37*** .63*** .55 5.75***
Morphological awareness .71*** .47 3.74*** .47*** .13 1.15

6–7 Oral nonword repetition .36*** .05 0.52 .34*** .04 0.45
Phonological decoding .61*** .28 1.58 .65*** .40 2.51*
Morphological awareness .65*** .41 1.82 .64*** .31 1.53

8–9 Oral nonword repetition .33** .04 0.57 .38*** .01 0.12
Phonological decoding .48*** .30 2.99** .65*** .49 5.77***
Morphological awareness .47*** .26 2.34* .56*** .28 3.00**

Outcome variable: Decoding sets of morphologically related words
4–5 Oral nonword repetition .31*** .07 1.19 .24** .08 1.20

Phonological decoding .76*** .50 5.31*** .64*** .52 5.33***
Morphological awareness .73*** .40 3.71*** .51*** .18 1.59

6–7 Oral nonword repetition .36*** .01 0.05 .37*** .10 1.30
Phonological decoding .73*** .41 2.47* .70*** .54 3.81*
Morphological awareness .73*** .41 1.94 .63*** .16 0.90

8–9 Oral nonword repetition .46*** .07 1.04 .38*** .04 0.50
Phonological decoding .67*** .42 4.89*** .58*** .39 4.26***
Morphological awareness .63*** .33 3.41*** .54*** .30 2.83**

aSuppressor effect, because sign of path is negative and total correlation is positive.
*p � .05. **p � .01. ***p � .001.
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For decoding accuracy variables, the unique effect of morpho-
logical awareness was significant for those categories of words
that would be considered more difficult: phonological shift items,
decoding prefixed irregular stems, and decoding suffixed irregular
stems. The unique contribution of morphological awareness was
not significant for the decoding accuracy items that would be
considered easier: phonologically transparent words, decoding in-
flected words, and decoding prefixed and pseudoprefixed words.

Morphological awareness made a significant contribution to
decoding accuracy at both the fourth/fifth-grade level and the
eighth/ninth-grade level, whereas it made a significant contribution
to decoding rate only at the eighth/ninth-grade level. This could be
interpreted as indicating that morphological awareness contributes
first to accuracy of decoding and only later to fluency. On the other
hand, the relationship of morphological awareness to vocabulary
and spelling was significant at all of the grade levels investigated
here.

Oral nonword repetition only seldom made a significant unique
contribution to literacy outcomes at the developmental levels stud-
ied—to reading comprehension for the eighth/ninth-grade group,
to spelling for the fourth/fifth-grade group, to accuracy of decod-
ing prefixed irregular stems for the fourth/fifth- and eighth/ninth-
grade groups, and to rate of decoding prefixed irregular stems for
the eighth/ninth-grade groups. Phonological decoding made a sig-
nificant unique contribution to reading comprehension for the
eighth/ninth-grade group, to spelling for the fourth/fifth- and
eighth/ninth-grade groups, and to the decoding rate and accuracy
measures for all three groups, with only three exceptions. For
reading comprehension, reading vocabulary, and spelling, morpho-
logical awareness was by far the strongest and most consistent
predictor. On the other hand, for the decoding measures, phono-
logical decoding was the most consistent in making a significant
unique contribution. However, morphological awareness also
made a significant unique contribution to decoding accuracy for
most measures for the fourth/fifth- and eighth/ninth-grade groups
and to all decoding rate measures for the eighth/ninth-grade
groups.

The structural equation modeling analyses of the relationships
among morphological awareness, vocabulary, and reading com-
prehension showed that much of the contribution of morphological
awareness to reading comprehension is via its impact on vocabu-
lary growth. However, Table 4 also shows that morphological

awareness makes a significant contribution to comprehension
above and beyond that of vocabulary. Findings from the analyses
in Table 3 suggest one of the additional connections between
morphological awareness and comprehension: Higher levels of
morphological awareness are associated with greater accuracy and
fluency in decoding morphologically complex words, which would
in turn contribute to greater comprehension. Another potential
connection between morphology and comprehension is the role of
morphological awareness in syntactic parsing. Suffixes provide
one type of signal of the syntactic structure of a sentence, a signal
that becomes increasingly important as the proportion of morpho-
logically complex words in text increases. There is already evi-
dence that the ability to utilize the information provided by suf-
fixes is associated with reading ability (Tyler & Nagy, 1990);
further research is needed to explore the nature and strength of this
connection.

Because this is a cross-sectional study, we must be tentative in
our interpretation of differences among the three grade-level
groups. However, the relative homogeneity of our sample, which
is in other regards a serious limitation of this study, somewhat
decreases the risk that differences between grade levels are the
result of extraneous variables. Some patterns are evident that, if
confirmed by longitudinal research, have implications for how
instruction in morphology might differ in focus for different grade
levels.

First of all, both the zero-order correlations and path weights
show that morphological awareness has the strongest relationship
with vocabulary for the fourth/fifth-grade group. This finding is
consistent with the results of Nagy et al. (2003), who found the
relationship between morphological awareness and vocabulary
knowledge to be stronger in fourth grade than in second grade. The
finding is likewise consistent with the sharp increase in students’
knowledge of derived words between third and fifth grade reported
by Anglin (1993). It is at this level, then, that the application of
morphology to word learning is the growing edge for many
students.

The pattern for spelling is strikingly different, with both zero-
order correlations and path weights showing the strongest effects
of morphological awareness for the sixth/seventh-grade group. It
appears, then, that the role of morphology in the writing system is
grasped later than basic insight that new words can be analyzed as
combinations of familiar parts. This pattern is consistent with Bear

Table 4
Structural Equation Modeling Results: Total and Direct Effects of Morphological Awareness on
Comprehension

Grade Path Total effect Direct path Z

4–5 Morphology 3 Vocabulary .85 .85 10.07***
Vocabulary 3 Comprehension .66 .03 0.11
Morphology 3 Comprehension .76 .74 2.33*

6–7 Morphology 3 Vocabulary .72 .72 8.35***
Vocabulary 3 Comprehension .72 .54 5.22***
Morphology 3 Comprehension .65 .26 2.14*

8–9 Morphology 3 Vocabulary .67 .67 8.98***
Vocabulary 3 Comprehension .67 .51 6.13***
Morphology 3 Comprehension .58 .24 2.56*

*p � .05. ***p � .001.
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et al.’s (2004) developmental approach to spelling, which recog-
nizes the layer of meaning (i.e., morphology) as the last aspect of
the spelling system to be acquired.

The fact that morphology has an impact on spelling later than it
does on vocabulary suggests a possible need for differentiation in
the nature and timing of instruction. For example, the kind of
morphology instruction described by Graves (2004) or White and
his colleagues (White, Power, & White, 1989; White, Sowell, &
Yanagihara, 1989) focuses on figuring out the meanings of new
words and on a small number of prefixes and suffixes that have
minimal, if any, impact on the spelling of words to which they are
added. Such instruction would look different, and could presum-
ably start at an earlier grade level, than instruction on more
complex morphology–spelling connections such as that described
in Bear et al. (2004).

Conclusion

The interplay between morphological and phonological skills is
best evaluated at a developmental stage when morphology begins
to make a reliable independent contribution to reading and writing.
Although morphological awareness may make a significant unique
contribution to some aspects of literacy as early as second grade
(Nagy et al., 2003), the unique contribution of morphological
awareness to some literacy skills, such as decoding rate, is con-
sistently evident only by Grades 8 and 9.

There are multiple ways by which morphological awareness
may contribute to reading and writing. Morphological awareness
makes a significant unique contribution, over and above shared
variance with phonological working memory and phonological
decoding, to reading vocabulary, spelling, decoding accuracy, and
decoding rate in Grades 4 through 9. Each of these may in turn
explain some of the consistent relationship between morphological
awareness and reading comprehension. Thus, reading words for
meaning, reading text for understanding, spelling, and accuracy
and rate of decoding morphologically complex words (which are
common in the upper elementary and middle-school grades) can-
not be explained solely on the basis of phonological skills. Further
research is needed on the most effective instructional techniques
for teaching general education and special education students in
these grade levels about morphology and its relationship to
phonology.
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