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## Abstract

In traditional public key cryptography, public keys of users are essentially random strings generated from random secret keys. Hence, public key certificates are required to attest to the relations between users' identities and their public keys. In the identity-based cryptography, public keys can be identities such as names, email addresses or IP addresses. This avoids the use of certificates which is a burden in traditional public key cryptography. Attribute-based cryptography originated from the identity-based cryptography goes one step further to support fine-grain access control. In the attribute-based cryptography, a user is defined by a set of attributes rather than atomically by a single string. In this thesis, we investigate several cryptographic primitives in the identity-based setting and its successor, attribute-based setting.

There are two classes of digital signature schemes: signature schemes that require the original message as input to the verification algorithm and signature schemes with message recovery which do not require the original message as input to the verification algorithm. One of effective methods for saving bandwidth in transmission is to eliminate the requirement of transmitting the original message for the signature verification. In a signature with message recovery, all or part of the original message is embedded within the signature and can be recovered. Therefore, it minimizes the total length of the original message and the appended signature. In this thesis, we consider digital signatures with message recovery in both the identitybased multisignature setting and the attribute-based setting. In the identity-based multisignature with message recovery, multiple signers generate a single constant size multisignature on the same message regardless of the number of signers. The size of the multisignature is the same as that of a signature generated by one signer. Furthermore, it does not require the transmission of the original message in order to verify the multisignature. In the attribute-based signature with message recovery, the signature size is the same as that of a traditional attribute-based signature,
but it does not require the transmission of the original message for the signature verification.

When messages are transmitted in such a way that both privacy and authenticity are needed, authenticated encryption or signcryption could be used. Usually, there may be some additional information, such as a header, transmitted along with the ciphertext. The header might be public, but have to be authenticated. Authenticated encryption with associated data can be achieved only in the symmetric key setting. In this thesis, we propose a generic construction of identity-based authenticated encryption with authenticated header. Using this cryptographic primitive, everyone is able to check the validity of the authenticated ciphertext and access to the authenticated header; only the designated receiver can recover the payload. Our scheme has potential applicability to big data.

We consider two types of computation on authenticated data. One requires secret information of the original signer, such as the sanitizable signature and the incremental signature. The other one does not require any secret information of the original signer, which means that anyone is able to conduct the computation, but only for a class of specified predicates. In this thesis, we propose two novel schemes, one for each type. The first one is the identity-based quotable ring signature scheme. We extend the ring signature scheme to be quotable. Anyone can derive new ring signatures on substrings of an original message from an original ring signature on the original message. No matter whether a ring signature is originally generated or is quoted from another ring signature, it will convince the verifier that it is generated by one of the ring members. The verifier could not distinguish whether a ring signature is originally generated or is quoted from another ring signature. The second one is the attribute-based proxy re-signature scheme. Only the designated proxy who possesses some secret information of the delegator can re-sign original signatures. The semi-trusted proxy acts as a translator to convert a signature satisfying one predicate into a signature satisfying another different predicate on the same message. The proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either the delegator or the delegatee. It solves the open problem of finding a multiuse unidirectional proxy re-signature scheme where the size of the signatures and the verification cost do not grow linearly with the number of translations.
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## List of Notations

The following notations are used throughout this thesis.

| $\lambda$ | A security parameter; |
| :--- | :--- |
| $1^{\lambda}$ | The string of $\lambda$ ones; |
| $\epsilon(\lambda)$ | A negligible function on $\lambda ;$ |
| $\forall$ | For all; |
| $\exists$ | There exists; |
| $\mathbb{G}$ | A group; |
| $\mathbb{Z}$ | The set of integers; |
| $\mathbb{Z}_{p}$ | The set consists of the integers modulo $p ;$ |
| $\mathbb{Z}_{n}^{*}$ | The multiple group of integers modulo $n ;$ |
| $\mathbb{A}$ | The universal attribute set; |
| $a \\| b$ | The concatenation of the string $a$ and the string $b ;$ |
| $\operatorname{Pr}[\mathbf{A}]$ | The probability of the event $\mathbf{A}$ occurring; |
| $\mathbf{A} \bigcup \mathbf{B}$ | The union of sets $\mathbf{A}$ and $\mathbf{B} ;$ |
| $\mathbf{A} \bigcap \mathbf{B}$ | The intersection of sets $\mathbf{A}$ and $\mathbf{B} ;$ |
| $a \underset{\leftarrow}{R} \mathbf{A}$ | $a$ is selected from $\mathbf{A}$ uniformly at random if $\mathbf{A}$ is a finite set; |
| $a \in \mathbf{A}$ | $a$ is in the set $\mathbf{A}$. |
| $a \notin \mathbf{A}$ | $a$ is not in the set $\mathbf{A}$. |

## List of Abbreviations

The following abbreviations are used throughout this thesis.

| ABC | Attribute-Based Cryptography; |
| :--- | :--- |
| ABS | Attribute-Based Signature; |
| AEAH | Authenticated Encryption with Authenticated Header; |
| BDH | Computational Bilinear Diffie-Hellman; |
| CDH | Computational Diffie-Hellman; |
| DBDH | Decisional Bilinear Diffie-Hellman; |
| DDH | Decisional Diffie-Hellman; |
| IBC | Identity-Based Cryptography; |
| IBE | Identity-Based Encryption; |
| IBS | Identity-Based Signature; |
| IBSMR | Identity-Based Signature with Message Recovery; |
| NIZK | Non-Interactive Zero Knowledge; |
| PKC | Public Key Cryptography; |
| PKE | Public Key Encryption; |
| PKG | Private Key Generator; |
| PPT | Probabilistic Polynomial Time; |
| PRS | Proxy Re-Signature; |
| TTP | Trusted Third Party; |
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## Chapter 1

## Introduction

In traditional public key cryptography (PKC), public keys of users are essentially random strings generated from random secret keys. Hence, certificates are required to attest to the relations between users' identities and their public keys. Furthermore, the sender in the encrypting scenario, and the verifier in the signing scenario, have to retrieve the public key from certificate before he/she communicates with others. Identity-based cryptography (IBC) was proposed to alleviate the burden of certificates. In IBC, public keys can be identities such as names, email addresses or IP addresses. However, the receiver in the encrypting scenario, and the signer in the signing scenario, have to obtain the private key from a trusted third party (TTP). Attribute-based cryptography (ABC) originated from identity-based cryptography goes one step further to support fine-grain access control. Compared with IBC in which a single string represents a user's identity, in ABC a user is defined by a set of attributes. In this thesis, we investigate several cryptographic primitives in the identity-based setting and its successor, attribute-based setting.

### 1.1 Background

### 1.1.1 Digital Signature with Message Recovery

There are two general classes of digital signature schemes: signature schemes that require the original message as input to the verification algorithm and signature schemes with message recovery which do not require the original message as input to the verification algorithm.

Signature scheme with message recovery means that the original message to be verified is embedded within the signature. The original message will be recovered from the signature during the verification. A digital signature with message recovery
scheme is a special kind of digital signature scheme. Compared with other digital signature schemes, it has one advantage, namely it often adds less overhead to the length of a signed message. In order to resist existential forgery, a suitable redundancy function is usually required. Digital signature with message recovery scheme is usually deployed when the data to be signed is small. It is not suitable for signing long messages such as documents.

In networks with limited bandwidth, long digital signatures will obviously be a drawback. One of effective methods for saving bandwidth in transmission is to eliminate the requirement of transmitting the original message for the signature verification. In a signature with message recovery, all or part of the original message is embedded within the signature and can be recovered. Therefore, it minimizes the total length of the original message and the appended signature. In this thesis, we consider digital signature with message recovery schemes both in the identity-based multisignature setting and in the attribute-based setting.

To convince a verifier that each member of a stated subgroup signed a message and the size of the subgroup can be arbitrary. A trivial approach is to sign and send their individual signatures separately. But it requires more bandwidth. In addition, the transmission and the verification of these signatures are very intricate.

In the identity-based multisignature with message recovery scheme, multiple signers generate a single constant size multisignature on the same message regardless of the number of signers. The multisignature convinces a verifier that each member of the stated group of signers endorsed the message. The size of the multisignature is the same as that of a signature generated by one signer. Thus, a single multisignature can greatly save communication costs instead of transmitting several individual signatures. In addition, the message recovery property eliminates the requirement of transmitting the original message. It shortens the total length of the original message and the appended multisignature even more.

In the attribute-based signature (ABS) with message recovery scheme, signatures reveal no more than the fact that a single signer with some set of attributes satisfying the predicate has attested to the message. Signatures hide the attributes used to satisfy the predicate and users cannot collude to pool their attributes together. The signature size is the same as that of a traditional ABS, but the new scheme does not require the transmission of the original message for the signature verification. We also extend this scheme to deal with large messages.

### 1.1.2 Authenticated Encryption with Authenticated Header

Consider an interesting scenario, where a party has to handle many big files. Usually, these files should be signed and encrypted. In the scenario of a gateway, it is extremely infeasible for the gateway to check the validity and content of all the received files in particular, since these files are large. Suppose a file is divided into a header and the payload. Both parts are authenticatable. The authenticated header is accessible by everyone while the payload itself is encrypted for confidentiality. Therefore, the gateway only needs to check the validity of the authenticated ciphertext and content of the authenticated header in order to decide how to handle the file.

In this case, both privacy and authenticity are desirable during the transmission of messages. Authenticated encryption is a cryptographic primitive that simultaneously provides confidentiality, integrity, and authenticity on messages. It is difficult to derive a secure authenticated encryption scheme by just gluing a traditional encryption scheme and a digital signature scheme. This inspires the distinct design of authenticated encryption scheme.

There may be additional information that travels alongside the authenticated ciphertext. This information may not be considered about the confidentiality, but must be authenticated. The authenticated encryption with associated data problem has been solved and formalized by Rogaway [Rog02], in the symmetric key setting. In this thesis, we propose a generic construction of identity-based authenticated encryption with authenticated header (AEAH) scheme, in the asymmetric key setting, by using a normal identity-based signature with message recovery (IBSMR) scheme and a symmetric encryption scheme. In a concrete instance of the generic construction by using an identity-based partial message recovery scheme [ZSM05], we also address a problem which was not considered in the work of Rogaway [Rog02], namely how the associated data is made known to the receiver. Although the technique of message recovery is not suitable for signing long messages, often a few bytes are all that one needed, such as an IP address. Using this cryptographic primitive, everyone can check the validity of the authenticated ciphertext and access to the authenticated header; only the designated receiver can recover the payload. Our scheme has potential applicability to big data.

### 1.1.3 Computing on Authenticated Data

Normally, it is desirable for digital signature schemes not allowing existential forgery, which means anyone other than the actual signer cannot generate any new signature on behalf of the actual signer. However, in some special cases, such as when the actual signer is not available or when the signing key has been expired, it is desirable to allow some designated users or anyone to derive new signatures on behalf of the actual signer from existing signatures, only when some conditions are satisfied. The design of signature schemes that allow "forgeries" of pre-determined types was introduced by Rivest [Riv00]. Some of them require secret information of the actual signer, others do not require secret information of the actual signer, which means anyone is able to conduct these computations. We investigate both of them.

- Quotable Signature. Quotable signature schemes belong to the type of computing on authenticated data which does not require secret information of the actual signer. Quoting is usually applied to derive signatures on substrings when text messages are signed. It can also be applied to derive signatures on subregions of an image when images are signed, such as a face. The verifier could not distinguish whether a signature is originally generated or is quoted from another signature. It is desirable to allow repeated computation on the signatures, which means it is possible to quote from a quoted signature. It is also desirable that the signature size will not grow with every derivation. Ahn et al. $\left[\mathrm{ABC}^{+} 12\right]$ proposed an efficient quotable signature scheme. In this thesis, we extend the ring signature scheme to be quotable by using the technique of Shacham and Waters [SW07]. In our identity-based quotable ring signature scheme, no matter whether a ring signature is originally generated or is quoted from another ring signature, it will convince the verifier that it is generated by one of the ring members, without revealing any information about which ring member is the actual signer. Furthermore, the verifier could not distinguish whether a ring signature is originally generated or is quoted from another ring signature.
- Proxy Re-Signature. In 2005, Ateniese and Hohenberger [AH05] proposed an interesting application, in which proxy re-signature schemes can be used as a space-efficient proof that a specific path was taken in a graph without taking any shortcuts. It is suitable for either E-passport to show that a visitor followed a prescribed path, or network to show that a packet followed a prescribed path.

The basic idea is that only the first node is given a signing key, all other nodes in the path are given a re-signature key which only allows it to translate signatures from adjacent nodes, but not to generate signatures.

Proxy Re-Signature (PRS) scheme belongs to the type of computing on authenticated data which requires secret information of the actual signer. It aims at secure delegation of signing without fully trusting the proxy. In a PRS scheme, a semi-trusted proxy who possesses some secret information from a delegator acts as a translator between a delegatee and the delegator. The proxy is able to convert a signature from the delegatee into a signature from the delegator on the same message, while the proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either the delegatee or the delegator. Obviously, generating proxy re-signing key requires the delegator's secret. Otherwise, the underlying system is not secure.

The notion of PRS was introduced by Blaze, Bleumer, and Strauss [BBS98]. The construction of [BBS98] is bidirectional, which means the proxy is able to translate signatures in either direction, and multi-use, which means the translation of signatures can be performed in sequence and multiple times by distinct proxies. Ateniese and Hohenberger [AH05] revisited the notion of PRS by providing appropriate security definitions and efficient constructions. One of their schemes is a unidirectional but single-use PRS scheme. Libert and Vergnaud [LV08] presented the first constructions of multi-use unidirectional PRS scheme. The size of signatures in [LV08] grows linearly with the number of past translations. In this thesis, we introduce the notion of attribute-based PRS, which is the first multi-use unidirectional PRS scheme where the size of signatures and the verification cost do not grow linearly with the number of translations. In the attribute-based setting, the proxy converts a signature satisfying one predicate into a signature satisfying another different predicate on the same message.

### 1.2 Contributions of This Thesis

In this thesis, we mainly focus on IBC and its successor ABC. The main contributions of this thesis are as follows.

1. Digital signature with message recovery. In the literature, constructions
of identity-based multisignature [GGDS06, HR08] and ABS [YCD08, SY08, Kha08, MPR11, LK08, SSN09, LAS ${ }^{+}$10] have been proposed. However, most of them require the original message as input to the verification algorithm to verify the signatures, and some of them are not formally proved. In this thesis, we propose an identity-based multisignature with message recovery scheme, and two ABS with message recovery schemes. All of them are formally defined and proved. The identity-based multisignature with message recovery scheme is proven to be existentially unforgeable against adaptively chosen message attacks under the Computational Diffie-Hellman (CDH) assumption in the random oracle model. Since there is no need to transmit the original message to the verifier, this scheme minimizes the total length of the original message and the appended multisignature. Two ABS with message recovery schemes are proposed. They allow fine-grain access control and support flexible threshold predicate. The first scheme embeds short original message in the signature and the short message will be recovered in the process of verification, while keeping the signature size the same as that of a traditional scheme [ $L^{2} S^{+} 10$ ] which requires transmission of the original message to verify the signature. The second scheme is extended from the first one to deal with large messages. Both of them are proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the CDH assumption. These two ABS with message recovery schemes are also equipped with attribute-privacy property.

## 2. Identity-based authenticated encryption with authenticated header.

In the literature, authenticated encryption with associated data can be achieved in the symmetric key setting [Rog02]. In this thesis, we propose a generic construction of identity-based authenticated encryption with authenticated header (AEAH) scheme in the asymmetric key setting. The construction is proven to be existentially unforgeable against adaptively chosen message attacks and indistinguishable under adaptive chosen ciphertext attacks, if the underlying IBSMR scheme and the symmetric encryption scheme are secure in the same manner, respectively. We also give a concrete instance of the generic construction by using an identity-based partial message recovery signature scheme [ZSM05]. The instance is proven to be existentially unforgeable against adaptively chosen message attacks and indistinguishable under adaptive chosen
ciphertext attacks under the CDH assumption and BDH assumption in the random oracle model, respectively. The instance makes use of a technique of authenticated encryption with message recovery. It also addresses a problem which was not considered in the symmetric key setting resolution [Rog02], namely how the associated data is made known to the receiver.
3. Identity-based quotable ring signature. In the literature, efficient ring signature schemes [RST01, RST06, AOS02, SW07, ZK02] have been proposed. In this thesis, we introduce a new notion of identity-based quotable ring signature based on bilinear pairing in composite order groups. The new construction extends the ring signature scheme to be quotable. The proposed scheme is proven to be anonymous under the assumption that the subgroup decision problem is hard, and selectively unforgeable against adaptively chosen message attacks under the assumption that the CDH problem is hard, and strongly context hiding.
4. Attribute-based proxy re-signature. In the literature, several proxy resignature (PRS) schemes [BBS98, AH05, LV08] have been proposed. The first construction of PRS scheme [BBS98] is bidirectional, which means the proxy is able to translate signatures in either direction, and multi-use, which means the translation of signatures can be performed in sequence and multiple times. Subsequently, unidirectional and single-use PRS scheme [AH05], and unidirectional and multi-use PRS scheme [LV08] have been proposed. The size of signatures in the proposed unidirectional multi-use PRS scheme [LV08] grows linearly with the number of translations. The problem of designing multi-use unidirectional PRS scheme where the size of signatures and the verification cost do not grow linearly with the number of translations remains open. In this thesis, we introduce the notion of attribute-based PRS and propose the first provably secure attribute-based PRS scheme based on bilinear pairing in the generic group model. This construction solves the open problem of finding out a multi-use unidirectional PRS scheme where the signature size and the verification cost do not grow linearly with the number of translations.

### 1.3 Organization of This Thesis

The rest of this thesis is organized as follows.

In Chapter 2, we review some preliminaries. We introduce cyclic group, bilinear pairing, Lagrange interpolation, monotone span programs, generic group model, and present some assumptions used in the process of security proof. We also describe some basic cryptographic primitives, such as digital signature, IBC, ABC, NIZK proof, AEAH, multisignature, ring signature, quotable signature, and PRS.

In Chapter 3, we propose an identity-based multisignature with message recovery scheme. Firstly, we introduce the background about identity-based multisignature and digital signature with message recovery. Then, we propose the formal definition of identity-based multisignature with message recovery scheme and present the security model. Finally, we present a concrete scheme based on bilinear pairing and security proofs of the proposed scheme.

In Chapter 4, we design a generic construction of identity-based authenticated encryption with authenticated header scheme. We propose the formal definition of identity-based authenticated encryption with authenticated header scheme and present the security model. We present a generic construction from a normal IBSMR scheme and a symmetric encryption scheme. We also give a concrete instance of the generic construction.

In Chapter 5, we propose an identity-based quotable ring signature scheme. We propose the formal definition of identity-based quotable ring signature scheme and present the security model. We present a concrete scheme based on bilinear pairing, and security proofs based on subgroup decision problem and CDH problem for the proposed scheme.

In Chapter 6, we give two attribute-based signature with message recovery schemes. We propose the formal definition of attribute-based signature with message recovery scheme and present the security model. We construct two concrete schemes based on bilinear pairing and present security proofs of the proposed schemes.

In Chapter 7, we construct an attribute-based proxy re-signature scheme. We propose the formal definition of attribute-based proxy re-signature scheme and present the security model. We present a concrete scheme based on bilinear pairing and security proofs about correctness, attribute privacy, and existentially unforgeability of the proposed scheme.

Chapter 8 concludes this thesis and provides a future research direction.

## Chapter 2

## Preliminaries

We introduce some preliminaries used throughout this thesis, including some mathematical foundations and cryptographic primitives.

### 2.1 Cyclic Group

A group consists of a set of elements together with an operation. The operation could be conducted between any two of its elements to work out another element. The operation has to satisfy four conditions: closure, associativity, identity, and invertibility [Mao04].

Definition 2.1 Group. A group $(\mathbb{G}, \circ)$ is a set $\mathbb{G}$ together with an operation $\circ$, which satisfies the following properties.

- Closure. $\forall \alpha, \beta \in \mathbb{G}, \alpha \circ \beta \in \mathbb{G}$.
- Associativity. $\forall \alpha, \beta, \gamma \in \mathbb{G},(\alpha \circ \beta) \circ \gamma=\alpha \circ(\beta \circ \gamma)$.
- Identity. $\exists$ unique element $I \in \mathbb{G}$, such that $\forall \alpha \in \mathbb{G}, \alpha \circ I=I \circ \alpha=\alpha$. This unique element I is called the identity element of this group.
- Invertibility. $\forall \alpha \in \mathbb{G}, \exists \alpha^{-1} \in \mathbb{G}$, such that $\alpha \circ \alpha^{-1}=\alpha^{-1} \circ \alpha=I . \alpha^{-1}$ is called the inverse of $\alpha$.

Hereafter, when we mention a group $(\mathbb{G}, \circ)$, the operation $\circ$ is usually omitted for simplicity.

Definition 2.2 Order of Group. The number of elements in a group $\mathbb{G}$ is called the order of the group $\mathbb{G}$.

Definition 2.3 Finite and Infinite Group. When the order of a group is finite, the group is called a finite group. When the order of a group is infinite, it is called an infinite group.

If every element of a group $\mathbb{G}$ is a power of a fixed element of that group. We say the group is a cyclic group.

Definition 2.4 Cyclic Group. A group $\mathbb{G}$ is said to be cyclic if there exists an element $\alpha \in \mathbb{G}$, such that for every element $\beta \in \mathbb{G}, \beta=\alpha^{n}$ for some integer $n$. Element $\alpha$ is called a generator of the group $\mathbb{G}$. We say that $\alpha$ generates $\mathbb{G}$, and write as $\mathbb{G}=<\alpha>$.

Every cyclic group is an abelian group, which means its group operation is commutative. Every subgroup of a cyclic group is still a cyclic group. Every infinite cyclic group is isomorphic to the additive group of $\mathbb{Z}$, the integers. Every finite cyclic group of order $n$ is isomorphic to the additive group of $\mathbb{Z} / n \mathbb{Z}$, the integers modulo $n$.

Definition 2.5 Prime Order Group. For finite groups, when the order of a group is a prime number, it is called a prime order group.

All groups of prime order are cyclic groups. Hence, they are also abelian groups. Any non-identity element in a prime order group generates the whole group.

Definition 2.6 Composite Order Group. For finite groups, when the order of a group is a composite number, it is called a composite order group.

When the composite order group is used in cryptographic protocols, the composite order is usually public, while the factorization of the composite order is kept secret. The security of cryptosystems using composite order groups is usually based on variants of the subgroup decision assumption.

### 2.2 Bilinear Pairing

Bilinear pairing is a useful tool in the pairing-based cryptography. Firstly, it was used by Menezes, Okamato and Vanstone [MOV93] to attack elliptic curve cryptographic systems. It became a useful tool since the provably secure identity-based
encryption (IBE) scheme proposed by Boneh and Franklin [BF01] in 2001. It associates a pair of elements in two groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ with an element in the third group $\mathbb{G}_{T} . \mathbb{G}_{1}, \mathbb{G}_{2}$ and $\mathbb{G}_{T}$ are all isomorphic to each other because they are all cyclic groups and have the same order. The order of these cyclic groups may be either prime or composite number.

For simplicity, $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ are usually the same group. They are both denoted by $\mathbb{G}=\mathbb{G}_{1}=\mathbb{G}_{2}$. In this case, the pairing is called symmetric pairing. For convenience, operations in group $\mathbb{G}$ could be written either additively or multiplicatively. Essentially, both of these representations are the same operation of group $\mathbb{G}$.

Definition 2.7 Bilinear mapping. Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be cyclic groups of the same order. $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ is a bilinear mapping from $\mathbb{G} \times \mathbb{G}$ to $\mathbb{G}_{T}$ with the following properties.

- Bilinearity: $e\left(u^{a}, v^{b}\right)=e(u, v)^{a b}$ for all $\{u, v\} \in \mathbb{G},\{a, b\} \in \mathbb{Z}_{n}$.
- Non-degeneracy: $<e(g, g)>=\mathbb{G}_{T}$ whenever $\langle g>=\mathbb{G}$.
- Computability: There exists an efficient algorithm to compute e(u,v) for all $\{u, v\} \in \mathbb{G}$.

The Decisional Diffie-Hellman (DDH) problem in $\mathbb{G}$ is not hard when $\mathbb{G}=\mathbb{G}_{1}=$ $\mathbb{G}_{2}$ in bilinear pairing. The DDH problem in $\mathbb{G}_{T}$ is still hard. When the groups $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ are distinct and there is no efficient computable isomorphism between $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$, the DDH problem might be still hard in $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$. The Computational Diffie-Hellman $(\mathrm{CDH})$ problem in $\mathbb{G}$ is still hard when $\mathbb{G}=\mathbb{G}_{1}=\mathbb{G}_{2}$. If the DDH problem is easy but the CDH problem is hard in a group $\mathbb{G}$, the group is called a gap Diffie-Hellman group. Since the DDH problem is easy in bilinear pairing, some new hard problems are defined, such as the computational Bilinear Diffie-Hellman (BDH) problem and the Decisional Bilinear Diffie-Hellman (DBDH) problem.

Bilinear pairing usually uses prime order groups. Recently, bilinear groups of composite order began to be used to construct cryptographic systems by Boneh, Goh, and Nissim [BGN05]. Let $n$ be a composite number with factorization $n=p q$, where $p$ and $q$ are sufficient large prime numbers. We have: $\mathbb{G}$ is a cyclic group of composite order $n . \mathbb{G}_{p}$ is its cyclic order- $p$ subgroup, and $\mathbb{G}_{q}$ is its cyclic order- $q$ subgroup. $g$ is a generator of $\mathbb{G}$. $\mathbb{G}_{T}$ is a cyclic group of composite order $n$. $\mathbb{G}_{T, p}$ and $\mathbb{G}_{T, q}$ are its order- $p$ and order- $q$ subgroups, respectively. Let $g_{p}=g^{q}$ be a generator of $\mathbb{G}_{p}$, and $g_{q}=g^{p}$ be a generator of $\mathbb{G}_{q}$, then, $e\left(g_{p}, g_{q}\right)=1$. They cancel each other out.

### 2.3 Lagrange Interpolation

Polynomial interpolation is used to find a polynomial which goes exactly through some given set of discrete points. Lagrange interpolation is used in secret sharing scheme [Sha79] in cryptography.

Given $d$ points $\left(x_{1}, q\left(x_{1}\right)\right), \cdots,\left(x_{d}, q\left(x_{d}\right)\right)$ on a $(d-1)$ degree polynomial, where no two of them are the same, the $(d-1)$ degree polynomial $q(x)$, which goes exactly though these $d$ points, is uniquely determined by these $d$ points. Let $S$ be the $d$-element set $\left(x_{1}, \cdots, x_{d}\right)$. The Lagrange coefficient $\Delta_{x_{j}, S}(x)$ of $q\left(x_{j}\right)$ in the computation of $q(x)$ is:

$$
\Delta_{x_{j}, S}(x)=\prod_{\eta \in S, \eta \neq x_{j}} \frac{x-\eta}{x_{j}-\eta} .
$$

The polynomial $q(x)$ is a linear combination of the form

$$
q(x)=\sum_{j=1}^{d} q\left(x_{j}\right) \Delta_{x_{j}, S}(x) .
$$

Lagrange interpolation is used to compute $q(i)$ for any $i \in \mathbb{Z}_{p}$, while some discrete points are given.

### 2.4 Monotone Span Programs

Let $\Upsilon:\{0,1\}^{n} \rightarrow\{0,1\}$ be a monotone boolean function. A monotone span program for $\Upsilon$ over a field $\mathbb{F}$ is an $l \times t$ matrix $\mathcal{M}$ with entries in $\mathbb{F}$, along with a labeling function $u:[l] \rightarrow[n]$ that associates each row of $\mathcal{M}$ with an input variable of $\Upsilon$, that satisfies the following [MPR08]:

$$
\begin{aligned}
& \Upsilon\left(x_{1}, \cdots, x_{n}\right)=1 \Leftrightarrow \exists \vec{v} \in \mathbb{F}^{1 \times l}: \vec{v} \mathcal{M}=[1,0,0, \cdots, 0] \\
& \text { and }\left(\forall i: x_{u(i)}=0 \Rightarrow v_{i}=0\right)
\end{aligned}
$$

In other words, $\Upsilon\left(x_{1}, \cdots, x_{n}\right)=1$ if and only if the rows of $\mathcal{M}$ indexed by $\left\{i \mid x_{u(i)}=\right.$ $1\}$ span the vector $[1,0,0, \cdots, 0]$.

We call $l$ the length and $t$ the width of the span program, and $l+t$ the size of the span program. Every monotone boolean function can be represented by some monotone span program [Bei96], and a large class do have compact monotone span programs.

### 2.5 Generic Group Model

Generic group model was first introduced by Shoup [Sho97] where one assumes that access to group elements is via a randomly selected representation. Maurer [Mau05] gave more interpretations and generalizations.

The generic group model is used to discuss the security of cryptographic schemes. It is an idealized cryptographic model. In this model, a group is considered as a black-box, and group elements are randomly encoded. All details of group elements representation are hidden. Only basic group operations on the elements of the group such as applying the group law, inversion of group elements and equality testing are allowed to be executed. A generic group algorithm executes as an oracle, which can execute only basic group operations. It cannot exploit any special properties of a concrete group representation. It takes encodings of two group elements as input and outputs an encoding of a third element. The generic group model aims to capture the idea that a scheme is secure on some unspecified group.

The generic group model is also used for providing evidence about newly introduced hardness assumptions.

### 2.6 Complexity Problem

### 2.6.1 Computational Diffie-Hellman Problem

The computational Diffie-Hellman problem was proposed by Diffie and Hellman [DH76].

Definition 2.8 Computational Diffie-Hellman Problem. Let $\mathbb{G}$ be a cyclic group of order $q$. Let $g$ be a generator of $\mathbb{G}$. Let $\mathcal{A}$ be an attacker. $\mathcal{A}$ tries to solve the following problem: Given $\left(g, g^{a}, g^{b}\right)$ for some unknown $a, b \in \mathbb{Z}_{q}^{*}$, compute $g^{a b}$.

The advantage of an probabilistic algorithm $\mathcal{A}$, which is polynomially bounded with a security parameter $\lambda$, is defined as

$$
A d v_{\mathbb{G}, \mathcal{A}}^{C D H}(\lambda)=\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{a b}\right)=1\right],
$$

where $a, b$ are drawn from the uniform distribution on $\mathbb{Z}_{q}^{*}$.
The CDH problem is said to be intractable, if for every probabilistic polynomial time (PPT) algorithm $\mathcal{A}, \operatorname{Adv} v_{\mathbb{G}, \mathcal{A}}^{C D H}(\lambda)$ is negligible.

### 2.6.2 Decisional Diffie-Hellman Problem

Boneh [Bon98] surveyed the decisional Diffie-Hellman problem and demonstrated its security.

Definition 2.9 Decisional Diffie-Hellman Problem. Let $\mathbb{G}$ be a cyclic group of order $q$. Let $g$ be a generator of $\mathbb{G}$. Let $\mathcal{A}$ be an attacker. $\mathcal{A}$ tries to distinguish $\left(g, g^{a}, g^{b}, g^{a b}\right)$ from $\left(g, g^{a}, g^{b}, g^{z}\right)$ for some unknown $a, b, z \in \mathbb{Z}_{q}^{*}$.

The advantage of an probabilistic algorithm $\mathcal{A}$, which is polynomially bounded with a security parameter $\lambda$, is defined as

$$
A d v_{\mathbb{G}, \mathcal{A}}^{D D H}=\left|\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{a b}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{z}\right)=1\right]\right|
$$

where $a, b, z$ are drawn from the uniform distribution on $\mathbb{Z}_{q}^{*}$.
The DDH problem is said to be intractable, if for every probabilistic polynomial time algorithm $\mathcal{A}, \operatorname{Ad} v_{\mathbb{G}, \mathcal{A}}^{D D H}(\lambda)$ is negligible.

### 2.6.3 Computational Bilinear Diffie-Hellman Problem

The computational bilinear Diffie-Hellman problem was introduced by Boneh and Franklin [BF01].

Definition 2.10 Computational Bilinear Diffie-Hellman Problem. Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be two groups of the same order $q$. Let $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ be a bilinear mapping on $\left(\mathbb{G}, \mathbb{G}_{T}\right)$. Let $g$ be a generator of $\mathbb{G}$. The computational bilinear Diffie-Hellman $(B D H)$ problem is the following: Given $\left(g, g^{a}, g^{b}, g^{c}\right)$ for some unknown $a, b, c \in \mathbb{Z}_{q}^{*}$, compute $e(g, g)^{a b c}$.

The advantage of an probabilistic algorithm $\mathcal{A}$, which is polynomially bounded with a security parameter $\lambda$, is defined as

$$
A d v_{\mathbb{G}, \mathcal{A}}^{B D H}(\lambda)=\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{c}, e(g, g)^{a b c}\right)=1\right]
$$

where $a, b, c$ are drawn from the uniform distribution on $\mathbb{Z}_{q}^{*}$.
The BDH problem is said to be intractable, if for every probabilistic polynomial time algorithm $\mathcal{A}, \operatorname{Ad} v_{\mathbb{G}, \mathcal{A}}^{B D H}(\lambda)$ is negligible.

### 2.6.4 Decisional Bilinear Diffie-Hellman Problem

The decisional bilinear Diffie-Hellman problem was also introduced by Boneh and Franklin [BF01] to construct provably secure IBE.

Definition 2.11 Decisional Bilinear Diffie-Hellman Problem. Let $\mathbb{G}$ and $\mathbb{G}_{T}$ be two groups of the same order $q$. Let $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$ be a bilinear mapping on $\left(\mathbb{G}, \mathbb{G}_{T}\right)$. Let $g$ be a generator of $\mathbb{G}$. The decisional bilinear Diffie-Hellman ( $D B D H$ ) problem is to distinguish $\left(g, g^{a}, g^{b}, g^{c}, e(g, g)^{\text {abc }}\right)$ from $\left(g, g^{a}, g^{b}, g^{c}, e(g, g)^{z}\right)$ for some unknown $a, b, c, z \in \mathbb{Z}_{q}^{*}$.

The advantage of an probabilistic algorithm $\mathcal{A}$, which is polynomially bounded with a security parameter $\lambda$, is defined as

$$
A d v_{\mathbb{G}, \mathcal{A}}^{D B D H}=\left|\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{c}, e(g, g)^{a b c}\right)=1\right]-\operatorname{Pr}\left[\mathcal{A}\left(g, g^{a}, g^{b}, g^{c}, e(g, g)^{z}\right)=1\right]\right|,
$$

where $a, b, c, z$ are drawn from the uniform distribution on $\mathbb{Z}_{q}^{*}$.
The DBDH problem is said to be intractable, if for every probabilistic polynomial time algorithm $\mathcal{A}, \operatorname{Adv} v_{\mathbb{G}, \mathcal{A}}^{D B D H}(\lambda)$ is negligible.

### 2.6.5 Subgroup Decision Problem

The subgroup decision problem says that given an element $g \in \mathbb{G}$, where $\mathbb{G}$ is a composite order $n=p q$ cyclic group, there is no efficient algorithm to determine whether $g$ has order $p$. In particular, this problem implies that it is infeasible to factor the group order $n$. It was introduced by Boneh, Goh, and Nissim [BGN05]

Definition 2.12 Subgroup Decision Problem. Given a composite order $n=p q$ cyclic group $\mathbb{G}$ and its subgroup $\mathbb{G}_{q}$ of order $q, w$ is selected at random either from $\mathbb{G}$ (with probability 1/2) or from $\mathbb{G}_{q}$ (with probability 1/2). Decide whether $w$ is in $\mathbb{G}_{q}$.

The advantage of an algorithm $\mathcal{A}$ solving the subgroup decision problem is defined as $\mathcal{A}$ 's excess probability beyond $1 / 2$ of outputting the correct solution. The subgroup decision problem is said to be intractable, if for every PPT algorithm $\mathcal{A}$, the success probability of guessing advantage for the problem is negligible. The assumption that the subgroup decision problem is hard is called the Subgroup Hiding (SGH) assumption [BGN05].

### 2.7 Cryptographic Primitives

### 2.7.1 Digital Signature

In the digital world, digital signature implements functions of traditional handwritten signature by using mathematical approaches. It is usually used to convince the verifier that a claimed sender has endorsed a message and the message has not been altered during its transmission. On one hand, the sender cannot deny he has sent the message. On the other hand, digital signature confirms the integrity of digital messages. The generation of digital signatures depends on some secret known only to the signer and the messages to be signed. The verification only requires public information of the signer and the signed message.

In 1976, Diffie and Hellman [DH76] introduced the notion of digital signature in the public key cryptography. After that, Rivest, Shamir, and Adleman [RSA78] proposed the famous RSA algorithm. In 1988, Goldwasser, Micali, and Rivest [GMR88] formalized the security model of digital signature schemes. They also presented the first digital signature scheme which can be proven to prevent existential forgery against chosen message attacks.

A typical digital signature scheme consists of the following three algorithms:

- KeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- Sign: On input of the message $m$ to be signed and a signer's private key $S K$, this algorithm produces a signature $\sigma$ of $m$ on behalf of the signer.
- Verify: On input of a claimed message $m$, a claimed signer's public key $P K$ and a claimed signature $\sigma$, this algorithm either accepts or rejects the claimed signature on the claimed message depending on its validity.

Two main properties should be ensured about digital signature schemes. One is correctness, which means for every validly generated signature, it will pass the verification. The other is unforgeability, which means without knowing the actual signer's private key, anyone should be computationally infeasible to forge a valid signature on behalf of the actual signer.

### 2.7.2 Identity-Based Cryptography

In the identity-based cryptography, a user's public key is no longer attested by digital certificate. It could be publicly computed from the user's identity which is an arbitrary single string associated with the user, such as an email address or an IP address. User's private key should be computed by a trusted third party, called the Private Key Generator (PKG), after the user's identity is authenticated. Along with the emergence of the concept of identity-based cryptography [Sha85], the first identity-based signature scheme was also proposed by using the RSA [RSA78] function. The provably secure identity-based encryption was still an open problem until 2001, when Boneh and Franklin [BF01] and Cocks [Coc01] solved it independently.

A typical identity-based signature scheme consists of the following four algorithms.

- Setup: On input of a security parameter $\lambda$, the trusted third party PKG creates its master secret key $M K$ and public parameters params. The master secret key $M K$ is kept secret, which is only known to the PKG. The public parameters params are published to as many as possible interested parties.
- Extract: After authenticating the signer, the PKG takes the public parameters params, the signer's identity $I D$, and the master secret key $M K$ as input, and gives the private key $S_{I D}$ to the signer.
- Sign: The signer takes the public parameters params, his private key $S_{I D}$ and the message $m$, which is about to be signed, as input, and outputs a signature $\sigma$ on the message $m$.
- Verify: The verifier takes the claimed signature $\sigma$, the signed message $m$, and the signer's identity $I D$ as input, and either accepts or rejects the signature $\sigma$ depending on its validity.

A typical identity-based encryption scheme consists of the following four algorithms.

- Setup: On input of a security parameter $\lambda$, the trusted third party PKG creates its master secret key $M K$ and public parameters params. The master secret key $M K$ is kept secret, which is only known to the PKG. The public parameters params are published to as many as possible interested parties.
- Extract: After authenticating the receiver, the PKG takes the public parameters params, the receiver's identity $I D$ and the master secret key $M K$ as input, and gives the private key $S_{I D}$ to the receiver.
- Encrypt: The sender takes the public parameters params, the receiver's identity $I D$, the message $m$, which is about to be encrypted, as input, and outputs a ciphertext $C$ on the message $m$.
- Decrypt: After receiving the ciphertext $C$, the receiver uses the private key $S_{I D}$ and the public parameters params to restore the plaintext $m$.


### 2.7.3 Attribute-Based Signature

In traditional digital signature schemes, every user possesses a randomly chosen private key and a corresponding public key. Every signature is associated with a particular public key. Only the user who possesses the corresponding private key can sign materials associated with the specified public key. This situation remains in the identity-based signature schemes. In the attribute-based signature schemes, signatures are no longer associated with a particular public key, but associated with a set of attributes. Attribute-based signature was first introduced as fuzzy identitybased signature [YCD08]. It is also proposed in [SY08, MPR08]. Attribute-based signatures endorse messages by users who claim to have attributes satisfying some policies. Every user whose attributes satisfies the policy can sign the message. Thus, attribute-based signature supports fine-grain access control. In addition to this, attribute-based signature also provides attribute privacy, which means in the attribute-based signature scheme the signature reveals nothing about the attributes of the signer beyond what is explicitly revealed by the claim being made. The verification does not reveal how the policy was satisfied. Furthermore, users cannot collude to pool their attributes together.

A typical attribute-based signature scheme consists of the following four algorithms.

- Setup: On input of a security parameter $\lambda$ and the universe of attributes $\mathcal{U}$, the central authority creates its master secret key $M K$ and public parameters params. The master secret key $M K$ is kept secret, which is only known to the central authority. The public parameters params are published to as many as possible interested parties.
- Extract: After authenticating the signer who possesses some attribute set $\omega$, the central authority takes the signer's attribute set $\omega$ and the master secret key $M K$ as input, and gives the private key $\left\{D_{i}\right\}_{i \in \omega}$ corresponding to the attribute set $\omega$ to the signer.
- Sign: In order to sign a message $m$ for a predicate $\Upsilon$, the signer takes the public parameters params, private key $\left\{D_{i}\right\}_{i \in \omega}$ corresponding to the attribute set $\omega$, and the message $m$, which is about to be signed, as input, and outputs a signature $\sigma$ on the message $m$ when the attributes $\omega$ satisfy the predicate $\Upsilon$.
- Verify: After receiving a claimed signature $\sigma$, the signed message $m$, and a predicate $\Upsilon$, this algorithm takes the public parameters params as input to check the validity of the signature. Then, the claimed signature $\sigma$ is either accepted or rejected depending on its validity.


### 2.7.4 Non-Interactive Zero Knowledge Proof

Zero knowledge proof was introduced by Goldreich, Micali, and Wigderson [GMW86]. In a zero knowledge proof, the prover proves to the verifier that a statement is true, without leaking any information apart from the fact that the statement is really true.

A zero-knowledge proof must satisfy three properties:

1. Completeness: If a statement is true, an honest verifier will be convinced of this fact by an honest prover.
2. Soundness: If a statement is false, a cheating prover cannot convince an honest verifier that the statement is true, except with very small probability.
3. Zero-knowledge: If a statement is true, no verifier can get any extra information beyond the fact that the statement is indeed true.

After sharing a common random string between the prover and the verifier, Blum, Feldman, and Micali [BFM88] showed that zero knowledge proof could be achieved without interaction between the prover and the verifier. This is the so-called noninteractive zero knowledge proof. Pass [Pas03] showed that some properties, such as deniability of the interactive zero knowledge proof, is not preserved in the common reference string model non-interactive zero knowledge proof. However, due to its
good privacy, authentication, and non-interactive property, it is widely used for non-interactive tasks.

### 2.7.5 Authenticated Encryption with Authenticated Header

Authenticated encryption provides simultaneously confidentiality, integrity, and authenticity. It has been studied by Bellare, and Namprempre [BN00]. Authenticated encryption became a distinct cryptographic primitive mainly because that trivially gluing an encryption scheme and a signature scheme usually results in insecure system [BRW04, KVW04].

Authenticated encryption with authenticated header in the symmetric key setting has been studied by Rogaway [Rog02]. The header provides authenticity and integrity for messages which confidentiality is not required, but authenticity is desired.

A typical authenticated encryption with authenticated header scheme consists of the following three algorithms.

- KeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- Authenticated Encryption: On input of the plaintext $m$, the sender's private key $S K_{\text {sender }}$, the receiver's public key $P K_{\text {receiver }}$, and a header $h$ in plaintext, which will not be encrypted but will be authenticated, the authenticated encryption algorithm produces an authenticated ciphertext $C$.
- Authenticated Decryption: On input of the authenticated ciphertext $C$, the sender's public key $P K_{\text {sender }}$, the receiver's private key $S K_{\text {receiver }}$, and the header $h$, the authenticated decryption algorithm outputs the plaintext $m$ when the ciphertext $C$ and the header $h$ are verified as valid, or an error otherwise.


### 2.7.6 Multisignature

A multisignature convinces the verifier that a certain number of signers have endorsed the given message. The number of signers of a multisignature is not fixed. A multisignature is much shorter than the simple collection of the corresponding individual signatures.

Multisignature was introduced by Itakura and Nakamura [IN83], and has been formalized by Ohta and Okamoto [OO99] and Micali, Ohta, and Reyzin [MOR01].

A normal multisignature scheme consists of the following three algorithms.

- MKeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- MSign: This is usually an interactive algorithm run by arbitrary number of signers. On input of each signer's private key $S K_{i}$ and the message $m$ to be signed, it outputs a multisignature $\sigma$.
- MVerify: The verification algorithm takes as input a claimed multisignature $\sigma$ on a message $m$ and all signers' public keys $P K_{i}$. It either accepts or rejects the claimed multisignature on the claimed message depending on its validity..


### 2.7.7 Ring Signature

In the ring signature scheme, an actual signer among a set of users signs messages using his private key, his public key, and other users' public keys. A ring signature convinces the verifier that a message is endorsed by one of the ring members, but do not reveal which member is the actual signer. Ring signature was introduced by Rivest, Shamir, and Tauman [RST01].

Usually, A ring signature scheme consists of the following three algorithms.

- KeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- Sign: On input of the signers' public keys $\left\{P K_{i}\right\}_{i \in R}$ included in the ring $R$, the actual signer's private key $S K_{i^{*}}$, and a message $m$, this algorithm outputs a ring signature $\sigma$ on the message $m$ on behalf of the whole ring $R$.
- Verify: The verifier takes the claimed ring signature $\sigma$, the message $m$, and the public keys $\left\{P K_{i}\right\}_{i \in R}$ of all members of the ring $R$ as input, and either accepts or rejects the claimed ring signature on the claimed message depending on its validity.


### 2.7.8 Quotable Signature

In the quotable signature schemes, for every substring $m^{\prime}$ of a message $m$, it is possible for a third party to derive a signature on $m^{\prime}$ from a signature on $m$ on behalf of the same signer. Moreover, the derived signature on $m^{\prime}$ reveals no extra information about $m$, which means the derived signature cannot be distinguished from a fresh one even when the original signature on $m$ is given. In the quotable signature, only signatures on arbitrary substrings of the original message could be derived. Signatures on subsequences of the original message are not allowed to be derived. Quotable signature was introduced by Ahn et al. [ABC $\left.{ }^{+} 12\right]$. Then, it is improved by Attrapadung, Libert, and Peters [ALP13].

Normally, a quotable signature scheme consists of the following four algorithms.

- KeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- Sign: On input of the message $m$ to be signed and a signer's private key $S K$, this algorithm produces a signature $\sigma$ of $m$ on behalf of the signer.
- Quote: This algorithm takes as input a signature $\sigma$ on a message $m$, and a substring $m^{\prime}$ of $m$. It first checks the validity of $\sigma$. If $\sigma$ is valid, it produces a new signature $\sigma^{\prime}$ on $m^{\prime}$ on behalf of the same signer. Otherwise, it outputs a special symbol $\perp$ to represent failure.
- Verify: The verification algorithm takes as input a purported signature $\sigma$ on a message $m$ and the corresponding public key $P K$. It either accepts or rejects the claimed signature on the claimed message depending on its validity.


### 2.7.9 Proxy Re-Signature

In the proxy re-signature schemes, a semi-trusted proxy, who is given some secret information of the delegator, say Bob, acts as a translator between the delegatee Alice and the delegator Bob. The proxy is able to convert a signature from Alice into a signature from Bob on the same message, while the proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either Alice or Bob.

The notion of proxy re-signature was introduced by Blaze, Bleumer, and Strauss [BBS98], then formalized by Ateniese and Hohenberger [AH05].

Normally, a proxy re-signature scheme consists of the following five algorithms.

- KeyGen: On input of the security parameter $\lambda$, this algorithm outputs user's private key $S K$ and the corresponding public key $P K$.
- ReKey: On input of the private keys and the public keys of the delegator $P K_{B o b}, S K_{\text {Bob }}$ and the delegatee $P K_{\text {Alice }}, S K_{\text {Alice }}$, in which the delegatee's private key $S K_{\text {Alice }}$ is usually not required, this algorithm outputs a re-signing key $R K_{\text {Alice } \rightarrow \text { Bob }}$ for the proxy. The re-signing key $R K_{\text {Alice } \rightarrow \text { Bob }}$ allows the proxy to transform Alice's signatures into Bob's signatures. Therefore, Bob is the delegator, and Alice is the delegatee.
- Sign: On input of the message $m$ to be signed and a signer's private key $S K$, this algorithm produces a signature $\sigma$ of $m$ on behalf of the signer.
- ReSign: On input of a re-signing key $R K_{\text {Alice } \rightarrow \text { Bob }}$, the public key of the delegatee $P K_{\text {Alice }}$, a purported signature $\sigma_{\text {Alice }}$ of the delegatee, a message $m$, this algorithm outputs a signature $\sigma_{B o b}$ on the message $m$ on behalf of the delegator, if the purported signature $\sigma_{\text {Alice }}$ of the delegatee on the same message if valid.
- Verify: On input of the claimed message $m$, the claimed sender's public key $P K$ and a claimed signature $\sigma$, this algorithm either accepts or rejects the claimed signature on the claimed message depending on its validity.


## Chapter 3

## Identity-Based Multisignature with Message Recovery

In this chapter, we present a new notion of identity-based multisignature with message recovery. We propose a concrete identity-based multisignature with message recovery scheme based on bilinear pairing in which multiple signers can generate a single constant size multisignature on the same message regardless of the number of signers. There is no requirement to transmit the original message to the verifier, since the original message can be recovered. Therefore, this scheme minimizes the total length of the original message and the appended multisignature. The proposed scheme is proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the CDH problem is hard. The original scheme was presented at ISPEC 2013.

### 3.1 Introduction

In networks with limited bandwidth, long digital signatures will obviously be a drawback. Apart from shortening the signature itself, the other effective method for saving bandwidth in transmission is to eliminate the requirement of transmitting the original message for the signature verification. In this work, we consider on the latter approach.

Consider $n$ different signers. In order to allow any subgroup of them to produce a joint signature on a message $m$ and convince a verifier that each member of the stated subgroup signed the message, two or more signers cooperate to generate a single compact digital signature in a multisignature scheme. A single multisignature can greatly save communication costs instead of transmitting several individual signatures. To verify the validity of a multisignature, one still needs public keys of all signers. In most applications these public keys will have to be transmitted along
with the multisignature. In this case, it partially defeats the primary purpose of using a multisignature scheme, namely to save bandwidth. But the inclusion of some information that uniquely identifies the signers seems inevitable for the verification. Fortunately, in the identity-based setting, this information can be represented in a more succinct way.

Compared to the public key of the signer is essentially random string generated from random secret key in traditional public key signature schemes, in the identitybased scenario, the public key of a signer is simply his identity such as name, email address or IP address. The associated private key can only be computed by a trusted Private Key Generator (PKG). It can avoid using certificates. These features make the identity-based concept particularly appealing for use in conjunction with multisignatures.

When bandwidth is at a premium, another potential problem is that the combined length of the original message and the signature is large. Signature schemes with total or partial message recovery provide a solution to this problem by embedding all or part of the message within the signature. That is, the message does not need to be hashed or sent along with the signature, which saves storage space and communication bandwidth.

In the work of this chapter, the signers are revealed to the verifiers by using their identities. In Chapter 6, we introduce another notion related to digital signature with message recovery. In that work, the signer is anonymous. The real signer is hidden in the signers whose attributes satisfy a certain predicate.
Related Work. In 1984, Shamir introduced the notion of identity-based cryptography to simplify the key management of certificate-based public key infrastructure and proposed an identity-based signature scheme [Sha85]. Since then several practical identity-based signature schemes have been devised [FS87, GQ90, CHC02, Hes03]. Cha and Cheon [CHC02] proposed an identity-based signature scheme using the gap Diffie-Hellman (GDH) groups, and proved their scheme is secure against existential forgery on adaptively chosen message and ID attack under the random oracle model. Hess [Hes03] also proposed an efficient identity-based signature scheme based on pairings. The security of their scheme relies on the hardness of the DiffieHellman problem in the random oracle model.

The notion of multisignature was introduced by Itakura and Nakamura [IN83]. Several works on this topic have been done [Bol02, MOR01, Oka99]. In [MOR01], the first formalized strong notion of security for multisignature was proposed. They
modified the Schnorr-signature-based multisignature scheme originally proposed by Ohta and Okamoto [Oka99] and proved its security. Gangishetti et al. [GGDS06] presented identity-based serial and parallel multisignature schemes using bilinear pairings. Harn and Ren [HR08] proposed an efficient RSA multisignature scheme based on Shamir's identity-based signature.

In order to minimize the total length of the original message and the appended signature, the message recovery schemes were introduced (e.g. [NR93]). Zhang et al. [ZSM05] proposed an identity-based message recovery signatures scheme. Their scheme can be regarded as the identity-based version of Abe-Okamoto's scheme [AO99]. Their scheme was also extended to achieve an identity-based partial message recovery signature scheme. Based on the scheme due to Zhang et al. [ZSM05], we achieve the goal of minimizing the total length of the original message and the appended multisignature in the identity-based setting.

Our Contributions. We present a provably secure (existentially unforgeable against adaptively chosen message attacks) identity-based multisignature with message recovery scheme based on bilinear pairing under the Computational DiffieHellman assumption in the random oracle model. Since the original message can be recovered, there is no need to transmit the original message to the verifier. This scheme minimizes the total length of the original message and the multisignature. It also could be viewed as a short identity-based multisignature scheme, since it eliminates the requirement of transmitting the original message for the signature verification. We also present a concrete analysis of the reduction to prove the security of the proposed multisignature scheme. More precisely, we can show that if there is an attacker who can forge a valid multisignature to pass the verification, then the Computational Diffie-Hellman problem is solved.
Organization of This Chapter. The rest of this chapter is organized as follows: In Section 3.2, we provide a formal definition of the identity-based multisignature with message recovery scheme. In Section 3.3, we present a security model for the new scheme. In Section 3.4, we present a concrete identity-based multisignature with message recovery scheme based on bilinear pairing. Section 3.5 provides the security proof for the proposed scheme. Section 3.6 concludes this chapter.

### 3.2 Formal Definitions

In an identity-based multisignature with message recovery scheme, there is a trusted party Private Key Generator (PKG). PKG is required to generate all the users' private keys.

There are three parties in the system, the PKG, the signer and the verifier. The scheme is ideal for closed groups of users such as the executives of a multinational company or the branches of a large bank, since the headquarters of the corporation can serve as a key generation centre that everyone trusts. This scheme consists of the following four algorithms.

Setup: PKG sets up its secret key with respect to a security parameter $\lambda$ as the master key of this scheme and publishes the corresponding public key. PKG should generate related groups and point out the generator of these groups. PKG also should describe which bilinear mapping and hash functions will be used in this scheme and publish these public information to all interested principals.

Extract: When a principal requires its private key $S_{I D}$ corresponding its identity $I D$, this algorithm generates the private key using the master key and the principal's identity, and returns the private key to the principal.

Sign: This is an interactive algorithm. Several principals who got their private keys from the Extract algorithm can firstly generate their individual signatures on a message $m$ respectively, and one of them or other specified trusted principal can generate a single compact multisignature $\sigma$ on the message $m$ corresponding to these principals who participate in this algorithm.

Verify: On receiving a multisignature $\sigma$ and several principals' identities $I D_{1}$, $I D_{2}, \cdots, I D_{n}$, this algorithm checks whether the multisignature is valid corresponding to these principals' public keys. If the multisignature is valid, the original message $m$ can be recovered from this multisignature.

### 3.3 Security Model

Boldyreva [Bol02] defined the notion of security for multisignature as no valid multisignature should keep an honest player that part of the alleged subgroup accountable if it did not participate in signing. That is to say, no adversary can forge an alleged multisignature of some message corresponding to an alleged subgroup of
signers so that a verifier can check the multisignature as valid when not all signers of the alleged subgroup did sign the message. In order to achieve its goal, an adversary is allowed to corrupt players and send arbitrary messages during the multisignature generation process.

We use a similar definition of existential unforgeability against chosen message attacks of [Bol02]. Our definition is strong enough to capture an adversary who can simulate and observe the scheme. It is defined using the following game between an adversary $\mathcal{A}$ and a challenger $\mathcal{C}$.

Assume in a subgroup of $n$ signers who want to participate in generating a multisignature, there is only one honest signer. All other $n-1$ members of the subgroup have been corrupted by the adversary. This means the adversary can get secret keys of the corrupted signers. But the adversary only knows the public key of the single honest signer. The adversary can participate in the multisignature generation process on behalf of these $n-1$ corrupted signers. Its goal is to frame the honest signer.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get the system's master secret key with respect to a security parameter $\lambda$ and sends the system's public parameters params to adversary $\mathcal{A}$. $\mathcal{A}$ can access to some random oracles. In these random oracles, for every unique query, they respond a random response. If a query has been submitted before, they respond the same value as they responded the first time. $\mathcal{A}$ can also access to the following oracles to conduct an attack.

Extract Oracle: For each Extract query with respect to a user $I D_{i}$ except for the honest user $I D^{*}, \mathcal{C}$ returns $S_{I D_{i}}$ as the user's private key.

Sign Oracle: For each Sign query on arbitrary message $m$ with respect to a subgroup of $n$ signers' identities $I D_{1}, I D_{2}, \cdots, I D_{n}$, this oracle returns a valid multisignature $\sigma$ on the message $m$ with respect to these $n$ signers.

Output: $\mathcal{A}$ outputs an alleged multisignature $\sigma^{*}$ on a message $m$ with respect to a subgroup of $n$ signers $I D_{1}, \cdots, I D^{*}, \cdots, I D_{n}$ in which includes an honest signer $I D^{*}$ who did not participate in the multisignature generation process. If there was no Sign queries with respect to the message $m$ and a subgroup of signers in which includes the honest signer $I D^{*}$ have been queried to the Sign Oracle, and there was no Extract query with respect to the honest signer $I D^{*}$ has been queried to the Extract Oracle, $\mathcal{A}$ wins the game if the multisignature $\sigma^{*}$ can be verified as a valid multisignature.

If there is no such polynomial-time adversary that can forge a valid multisignature with respect to a subgroup of signers which includes an honest signer, while the honest signer did not participate in the multisignature generation process in the game described above, we say that the multisignature scheme is secure against existential forgery under the chosen message attack.

The success probability of an adversary to win the game is defined by

$$
\operatorname{Succ}_{\mathcal{A}}^{U F-I D M M R-C M A}(\lambda) .
$$

We say that an identity-based multisignature with message recovery scheme is existentially unforgeable under a chosen message attack if the success probability of any polynomially bounded adversary in the above game is negligible. In other words,

$$
S_{u c c}^{\mathcal{A}} \underset{U F-I D M M R-C M A}{ }(\lambda) \leq \epsilon(\lambda)
$$

### 3.4 Proposed Scheme

Let $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ be two groups of the same prime order $q$. Let $P$ be a generator of $\mathbb{G}_{1}$. Suppose there exists a bilinear map $\hat{e}: \mathbb{G}_{1} \times \mathbb{G}_{1} \rightarrow \mathbb{G}_{2}$.

Setup: PKG chooses a random number $s \in \mathbb{Z}_{q}^{*}$ and keeps it as the master-key of this system. This master-key is known only to PKG itself. PKG sets $P_{p u b}=P^{s}$ as the system's public key and publishes this public key and other system parameters params $=\left\{\mathbb{G}_{1}, \mathbb{G}_{2}, \hat{e}, q, P, H_{1}, H_{2}, F_{1}, F_{2}, k_{1}, k_{2}\right\}$.

Here $|q|=k_{1}+k_{2} . H_{1}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{*}, H_{2}:\{0,1\}^{*} \rightarrow \mathbb{G}_{1}^{*}, F_{1}:\{0,1\}^{k_{2}} \rightarrow\{0,1\}^{k_{1}}$ and $F_{2}:\{0,1\}^{k_{1}} \rightarrow\{0,1\}^{k_{2}}$ are four cryptographic hash functions.

Extract: A user submits his/her identity information $I D_{i}$ to PKG. PKG computes the user's public key as $Q_{I D_{i}}=H_{2}\left(I D_{i}\right)$, and returns $S_{I D_{i}}=Q_{I D_{i}}^{s}$ to the user as his/her private key.

Sign: Let the message be $m \in\{0,1\}^{k_{2}}$.
Each signer randomly selects an element $K_{i}$ in $\mathbb{G}_{1}$ and computes $v_{i}=\hat{e}\left(K_{i}, P\right)$. $v_{i}$ is broadcast to other signers.

Once each signer's $v_{i}$ is available through the broadcast channel. They compute
their individual signatures as follows:

$$
\begin{aligned}
v & =\prod_{i=1}^{n} v_{i}=\hat{e}\left(K_{1}, P\right) \hat{e}\left(K_{2}, P\right) \cdots \hat{e}\left(K_{n}, P\right)=\hat{e}\left(\prod_{i=1}^{n} K_{i}, P\right) \\
f & =F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right) \\
r & =H_{1}(v)+f \\
U_{i} & =K_{i} / S_{I D_{i}}^{r} .
\end{aligned}
$$

In the above computation, the symbol $\|$ denotes concatenation of two operands.
Each signer transmits its individual signature $\left(v_{i}, r, U_{i}\right)$ to the clerk who may be one of these signers or other specified trusted principal.

Once the clerk receives an individual signature $\left(v_{i}, r, U_{i}\right)$, he needs to verify the validity of this individual signature. The verification procedure of the clerk checks that

$$
v_{i}=\hat{e}\left(U_{i}, P\right) \hat{e}\left(Q_{I D_{i}}, P_{p u b}\right)^{r} .
$$

Once all individual signatures are received and verified by the clerk as valid, the multisignature of the message $m$ with respect to these signers who generate these individual signatures can be generated as $(r, U)$, where

$$
U=\prod_{i=1}^{n} U_{i}=\prod_{i=1}^{n} K_{i} / S_{I D_{i}}^{r} .
$$

Verify: Given a multisignature $(r, U)$ and $n$ signers' identities $I D_{1}, I D_{2}, \cdots, I D_{n}$ who stated have signed a message, a verifier computes

$$
r-H_{1}\left(\hat{e}(U, P) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}, P_{p u b}\right)^{r}\right)=f,
$$

and

$$
m=[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)
$$

In the above computation, the subscript $k_{2}$ of $f$ denotes the least significant $k_{2}$ bits of $f$, and the superscript $k_{1}$ of $f$ denotes the most significant $k_{1}$ bits of $f$.

The verifier checks whether $[f]^{k_{1}}=F_{1}(m)$ holds. If this equation holds, the verifier accepts this multisignature and recovers the original message $m$ from this multisignature. Otherwise, the verifier rejects the multisignature.

### 3.5 Security Analysis

Theorem 3.1 This identity-based multisignature with message recovery scheme is correct.

Proof. The correctness of this identity-based multisignature with message recovery scheme can be shown as follows.

When the individual signature $\left(v_{i}, r, U_{i}\right)$ is verified,

$$
\begin{aligned}
& \hat{e}\left(U_{i}, P\right) \hat{e}\left(Q_{I D_{i}}, P_{p u b}\right)^{r} \\
= & \hat{e}\left(K_{i} / S_{I D_{i}}^{r}, P\right) \hat{e}\left(Q_{I D_{i}}, P^{s}\right)^{r} \\
= & \hat{e}\left(K_{i} / S_{I D_{i}}^{r}, P\right) \hat{e}\left(Q_{I D_{i}}^{s}, P\right)^{r} \\
= & \hat{e}\left(K_{i} / S_{I D_{i}}^{r}, P\right) \hat{e}\left(S_{I D_{i}}, P\right)^{r} \\
= & \hat{e}\left(K_{i} / S_{I D_{i}}^{r}, P\right) \hat{e}\left(S_{I D_{i}}^{r}, P\right) \\
= & \hat{e}\left(K_{i}, P\right) \\
= & v_{i} .
\end{aligned}
$$

This means if the individual signature $\left(v_{i}, r, U_{i}\right)$ is indeed generated by signer $I D_{i}$, the equation $v_{i}=\hat{e}\left(U_{i}, P\right) \hat{e}\left(Q_{I D_{i}}, P_{p u b}\right)^{r}$ will always hold.

When the multisignature $(r, U)$ is verified, we can recover $v$ which is used by each signer in the multisignature generation from the following computation.

$$
\begin{aligned}
& \hat{e}(U, P) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}, P_{p u b}\right)^{r} \\
= & \hat{e}\left(\prod_{i=1}^{n} K_{i} / \prod_{i=1}^{n} S_{I D_{i}}^{r}, P\right) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}, P^{s}\right)^{r} \\
= & \hat{e}\left(\prod_{i=1}^{n} K_{i} / \prod_{i=1}^{n} S_{I D_{i}}^{r}, P\right) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}^{s}, P\right)^{r} \\
= & \hat{e}\left(\prod_{i=1}^{n} K_{i} / \prod_{i=1}^{n} S_{I D_{i}}^{r}, P\right) \hat{e}\left(\prod_{i=1}^{n} S_{I D_{i}}, P\right)^{r} \\
= & \hat{e}\left(\prod_{i=1}^{n} K_{i} / \prod_{i=1}^{n} S_{I D_{i}}^{r}, P\right) \hat{e}\left(\prod_{i=1}^{n} S_{I i_{i}}^{r}, P\right) \\
= & \hat{e}\left(\prod_{i=1}^{n} K_{i}, P\right) \\
= & v .
\end{aligned}
$$

Then, using this $v$ and part of the multisignature $r$, we can recover $f$ from the following computation.

$$
\begin{aligned}
& r-H_{1}\left(\hat{e}(U, P) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}, P_{p u b}\right)^{r}\right) \\
= & r-H_{1}(v) \\
= & H_{1}(v)+f-H_{1}(v) \\
= & f .
\end{aligned}
$$

Since $f$ is computed from $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$, we will try to recover the original message $m$ from $f$ like this:

$$
\begin{aligned}
& {[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right) } \\
= & {\left[F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)\right]_{k_{2}} \oplus F_{2}\left(\left[F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)\right]^{k_{1}}\right) } \\
= & F_{2}\left(F_{1}(m)\right) \oplus m \oplus F_{2}\left(F_{1}(m)\right) \\
= & m
\end{aligned}
$$

As previously declared, the subscript $k_{2}$ and the superscript $k_{1}$ of $f$ denote the least significant $k_{2}$ and the most significant $k_{1}$ bits of $f$ respectively.

After recovering the alleged original message $m$, we need to check whether $[f]^{k_{1}}=F_{1}(m)$ to verify the validity of the multisignature. If this equation holds, the multisignature $(r, U)$ is valid and the original message $m$ is recovered. Otherwise, the multisignature $(r, U)$ is a forged one.

Theorem 3.2 This identity-based multisignature with message recovery scheme is existentially unforgeable under chosen message attacks in the random oracle model, under the assumption that the Computational Diffie-Hellman problem is hard.

Proof. Assume there is an algorithm $\mathcal{A}$ that can forge a multisignature under chosen message attacks. There will be another algorithm $\mathcal{B}$ that can run the algorithm $\mathcal{A}$ to solve the CDH problem.

In the process of $\mathcal{B}$ using $\mathcal{A}$ to solve the CDH problem, $\mathcal{B}$ needs to simulate all the oracles that $\mathcal{A}$ can query as follows.

Setup: $\mathcal{B}$ sets up $P_{p u b}=P^{a}$ as the system's public key and sends $P_{p u b}$ and other system parameters params $=\left\{\mathbb{G}_{1}, \mathbb{G}_{2}, \hat{e}, q, P, H_{1}, H_{2}, F_{1}, F_{2}, k_{1}, k_{2}\right\}$ to adversary $\mathcal{A}$. In this case, $\mathcal{B}$ only knows the system's public key is $P^{a}$, but he does not know
the corresponding master-key $s$ which is actually $a$ in this concrete situation. Two hash functions $F_{1}, F_{2}$ of the four hash functions used in this scheme are published as normal hash functions. The other two hash functions $H_{1}, H_{2}$ are both treated as random oracles.
$\mathbf{H}_{1}$ Queries: $\mathcal{B}$ creates and keeps two lists of tuples to simulate $H_{1}$ Oracle. At the beginning of the simulation, both of these lists are empty.

One list is called $H v_{n}$-List which is used to store tuples like

$$
\left(v_{1}, v_{2}, \cdots, v_{n}, h\right)
$$

In this type of tuples, the first $n$ elements come from group $\mathbb{G}_{2}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

After receiving an $H_{1}$ hash query with respect to several elements $v_{1}, v_{2}, \cdots, v_{n}$ in $\mathbb{G}_{2}$ and a message $m$, if the first $n$ elements $v_{1}, v_{2}, \cdots, v_{n}$ are not as a record in the $v^{*}$-List which is constructed in the Sign Oracle and not in a record in this $H v_{n}$-List, $\mathcal{B}$ randomly selects $h \in \mathbb{Z}_{q}^{*}$ and returns $h$ as the $H_{1}$ hash value of $v=$ $\prod_{i=1}^{n} v_{i}$. Then, $\mathcal{B}$ records the tuple $\left(v_{1}, v_{2}, \cdots, v_{n}, h\right)$ in this $H v_{n}$-List. If the first $n$ elements $v_{1}, v_{2}, \cdots, v_{n}$ are already in a record in this $H v_{n}$-List, $\mathcal{B}$ only returns the corresponding $h$ in the record as the $H_{1}$ hash value. All in all, this list matches the situation that the honest signer is not required to participate in the multisignature generation.

The other list is called $H v^{*}$-List which is used to store tuples like

$$
\left(m, v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}, y-f\right)
$$

In this type of tuples, the first element $m$ is an arbitrary message to be signed by a subgroup which includes the honest signer. The next $n$ elements come from group $\mathbb{G}_{2}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

After receiving an $H_{1}$ hash query with respect to several elements $v_{1}, v_{2}, \cdots, v^{*}$ in $\mathbb{G}_{2}$ and a message $m$, if the first $n$ elements $v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}$ are as a record in the $v^{*}$-List which is constructed in the Sign Oracle but not as a record in this $H v^{*}$-List, $\mathcal{B}$ returns $y-f$ as the $H_{1}$ hash value of $v=\prod_{i=1}^{n-1} v_{i} \cdot v^{*}$ in which $y$ is got from the corresponding record in the $v^{*}$-List and $f$ is computed by the equation $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$ with respect to the message $m$. Then, $\mathcal{B}$ records the tuple $\left(m, v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}, y-f\right)$ in this $H v^{*}$-List. Note that for the same $n$ elements $v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}$ but different message $m$, the value $y$ is same because it
comes from the same record in the $v^{*}$-List, but the value $f$ is different because it is computed by the equation $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$ for different message. So, the returned hash value $y-f$ is different. In this case, we need to add a new record in this $H v^{*}$-List. If these elements $m, v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}$ are already in a record in this $H v^{*}$-List, $\mathcal{B}$ only returns the corresponding $y-f$ in the record as the $H_{1}$ hash value. In a word, this list matches the situation that the honest signer is required to participate in the multisignature generation.
$\mathbf{H}_{2}$ Queries: $\mathcal{B}$ creates and keeps one list $H_{2}$-List to simulate $H_{2}$ Oracle. At the beginning of the simulation, this list is empty.

For each $H_{2}$ hash query with respect to a signer $I D_{i}$ except for the honest signer $I D^{*}$, if $I D_{i}$ is not in a record in this $H_{2}$-List, $\mathcal{B}$ randomly selects $k_{i} \in \mathbb{Z}_{q}^{*}$ and returns $Q_{I D_{i}}=P^{k_{i}}$ as the $H_{2}$ hash value of $I D_{i}$. Then, $\mathcal{B}$ records the tuple $\left(I D_{i}, k_{i}, Q_{I D_{i}}\right)$ in this $H_{2}$-List. If $I D_{i}$ is already in a record in this $H_{2}$-List, $\mathcal{B}$ only returns the corresponding $Q_{I D_{i}}$ in the record as the $H_{2}$ hash value.

For the $H_{2}$ hash query with respect to the honest signer $I D^{*}, \mathcal{B}$ returns $Q_{I D^{*}}=$ $P^{b}$ as the $H_{2}$ hash value of $I D^{*}$.

Extract Queries: $\mathcal{B}$ creates and keeps one list Ex-List to simulate Extract Oracle. At the beginning of the simulation, this list is empty.

For each Extract query with respect to a signer $I D_{i}$ except for the honest signer $I D^{*}$, if $I D_{i}$ is not in a record in this Ex-List, $\mathcal{B}$ looks up the $H_{2}$-List which is created by $H_{2}$ Oracle to find the record about $I D_{i}$. Because a signer needs to query $H_{2}$ Oracle prior to its any other operation, the Extract Oracle can always find out the record with respect to $I D_{i}$ in the $H_{2}$-List. Using the $k_{i}$ value in the record in the $H_{2}$-List with respect to $I D_{i}, \mathcal{B}$ returns

$$
S_{I D_{i}}=P_{p u b}^{k_{i}}=P^{a k_{i}}=P^{k_{i} a}=Q_{I D_{i}}^{a}
$$

as the signer $I D_{i}$ 's private key. Then, $\mathcal{B}$ records the tuple ( $I D_{i}, S_{I D_{i}}$ ) in this Ex-List. If $I D_{i}$ is already in a record in this Ex-List, $\mathcal{B}$ only returns the corresponding $S_{I D_{i}}$ in the record as the signer $I D_{i}$ 's private key.

Sign Queries: $\mathcal{B}$ creates and keeps two lists of tuples to simulate Sign Oracle. At the beginning of the simulation, both of these lists $v_{n}$-List and $v^{*}$-List are empty. $v_{n}{ }^{-}$ List matches the situation that the honest signer is not required to participate in the multisignature generation. $v^{*}$-List matches the situation that the honest signer is
required to participate in the multisignature generation. Without loss of generality, we assume that the target signer is always the last signer $I D_{n}$.

For each Sign query with respect to an arbitrary message $m$ and a subgroup of $n$ signers $I D_{1}, I D_{2}, \cdots, I D_{n}$, this oracle are divided into two phases.

In the first phase, $n-1$ signers $I D_{1}, I D_{2}, \cdots, I D_{n-1}$ generate their individual $v_{i}=\hat{e}\left(K_{i}, P\right)$ in which $K_{i}$ is randomly selected from group $\mathbb{G}_{1}$ and send their $v_{i}$ and the target signer's identity $I D_{n}$ to $\mathcal{B}$.

If $I D_{n}$ is not the honest signer $I D^{*}, \mathcal{B}$ can randomly select an element $K_{n}$ from group $\mathbb{G}_{1}$ and compute $v_{n}=\hat{e}\left(K_{n}, P\right)$. $\mathcal{B}$ returns $v_{n}$ to $\mathcal{A}$ and records the tuple

$$
\left(v_{1}, v_{2}, \cdots, v_{n-1}, v_{n}, K_{n}\right)
$$

in the $v_{n}$-List.
If $I D_{n}$ is the honest signer $I D^{*}, \mathcal{B}$ can randomly select two integers $x, y \in \in_{R} \mathbb{Z}_{q}^{*}$. Then $\mathcal{B}$ computes

$$
v^{*}=\hat{e}\left(P^{a}, P^{b}\right)^{y} \cdot \hat{e}(P, P)^{x}=\hat{e}\left(P^{(y a b+x)}, P\right)
$$

and returns this $v^{*}$ to $\mathcal{A}$. In this case, the corresponding random element from group $\mathbb{G}_{1}$ is

$$
K^{*}=P^{(y a b+x)}
$$

$\mathcal{B}$ records the tuple

$$
\left(v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}, y, x\right)
$$

in the $v^{*}$-List.
In the second phase, $\mathcal{A}$ computes $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$ with respect to the message $m$. $\mathcal{A}$ queries $H_{1}$ Oracle the $H_{1}$ hash value with respect to $\left(v_{1}, v_{2}, \cdots, v_{n-1}\right.$, $\left.v_{n}\right)$ or $\left(v_{1}, v_{2}, \cdots, v_{n-1}, v^{*}\right)$ and the message $m$ and uses this $H_{1}$ hash value to compute the second part of $n-1$ signers' individual signatures $\left(v_{i}, r, U_{i}\right)$ as $r=H_{1}(v)+f$. $\mathcal{A}$ computes the third part

$$
U_{i}=K_{i} / S_{I D_{i}}^{r}=K_{i} / Q_{I D_{i}}^{r a}
$$

of $n-1$ signers' individual signatures by the real Sign algorithm using the previous $r$ and the corresponding private key $S_{I D_{i}}=Q_{I D_{i}}^{a}$ got from the Extract Oracle and sends these $n-1$ individual signatures and the message $m$ to $\mathcal{B}$.
$\mathcal{B}$ needs to compute $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$ at first. If $I D_{n}$ is not the honest signer $I D^{*}, \mathcal{B}$ computes the individual signature $\left(v_{n}, r, U_{n}\right)$ by the real Sign
algorithm using the corresponding $r$ which is computed the same as previous process and $S_{I D_{n}}$ which is got from the Extract Oracle. Then, $\mathcal{B}$ computes $U=\prod_{i=1}^{n} U_{i}$ and returns $(r, U)$ as the multisignature on the message $m$ with respect to $n$ signers $I D_{1}, I D_{2}, \cdots, I D_{n}$. In this case, both of the individual signature $\left(v_{n}, r, U_{n}\right)$ of $I D_{n}$ and the multisignature $(r, U)$ can pass their own verification process. These verifications can be checked by using the method in Theorem 3.1.

If $I D_{n}$ is the honest signer $I D^{*}, \mathcal{B}$ computes $r$ by using $H_{1}$ Oracle as

$$
r=H_{1}(v)+f=y-f+f=y,
$$

and simulates the third part of the honest signer $I D^{*}$ 's individual signature as

$$
U^{*}=K^{*} / S_{I D^{*}}^{r}=P^{(y a b+x)} / P^{y a b}=P^{x}
$$

in which the corresponding $x$ can be found out in the $v^{*}$-List.
Then, $\mathcal{B}$ computes

$$
U=\prod_{i=1}^{n-1} U_{i} \cdot U^{*}
$$

and returns $(r, U)$ as the multisignature on the message $m$ with respect to $n$ signers $I D_{1}, I D_{2}, \cdots, I D_{n-1}, I D^{*}$.

Verify: Both of the individual signature and the multisignature can pass the verifications. The individual signature $\left(v^{*}, r, U^{*}\right)$ can pass the verification as follows.

$$
\begin{aligned}
& \hat{e}\left(U^{*}, P\right) \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r} \\
= & \hat{e}\left(P^{x}, P\right) \hat{e}\left(P^{b}, P^{a}\right)^{y} \\
= & \hat{e}\left(P^{x}, P\right) \hat{e}\left(P^{y a b}, P\right) \\
= & \hat{e}\left(P^{(y a b+x)}, P\right) \\
= & v^{*} .
\end{aligned}
$$

The multisignature $(r, U)$ can also pass the verification as follows.

$$
\begin{aligned}
& \hat{e}(U, P) \hat{e}\left(\prod_{i=1}^{n} Q_{I D_{i}}, P_{p u b}\right)^{r} \\
= & \hat{e}\left(\prod_{i=1}^{n-1} U_{i} \cdot U^{*}, P\right) \hat{e}\left(\prod_{i=1}^{n-1} Q_{I D_{i}} \cdot Q_{I D^{*}}, P^{a}\right)^{y} \\
= & \hat{e}\left(\prod_{i=1}^{n-1} U_{i}, P\right) \hat{e}\left(U^{*}, P\right) \hat{e}\left(\prod_{i=1}^{n-1} Q_{I D_{i}}, P^{a}\right)^{y} \hat{e}\left(Q_{I D^{*}}, P^{a}\right)^{y}
\end{aligned}
$$

$$
\begin{aligned}
& =\hat{e}\left(\prod_{i=1}^{n-1} U_{i}, P\right) \hat{e}\left(\prod_{i=1}^{n-1} Q_{I D_{i}}, P^{a}\right)^{y} \hat{e}\left(U^{*}, P\right) \hat{e}\left(Q_{I D^{*}}, P^{a}\right)^{y} \\
& =\hat{e}\left(\prod_{i=1}^{n-1} K_{i} / \prod_{i=1}^{n-1} Q_{I D_{i}}^{y a}, P\right) \hat{e}\left(\prod_{i=1}^{n-1} Q_{I D_{i}}^{y a}, P\right) \hat{e}\left(P^{x}, P\right) \hat{e}\left(P^{y a b}, P\right) \\
& =\hat{e}\left(\prod_{i=1}^{n-1} K_{i}, P\right) \hat{e}\left(P^{(y a b+x)}, P\right) \\
& =\prod_{i=1}^{n-1} v_{i} \cdot v^{*} .
\end{aligned}
$$

Since we have assumed that adversary $\mathcal{A}$ can forge a multisignature under a chosen message attack, after the simulation process above, $\mathcal{A}$ can output a valid multisignature $\left(r_{1}, U_{1}\right)$ on the message $m$ with respect to a subgroup of $n$ signers which includes the honest signer $I D^{*}$ who did not participate in the multisignature generation. There are two restrictions about this multisignature generation. The first one is there is no query to the Extract Oracle with respect to the honest signer $I D^{*}$. The second one is there is no query to the Sign Oracle with respect to the message $m$ and a subgroup of signers which includes the honest signer $I D^{*} . \mathcal{B}$ can compute the third part $U_{1}^{*}$ of the honest signer $I D^{*}$ 's individual signature $\left(v_{i}^{*}, r_{1}^{*}, U_{1}^{*}\right)$ from the valid multisignature $\left(r_{1}, U_{1}\right)$ as follows.

$$
U_{1}^{*}=U / \prod_{i=1}^{n-1} U_{i}
$$

All these $U_{i}$ come from $\mathcal{A}$ in the second phase of the Sign Query.
$\mathcal{B}$ can reset all the oracles and runs $\mathcal{A}$ for the second time. At the end of the simulation, with a non-negligible probability $\mathcal{B}$ can get another different individual signature $\left(v_{2}^{*}, r_{2}^{*}, U_{2}^{*}\right)$ on the same message $m$ and with respect to the same honest signer $I D^{*}$ when $v_{1}^{*}$ equals to $v_{2}^{*}$. That means for two different random integer pairs $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$,

$$
K_{1}^{*}=P^{\left(y_{1} a b+x_{1}\right)} \text { is equal to } K_{2}^{*}=P^{\left(y_{2} a b+x_{2}\right)} .
$$

Both $\left(r_{1}^{*}, U_{1}^{*}\right)$ and $\left(r_{2}^{*}, U_{2}^{*}\right)$ can pass the verification process, and $K_{1}^{*}$ equals $K_{2}^{*}$. So,

$$
\begin{aligned}
\hat{e}\left(U_{1}^{*}, P\right) \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r_{1}^{*}} & =\hat{e}\left(U_{2}^{*}, P\right) \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r_{2}^{*}}, \\
\hat{e}\left(U_{1}^{*} \cdot S_{I D^{*}}^{r_{1}^{*}}, P\right) & =\hat{e}\left(U_{2}^{*} \cdot S_{I D^{*}}^{r_{2}^{*}}, P\right),
\end{aligned}
$$

$$
\begin{aligned}
U_{1}^{*} \cdot S_{I D D^{*}}^{r_{1}^{*}} & =U_{2}^{*} \cdot S_{I D^{*}}^{r_{2}^{*}}, \\
S_{I D^{*}}^{r_{1}^{*}-r_{1}^{*}} & =U_{2}^{*} / U_{1}^{*} \\
S_{I D^{*}} & =\left(U_{2}^{*} / U_{1}^{*}\right)^{\left(r_{1}^{*}-r_{2}^{*}\right)^{-1}}
\end{aligned}
$$

In this case, $\mathcal{B}$ can compute the honest signer $I D^{* ' s ~ p r i v a t e ~ k e y ~} S_{I D^{*}}$ when he only knows the honest signer $I D^{*}$ 's public key $Q_{I D^{*}}$ and the system's public key $P_{p u b}$. Since $S_{I D^{*}}$ is expressed as $P^{a b}, Q_{I D^{*}}$ is expressed as $P^{b}, P_{p u b}$ is expressed as $P^{a}, \mathcal{B}$ can solve an CDH problem if $\mathcal{A}$ is able to forge valid multisignatures.

If there is no such polynomial-time adversary that can forge a valid multisignature corresponding to a subgroup of signers that include an honest signer, we say that this identity-based multisignature with message recovery scheme is secure against existential forgery under chosen message attack.

### 3.6 Summary

We proposed a new notion of identity-based multisignature with message recovery. The notion of identity-based multisignature with message recovery can be viewed as short identity-based multisignature. In order to sign short messages using a scheme that minimizes the total length of the original message and the appended signature, we proposed a concrete identity-based multisignature with message recovery scheme based on bilinear pairing in which multiple signers can generate a single constant size multisignature on the same message regardless the number of signers. There is no need to transmit the original message to the verifier, because the original message can be recovered from the multisignature. We also proved that our scheme is existentially unforgeable against adaptively chosen message attack in the random oracle model, under the hardness assumption of CDH problem.

Compared with the existing schemes, the goal of aggregating the individual signatures to minimize the size of the multisignature is achieved at the expense of extra interactive communication between each signer in the process of generating the individual signatures.

## Chapter 4

## Identity-Based Authenticated Encryption with Authenticated Header

In this chapter, we present a new notion of identity-based authenticated encryption with authenticated header, which has potential applicability to big data. We assume that a big data file naturally comprises two parts: a header and the file (or payload) itself, both are authenticatable while the file is confidential. The header provides a short text describing the content of the file such as title, sender/receiver, content, etc. and can be public. The notion of header is useful in several scenarios, where the information embedded in a file header can be used to determine further actions. That is, the receiver does not have to decrypt the entire file to understand the basic information of the file. In this work, we propose a generic construction of identitybased authenticated encryption with authenticated header by using an identitybased signature with message recovery scheme and a symmetric encryption scheme. The construction is proven to be existentially unforgeable against adaptively chosen message attacks and indistinguishable under adaptive chosen ciphertext attacks, given the underlying identity-based signature with message recovery scheme and the symmetric encryption scheme are secure in the same manner, respectively. We also present a concrete instance of identity-based authenticated encryption with authenticated header scheme based on bilinear pairing.

### 4.1 Introduction

We consider an interesting scenario, where a party has to handle/receive many (big) files. Usually, these files should be signed and encrypted. In the scenario of a gateway, it is extremely infeasible for the gateway to check the validity and the content of all the received files in particular, since these files are large. Our idea is
to divide a file into a header and the file itself, and hence the payload. Both parts are authenticatable. The authenticated header is accessible by everyone while the file (or payload) itself is encrypted for confidentiality. Therefore, the gateway only needs to check the validity of the authenticated ciphertext and the content of the authenticated header in order to decide how to handle the file.

At first glance, it seems that this scenario could be trivially sorted out by signing a separate header accompanied by an encryption scheme. However, the obvious issue is that one cannot ensure the header is associated with the file. Furthermore, as discussed by Katz and Lindell [KL07], simply combining separated encryption and authentication may lead to an insecure scheme. Notice that signcryption does not capture our goal, i.e. the header can be accessible by everyone. Signcryption has its drawback because in signcryption scheme while the ciphertext is verified, the plaintext has to be also revealed to the verifier, which is contradictory to the confidential aim of the file. There are also publicly verifiable signcryption schemes in which everyone can check the validity of the ciphertext. But they also do not match our goal very well, i.e. the header is accessible by any third party in an authenticated way. Although we can add a label, which is some public data binded to the ciphertext, to the publicly verifiable signcryption in an authenticated way, it is not desirable for some already employed systems to provide additional functions. That is because the publicly verifiable signcryption is specially designed. Namely, the signcryption key and the decryption key in the publicly verifiable signcryption scheme are different. If we want to achieve the authenticated encryption with authenticated header function in an employed system, we would better use the existing public keys and private keys of the users rather than upgrade their keys. Because the upgrading of keys is expensive, which usually means the replacement of existing smart cards or usb devices. Therefore, finding a provably secure and efficient solution that is practical and makes the least changes to the existing systems is hence very desirable.

In this work, we provide a sound solution to the problem by proposing a generic construction using a normal identity-based signature with message recovery scheme and a normal symmetric encryption scheme. In our scheme, the validity and originality of both the header and the payload can be checked by everyone, but the confidentiality of the payload is kept such that only the designated receiver can decrypt the payload. This property is especially desirable in the scenario of retransmission, because the authenticated header can be used to decide how to deal with
the encrypted payload. The computation of encryption and decryption of the file is very efficient due to its symmetric setting. By verifying the validity of the authenticated header and the ciphertext, the integrity and originality of the file encrypted in the ciphertext are also ensured, which is implicitly guaranteed by the sender.

Different from the work of digital signature with message recovery in Chapter 3 , which only provides nonrepudiation and integrity/origin protection, the notion of authenticated encryption with authenticated header in this chapter provides extra confidentiality property.

Related Work. The concept of authenticated encryption has been mainly studied in the symmetric setting [BN00, BR00, Kra01, BN08]. It is also has been studied in the public key setting [ADR02, PSST11]. The concept of authenticated encryption with authenticated header in the symmetric setting has been studied by Rogaway [Rog02]. But the counterpart in the asymmetric setting has not been studied in the literature. This work will concentrate on this problem in the identity-based setting.

In 2001, two independent lines of research (Boneh and Franklin [BF01], as well as Cocks [Coc01]) arrived at solutions to the identity-based encryption (IBE). More specifically focusing on joint authentication and encryption, we note an authenticated IBE [Lyn02], and a couple of identity-based signcryption schemes that efficiently combine signature and encryption [ML02, LQ03] have been proposed. In 2002, Lynn [Lyn02] proposed an authenticated IBE scheme. He augmented the system of Boneh and Franklin [BF01] to allow communication with integrity without non-repudiation. In 2003, Boyen [Boy03] proposed a joint identity-based signature/encryption (IBSE) scheme with a common set of parameters and keys. The scheme is very efficient, more secure than the original signcryption model of [Zhe97], and more compact than generic compositions of IBE and IBS. Libert and Quisquater [LQ03] proposed an identity-based signcryption scheme that achieves both public verifiability and resistance to chosen-ciphertext attacks. Chow et al. [CYHC04] improved [LQ03] to achieve public ciphertext authenticity which means any third party should be able to verify the origin of the ciphertext without knowing the content of the message and getting any help from the intended recipient. It is worth noting that by adding a label, which is some public data binded to the ciphertext, to the scheme of [CYHC04], it achieves the goal described above. But this approach is specially designed. Namely, the signcryption key and the decryption key in the publicly verifiable signcryption scheme are different.

Our Contributions. For the first time, this work presents a provably secure (existentially unforgeable against adaptively chosen message attacks and indistinguishable under adaptive chosen ciphertext attacks) generic construction of identity-based authenticated encryption with authenticated header scheme. Different from the previous authenticated encryption schemes in the symmetric setting, in which both the encryption function and the authentication function are symmetric, and those in the asymmetric setting, in which both the encryption function and the authentication function are asymmetric, our scheme is only asymmetric in the authentication function part and symmetric in the encryption function part. We show that only the asymmetric authentication function part is enough to result in an monolithic identity-based authenticated encryption with authenticated header scheme. Thus, compared with those using asymmetric setting in both encryption function and authentication function, our scheme is more efficient. We also present a concrete security analysis to prove the security of the proposed scheme and give a concrete instance of the generic scheme.
Organization of This Chapter. The rest of this chapter is organized as follows: In Section 4.2, we provide a formal definition of the identity-based authenticated encryption with authenticated header scheme. In Section 4.3, we present a security model for the new scheme. In Section 4.4, we present a generic construction of identity-based authenticated encryption with authenticated header scheme by using a normal identity-based signature with message recovery scheme and a symmetric encryption scheme. Section 4.5 provides a concrete instance of the generic identitybased authenticated encryption with authenticated header construction based on bilinear pairing. Security proof for the instance is also provided in this section. Section 4.6 concludes this chapter.

### 4.2 Formal Definitions

The trusted party Private Key Generator (PKG) generates all users' private keys. Our scheme consists of the following four algorithms.
Setup: On input of a security parameter $\lambda$, PKG selects the master secret key of this scheme and publishes public parameters params.
Extract: When a party requires its private key corresponding to its identity, this algorithm produces the private key using the master secret key and the identity, then returns the private key to the party.

Authenticated Encryption: On input of a large file and the corresponding header, the sender's private key and the receiver's identity, this algorithm produces an authenticated ciphertext. Both the file and the header are authenticated. The header is public. Only the file is confidential.

Authenticated Decryption: On input of an authenticated ciphertext and the sender's identity, everyone can use this algorithm to check the validity of both the ciphertext and the header with respect to the sender. In order to reveal the corresponding plaintext, the designated receiver's private key is required. So, only the designated receiver can reveal the corresponding plaintext.

### 4.3 Security Model

Henceforth, we will show security model of our scheme with respect to existential unforgeability against chosen message attacks and indistinguishability against adaptive chosen ciphertext attacks.

## Existential unforgeability against chosen message attacks.

It can be defined using a game between an adversary and a challenger.
Since this authenticated encryption with authenticated header scheme only offers unforgeability with respect to the sender, we allow the adversary having access to the receiver's private key, which means even the receiver cannot forge a valid authenticated ciphertext on behalf of the sender. The adversary $\mathcal{A}$ knows the private key of the receiver. Its goal is to forge a valid authenticated ciphertext of a large file, which also implies a successful forgery of the corresponding header on behalf of the specified sender.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get system's master secret key and system's public parameters params. Then, $\mathcal{C}$ sends params to $\mathcal{A}$. $\mathcal{A}$ can access to some random oracles. In these random oracles, for every unique query, they respond a random response. If a query has been submitted before, they respond the same value as they responded the first time. $\mathcal{A}$ can also access to the following oracles to conduct an attack.
Extract Oracle: For each Extract query with respect to a user's identity $I D, \mathcal{C}$ returns $S_{I D}$ as the user's private key.
Authenticated Encryption Oracle: For each Authenticated Encryption query on arbitrary large file $M$ with a header $M_{h}$, and the designated sender and receiver, $\mathcal{C}$ returns a valid authenticated ciphertext corresponding to the query.

Authenticated Decryption Oracle: For each Authenticated Decryption query on arbitrary alleged authenticated ciphertext, $\mathcal{C}$ checks the validity of this authenticated ciphertext. If the ciphertext is valid, $\mathcal{C}$ returns the corresponding plaintext file $M$. Otherwise, $\mathcal{C}$ returns $\perp$.

Output: $\mathcal{A}$ outputs an alleged authenticated ciphertext on a large file $M^{*}$ with a header $M_{h}^{*}$ with the specified sender as signer. If no Authenticated Encryption query with respect to the large file $M^{*}$ and the corresponding header $M_{h}^{*}$ with the specified sender as signer has been queried and no Extract query with respect to the specified sender has been queried, $\mathcal{A}$ wins the game if the authenticated ciphertext can be verified as valid.

If there is no such polynomial time adversary $\mathcal{A}$ that can forge a valid authenticated ciphertext, which also implies a successful forgery with respect to the corresponding header as described above, we say that the authenticated encryption with authenticated header scheme is secure against existential forgery under chosen message attacks.

## Indistinguishability against adaptive chosen ciphertext attacks.

It can be defined using a game between an adversary and a challenger. The adversary $\mathcal{A}$ 's goal is to break the confidentiality of files between a specified sender (e.g. Alice) and a specified receiver (e.g. Bob).

This game composed of a find stage and a guess stage. In the find stage, after querying oracles which will be given below, $\mathcal{A}$ outputs two chosen files $M^{0}, M^{1}$ with equal length. As the authenticated header in our scheme is public, we are only about to prove indistinguishability with respect to the payload. So we should prevent the adversary from differentiating which file is encrypted directly by checking the authenticated header. We should restrict the adversary is only allowed to use identical header although the contents of the chosen files is different. $\mathcal{A}$ sends these two chosen files $M^{0}, M^{1}$ and the corresponding commonly used header $M_{h}$ to $\mathcal{C}$. $\mathcal{C}$ randomly selects $b$ from 0 and 1, authentically encrypts the file $M^{b}$ and the corresponding header $M_{h}$ to generate the challenge authenticated ciphertext. Then, $\mathcal{C}$ sends the challenge authenticated ciphertext to $\mathcal{A}$. In the guess stage, $\mathcal{A}$ can also query these oracles and make a guess $b^{\prime}$. $\mathcal{A}$ wins the game if $b^{\prime}=b$ and the challenge authenticated ciphertext has never been queried to the Authenticated Decryption oracle.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get system's master secret key and system's public parameters params. Then, $\mathcal{C}$ sends params to $\mathcal{A}$. $\mathcal{A}$ can access
to some random oracles. In these random oracles, for every unique query, they respond a random response. If a query has been submitted before, they respond the same value as they responded the first time. $\mathcal{A}$ can also access to the following oracles to conduct an attack.
Extract Oracle: For each Extract query with respect to a user's identity $I D, \mathcal{C}$ returns $S_{I D}$ as the user's private key.
Authenticated Encryption Oracle: For each Authenticated Encryption query on arbitrary large file $M$ with a header $M_{h}$, and the designated sender and receiver, $\mathcal{C}$ returns a valid authenticated ciphertext corresponding to the query.
Authenticated Decryption Oracle: For each Authenticated Decryption query on arbitrary alleged authenticated ciphertext except for the challenge authenticated ciphertext, $\mathcal{C}$ checks the validity of this authenticated ciphertext. If the ciphertext is valid, $\mathcal{C}$ returns the corresponding plaintext file $M$. Otherwise, $\mathcal{C}$ returns $\perp$.

We say an identity-based authenticated encryption with authenticated header scheme is secure in the sense of indistinguishability, if there is no polynomial time adversary that can win this game.

### 4.4 Generic Construction

A generic identity-based authenticated encryption with authenticated header scheme comprises a normal identity-based signature with message recovery scheme denoted by $\prod^{I B S M R}=\left(\right.$ Setup $^{I B S M R}$, Extract $^{I B S M R}$, Sign $^{I B S M R}$, Verify $\left.{ }^{I B S M R}\right)$ and a normal symmetric encryption scheme denoted by $\prod^{S E}=\left(E^{S E}, D^{S E}\right)$. The generic construction is as follows.
Setup: On input of a security parameter $\lambda$, run $\operatorname{Setup}^{I B S M R}(\lambda)$ to get the master secret key $M K^{I B S M R}$ and the master public key $P K^{I B S M R}$ of the identity-based signature with message recovery scheme. Set the master secret key $M K$ and the master public key $P K$ of the identity-based authenticated encryption with authenticated header scheme the same as that of the identity-based signature with message recovery scheme, which means $M K=M K^{I B S M R}, P K=P K^{I B S M R}$.
Extract: On input of the master secret key $M K$ and a user's identity $I D$, run Extract ${ }^{I B S M R}(I D)$ to get the user's private key $S_{I D}^{I B S M R}$ in the identity-based signature with message recovery scheme. Set the users' private keys of the identitybased authenticated encryption with authenticated header scheme the same as that in the identity-based signature with message recovery scheme, which means $S_{I D}=$
$S_{I D}^{I B S M R}$.
Authenticated Encryption: On input of a message $M$ and the associated header $M_{h}$, the sender's private key $S_{I D_{\text {sender }}}$, and the receiver's public key $Q_{I D_{r e c e i v e r}}$ where $Q_{I D_{\text {receiver }}}$ is the hash value of the receiver's identity $I D_{\text {receiver }}$, select a random item $v$. Then, generate a random key $K=H\left(v, e\left(S_{I D_{\text {sender }}}, Q_{I D_{\text {receiver }}}\right)\right)$ for the symmetric encryption scheme. Encrypt the message $M$ as $C=E_{K}^{S E}(M)$. Use the algorithm Sign ${ }^{I B S M R}$ to authenticate the ciphertext $C$ and the header $M_{h}$ as $\sigma=\operatorname{Sign}^{I B S M R}\left(S_{I D_{\text {sender }}}, v, C, M_{h}\right)$. The authenticated ciphertext is $\sigma$.
Authenticated Decryption: On input of an authenticated ciphertext $\sigma$, the sender's identity, run $\operatorname{Verify} y^{I B S M R}\left(\sigma, C, M_{h}, Q_{I D_{\text {sender }}}\right)$, where $Q_{I D_{\text {sender }}}$ is the hash value of the sender's identity $I D_{\text {sender }}$, to verify the validity of the authenticate ciphertext $\sigma$ and recover the random item $v$. Then, the designated receiver generates the decryption key of the symmetric encryption scheme as $K=H\left(v, e\left(Q_{I D_{\text {sender }}}\right.\right.$, $\left.S_{I D_{\text {receiver }}}\right)$ ). Finally, the receiver recovers the message as $M=D_{K}^{S E}(C)$.

Theorem 4.1 If the underlying identity-based signature with message recovery scheme is existentially unforgeable under chosen message attacks, and the underlying symmetric encryption scheme is indistinguishable under adaptive chosen ciphertext attacks, this generic identity-based authenticated encryption with authenticated header scheme is existentially unforgeable under chosen message attacks, and indistinguishable under adaptive chosen ciphertext attacks.

Proof. We sketch the proofs as follows.
In the security model about existential unforgeability, we allow the adversary to access to the receiver's private key in order to prevent the receiver from forging a valid authenticated ciphertext on behalf of the sender. Thus, the adversary can get access to the symmetric key of the underlying symmetric encryption scheme, since $H\left(v, e\left(S_{I D_{\text {sender }}}, Q_{I D_{\text {receiver }}}\right)\right)$ is equal to $H\left(v, e\left(Q_{I D_{\text {sender }}}, S_{I D_{\text {receiver }}}\right)\right)$. In this case, the identity-based authenticated encryption with authenticated header scheme is reduced to the underlying identity-based signature with message recovery scheme. If there is a forger $\mathcal{A}^{\prime}$ for the identity-based authenticated encryption with authenticated header scheme, we can easily construct a forger $\mathcal{A}$ for the underlying identitybased signature with message recovery scheme.

In terms of the indistinguishability property, the encryption function of the identity-based authenticated encryption with authenticated header scheme is essentially a one-time padding, since in the generation of the symmetric key there is
a random item $v$. Although this randomness $v$ could be derived by everyone, the other two parameters used in the generation of the symmetric key is only known to the sender and receiver. This will result in an unconditionally secure encryption scheme.

### 4.5 An Instance

Hereafter, we propose an instance of the generic construction by using an identitybased partial message recovery signature scheme [ZSM05].
Setup: PKG chooses a random number $s \in \mathbb{Z}_{q}^{*}$ as the master secret key of this system where $q$ is a sufficient large prime. PKG sets $P_{p u b}=P^{s}$ as public key. The public parameters are params $=\left\{\mathbb{G}_{1}, \mathbb{G}_{2}, \hat{e}, q, P, P_{\text {pub }}, H_{1}, H_{2}, H_{3}, H_{4}, F_{1}, F_{2}, k_{1}, k_{2}\right\}$. Here $|q|=k_{1}+k_{2} . H_{1}: \mathbb{G}_{2} \times \mathbb{G}_{2} \times\{0,1\}^{k_{2}} \rightarrow\{0,1\}^{l}, H_{2}: \mathbb{G}_{2} \times \mathbb{G}_{2} \times\{0,1\}^{l} \rightarrow\{0,1\}^{l}$, $H_{3}: \mathbb{G}_{2} \times\{0,1\}^{l} \cdots \times\{0,1\}^{l} \rightarrow \mathbb{Z}_{q}^{*}, H_{4}:\{0,1\}^{*} \rightarrow \mathbb{G}_{1}^{*}, F_{1}:\{0,1\}^{k_{2}} \rightarrow\{0,1\}^{k_{1}}$ and $F_{2}:\{0,1\}^{k_{1}} \rightarrow\{0,1\}^{k_{2}}$ are six cryptographic hash functions, in which $l$ is the length of a segment of the large file.
Extract: A user submits his/her identity information $I D_{i}$ to PKG. PKG computes user's public key as $Q_{I D_{i}}=H_{4}\left(I D_{i}\right)$, and returns $S_{I D_{i}}=Q_{I D_{i}}^{s}$ to the user as his/her private key.
Authenticated Encryption: Suppose that a user Alice wants to send a large confidential file $M$ to a specified receiver Bob. The large file $M$ is made up of the sequence $\left\{M_{1}, M_{2}, \cdots, M_{n}\right\}$, where $M_{i} \in\{0,1\}^{l}$ for $i=1, \cdots, n$. There is also a header $M_{h}$ which is used to describe $M$. The header $M_{h}$ is not confidential. Both the confidential file and the non-confidential header should be authenticated. Alice can carry out the following procedure to generate the authenticated ciphertext blocks of $M$ and the corresponding header $M_{h}$. Let the header be $M_{h} \in\{0,1\}^{k_{2}}$. Alice does the follows:

- Choose a random number $k$, and compute $v=\hat{e}(P, P)^{k}$.
- Compute $w=\hat{e}\left(S_{I D_{A l i c e}}, Q_{I D_{B o b}}\right)$.
- Compute $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$.
- Compute $c_{1}=H_{1}\left(v, w, M_{h}\right) \oplus M_{1}$.
- Compute $c_{i}=H_{2}\left(v, w, c_{i-1}\right) \oplus M_{i} \quad$ for $i=2,3, \cdots, n$.
- Compute $r=H_{3}\left(v, c_{1}, \cdots, c_{n}\right)+f$.
- Compute $U=P^{k} / S_{I D_{\text {Alice }}}^{r}$.
$\left\{c_{1}, \cdots, c_{n}, r, U\right\}$ is the authenticated ciphertext of $M$ and the corresponding header $M_{h}$. In the above computation, the symbol || denotes concatenation of two operands. It is also worth noting that the length of $f$ is equal to $|q|$, so it is able to treated as a member in $\mathbb{Z}_{q}^{*}$.
Authenticated Decryption: Upon receiving the authenticated ciphertext $\left\{c_{1}, \cdots\right.$, $\left.c_{n}, r, U\right\}$, everyone can perform the following verification procedure to verify the validity of the whole authenticated ciphertext and recover the non-confidential header $M_{h}$. One can compute

$$
\begin{aligned}
& v=\hat{e}(U, P) \cdot \hat{e}\left(Q_{I D_{\text {Alice }}}, P_{p u b}\right)^{r}, \\
& r-H_{3}\left(v, c_{1}, \cdots, c_{n}\right)=f,
\end{aligned}
$$

and recover $M_{h}=[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)$ from $f$, and check whether the equation $[f]^{k_{1}}=$ $F_{1}\left(M_{h}\right)$ holds. The subscript $k_{2}$ of $f$ denotes the least significant $k_{2}$ bits of $f$, and the superscript $k_{1}$ of $f$ denotes the most significant $k_{1}$ bits of $f$.

If the previous equation holds, the verifier accepts this authenticated ciphertext as a valid ciphertext and recovers the authenticated header $M_{h}$. Otherwise, the verifier rejects the ciphertext.

It is worth noting that the previous verification procedure can be conducted by everyone. Afterwards, only Bob can decrypt and get the corresponding large confidential file $M$ as follows if he wants to:

- $w=\hat{e}\left(Q_{I D_{A l i c e}}, S_{I D_{B o b}}\right)$,
- $M_{1}=c_{1} \oplus H_{1}\left(v, w, M_{h}\right)$,
- $M_{i}=c_{i} \oplus H_{2}\left(v, w, c_{i-1}\right) \quad$ for $i=2,3, \cdots, n$.

Theorem 4.2 This identity-based authenticated encryption with authenticated header scheme is correct.

Proof. The correctness of this scheme can be shown as follows.
Upon receiving an authenticated ciphertext $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$ with Alice as the sender and Bob as the receiver, we can recover $v$ which is used during the generation of this authenticated ciphertext from the following computation.

$$
\hat{e}(U, P) \cdot \hat{e}\left(Q_{I D_{A l i c e}}, P_{p u b}\right)^{r}=v .
$$

Then, using this $v$ and part of the authenticated ciphertext $r$, we can recover $f$ from the following computation.

$$
r-H_{3}\left(v, c_{1}, \cdots, c_{n}\right)=f
$$

Since $f$ is computed from $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$, the original header $M_{h}$ can be recovered from $f$ like this:

$$
[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)=M_{h}
$$

For a valid ciphertext, $[f]^{k_{1}}=F_{1}\left(M_{h}\right)$ will always hold. After recovering the original authenticated header $M_{h}$, Bob can decrypt and get the corresponding large file $M$ by using his private key $S_{I D_{B o b}}$ as follows:

$$
\begin{aligned}
w & =\hat{e}\left(Q_{I D_{A l i c e}}, S_{I D_{\text {Bob }}}\right), \\
M_{1} & =c_{1} \oplus H_{1}\left(v, w, M_{h}\right) \\
M_{i} & =c_{i} \oplus H_{2}\left(v, w, c_{i-1}\right) \quad \text { for } i=2,3, \cdots, n
\end{aligned}
$$

Theorem 4.3 This identity-based authenticated encryption with authenticated header scheme is existentially unforgeable under chosen message attacks in the random oracle model, under the assumption that the CDH problem is hard.

Proof. Assume there is an algorithm $\mathcal{A}$ that can forge a valid authenticated ciphertext under chosen message attacks on behalf of a specified sender (e.g. $I D^{*}$ ). There will be another algorithm $\mathcal{B}$ that can run the algorithm $\mathcal{A}$ as a subroutine to solve the CDH problem.

We assume the instance of CDH problem consists of group elements $\left(P, P^{a}, P^{b}\right) \in$ $\mathbb{G}_{1}^{3}$ for some unknown $a, b \in \mathbb{Z}_{q}^{*}$. Our goal is to compute an element $P^{a b} \in \mathbb{G}_{1}$.
Setup: $\mathcal{B}$ sets $P_{p u b}=P^{a}$ as system's public key and sends system's public parameters params to adversary $\mathcal{A}$.
$\mathbf{H}_{1}$ Queries: $\mathcal{B}$ creates and keeps a list $\mathrm{H}_{1}$-List to simulate $\mathrm{H}_{1}$ Oracle. At the beginning of the simulation, this list is empty.

For each $\mathrm{H}_{1}$ hash query with respect to a tuple $\left(v, w, M_{h}\right)$, if it has not been queried before, $\mathcal{B}$ randomly selects a binary string $S$ which has the same length as that of file segment of the large file $M$ and records the tuple $\left(v, w, M_{h}, S\right)$ in the $\mathrm{H}_{1}$-List. $\mathcal{B}$ returns $S$ as the $\mathrm{H}_{1}$ hash value. If the tuple already appears in a record
in the $\mathrm{H}_{1}$-List, $\mathcal{B}$ only returns the corresponding $S$ in the record as the $\mathrm{H}_{1}$ hash value.
$\mathbf{H}_{2}$ Queries: $\mathcal{B}$ creates and keeps a list $\mathrm{H}_{2}$-List to simulate $\mathrm{H}_{2}$ Oracle. At the beginning of the simulation, this list is empty.

For each $\mathrm{H}_{2}$ hash query with respect to a tuple $\left(v, w, c_{i}\right)$, if it has not been queried before, $\mathcal{B}$ randomly selects a binary string $R$ which has the same length as that of file segment of the large file $M$ and records the tuple $\left(v, w, c_{i}, R\right)$ in the $\mathrm{H}_{2}$-List. $\mathcal{B}$ returns $R$ as the $\mathrm{H}_{2}$ hash value. If the tuple already appears in a record in the $\mathrm{H}_{2}$-List, $\mathcal{B}$ only returns the corresponding $R$ in the record as the $\mathrm{H}_{2}$ hash value. $\mathbf{H}_{3}$ Queries: $\mathcal{B}$ creates and keeps two lists of tuples to simulate $H_{3}$ Oracle. At the beginning of the simulation, both of these lists are empty.

One list is called $H v$-List which is used to store tuples like $\left(v, c_{1}, \cdots, c_{n}, h\right)$. In this type of tuples, the first element $v$ comes from group $\mathbb{G}_{2}$, the next $n$ elements $c_{1}, \cdots, c_{n}$ belong to $\{0,1\}^{l}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

Upon receiving an $H_{3}$ hash query with respect to a tuple $\left(v, c_{1}, \cdots, c_{n}\right)$ and a header $M_{h}$, if the first element $v$ is not in a record in the $v^{*}$-List which is constructed in the Authenticated Encryption Oracle and the tuple $\left(v, c_{1}, \cdots, c_{n}\right)$ is not in a record in this $H v$-List, $\mathcal{B}$ randomly selects $h \in \mathbb{Z}_{q}^{*}$ and returns $h$ as the $H_{3}$ hash value. Then, $\mathcal{B}$ records the tuple $\left(v, c_{1}, \cdots, c_{n}, h\right)$ in this $H v$-List. If the first $n+1$ elements $\left(v, c_{1}, \cdots, c_{n}\right)$ are already in a record in this $H v$-List, $\mathcal{B}$ only returns the corresponding $h$ in the record as the $H_{3}$ hash value. All in all, this list matches the situation that the sender is the specified sender.

The other list called $H v^{*}$-List is used to store tuples like $\left(M_{h}, v^{*}, c_{1}, \cdots, c_{n}, y-f\right)$. In this type of tuples, the first element $M_{h}$ is an arbitrary header to be authenticated by the sender, the second element $v^{*}$ comes from group $\mathbb{G}_{2}$, the next $n$ elements $c_{1}, \cdots, c_{n}$ belong to $\{0,1\}^{l}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

Upon receiving an $H_{3}$ hash query with respect to a tuple $\left(v^{*}, c_{1}, \cdots, c_{n}\right)$ and a header $M_{h}$, if the first element $v^{*}$ is in a record in the $v^{*}$-List which is constructed in the Authenticated Encryption Oracle but the tuple $\left(v^{*}, c_{1}, \cdots, c_{n}\right)$ is not in a record in this $H v^{*}$-List, $\mathcal{B}$ returns $(y-f)$ as the $H_{3}$ hash value of this tuple, in which $y$ is got from the corresponding record in the $v^{*}$-List and $f$ is computed by the equation $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$. Then, $\mathcal{B}$ records the tuple $\left(M_{h}, v^{*}, c_{1}, \cdots, c_{n}, y-f\right)$ in this $H v^{*}$-List. Note that for the same element $v^{*}$ but different header $M_{h}$, the value $y$ is same because it comes from the same record in the $v^{*}$-List, but the value $f$ is different because it is computed by the equation $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$
for different header. So, the returned hash value $(y-f)$ is different. In this case, we need to add a new record in this $H v^{*}$-List. If the tuple $\left(M_{h}, v^{*}, c_{1}, \cdots, c_{n}\right)$ is already in a record in this $H v^{*}$-List, $\mathcal{B}$ only returns the corresponding $(y-f)$ in the record as the $H_{3}$ hash value. In a word, this list matches the situation that the sender is the specified sender.
$\mathbf{H}_{4}$ Queries: $\mathcal{B}$ creates and keeps one list $H_{4}$-List to simulate $H_{4}$ Oracle. At the beginning of the simulation, this list is empty.

For each $H_{4}$ hash query with respect to a user $I D_{i}$ except for the specified sender, if $I D_{i}$ has not been queried before, $\mathcal{B}$ randomly selects $d_{i} \in \mathbb{Z}_{q}^{*}$ and returns $Q_{I D_{i}}=P^{d_{i}}$ as the hash value of $I D_{i}$. Then, $\mathcal{B}$ records the tuple $\left(I D_{i}, d_{i}, Q_{I D_{i}}\right)$ in this $H_{4}$-List. If $I D_{i}$ already appears in a record in this $H_{4}$-List, $\mathcal{B}$ only returns the corresponding $Q_{I D_{i}}$ in the record as the $H_{4}$ hash value.

For the hash query with respect to the specified sender, $\mathcal{B}$ returns $P^{b}$ as the hash value.

Extract Queries: $\mathcal{B}$ creates and keeps one list Ex-List to simulate Extract Oracle. At the beginning of the simulation, this list is empty.

For each Extract query with respect to a user $I D_{i}$ except for the specified sender, if $I D_{i}$ has not been queried before, $\mathcal{B}$ looks up the $H_{4}$-List which is created by $H_{4}$ Oracle to find the record about $I D_{i}$. Because a user is required to query $H_{4}$ Oracle prior to its any other operation, the Extract Oracle can always find out the record with respect to $I D_{i}$ in the $H_{4}$-List. Using the $d_{i}$ value in the record corresponding to $I D_{i}, \mathcal{B}$ returns

$$
S_{I D_{i}}=P_{p u b}^{d_{i}}=P^{a d_{i}}=P^{d_{i} a}=Q_{I D_{i}}^{a},
$$

as the user $I D_{i}$ 's private key. Then, $\mathcal{B}$ records the tuple $\left(I D_{i}, S_{I D_{i}}\right)$ in this Ex-List. If $I D_{i}$ already appears in a record in this Ex-List, $\mathcal{B}$ only returns the corresponding $S_{I D_{i}}$ in the record.
Authenticated Encryption Queries: $\mathcal{B}$ creates and keeps one list $v^{*}$-List to simulate Authenticated Encryption Oracle. At the beginning of the simulation, this list is empty.

For each Authenticated Encryption query with respect to an arbitrary file $M$ and the corresponding header $M_{h}$ and two users $I D_{1}, I D_{2}$ in which $I D_{1}$ is the sender and $I D_{2}$ is the receiver, if $I D_{1}$ is not the specified sender, $\mathcal{B}$ can get the private key $S_{I D_{1}}$ through the Extract Oracle and generate authenticated ciphertext using the normal authenticated encryption algorithm.

If $I D_{1}$ is the specified sender, $\mathcal{B}$ can randomly select two numbers $x, y \in_{R} \mathbb{Z}_{q}^{*}$. Then $\mathcal{B}$ computes

$$
v^{*}=\hat{e}\left(P^{a}, P^{b}\right)^{y} \cdot \hat{e}(P, P)^{x}=\hat{e}\left(P^{(y a b+x)}, P\right)
$$

and $w=\hat{e}\left(Q_{I D_{1}}, S_{I D_{2}}\right)$ in which the $Q_{I D_{1}}$ is got from the $\mathrm{H}_{4}$ Oracle and the $S_{I D_{2}}$ is got from the Extract Oracle. In this case, the corresponding random number is $k^{*}=(y a b+x) . \mathcal{B}$ records the tuple $\left(v^{*}, x, y\right)$ in the $v^{*}$-List.

Then, $\mathcal{B}$ computes $f^{*}, c_{1}^{*}, \cdots, c_{n}^{*}$ as normal, but computes $r^{*}$ by using $H_{3}$ Oracle as

$$
r^{*}=H_{3}\left(v^{*}, c_{1}^{*}, \cdots, c_{n}^{*}\right)+f^{*}=y-f^{*}+f^{*}=y,
$$

and simulates the last part of the authenticated ciphertext as

$$
U^{*}=P^{k^{*}} / S_{I D_{1}}^{r}=P^{(y a b+x)} / P^{y a b}=P^{x}
$$

in which the corresponding $x$ can be found out in the $v^{*}$-List.
Then, $\mathcal{B}$ returns $\left\{c_{1}^{*}, \cdots, c_{n}^{*}, r^{*}, U^{*}\right\}$ as the authenticated ciphertext on file $M$ and the corresponding header $M_{h}$ with the specified sender as the sender and user $I D_{2}$ as the receiver.
Authenticated Decryption Queries: For an Authenticated Decryption query with respect to an alleged ciphertext $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$, at least one of the alleged sender and receiver is not the specified sender. $\mathcal{B}$ can get the private key of this user through the Extract Oracle and decrypt the ciphertext using the normal authenticated decryption algorithm.
Verify: While the sender is not the specified sender, the simulated authenticated ciphertext $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$ will certainly pass the normal verification process, because in this type of simulations we can access to the sender's private key through the Extract Oracle.

While the sender is the specified sender, we will show the simulated authenticated ciphertext $\left\{c_{1}^{*}, \cdots, c_{n}^{*}, r^{*}, U^{*}\right\}$ on large file $M$ and the corresponding header $M_{h}$ can also pass the normal verification process as follows:

Firstly, we can try to recover the header $M_{h}$ :

$$
\begin{gathered}
\hat{e}\left(U^{*}, P\right) \cdot \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r^{*}}=v^{*}, \\
r^{*}-H_{3}\left(v^{*}, c_{1}^{*}, \cdots, c_{n}^{*}\right)=y-\left(y-f^{*}\right)=f^{*}, \\
M_{h}=\left[f^{*}\right]_{k_{2}} \oplus F_{2}\left(\left[f^{*}\right]^{k_{1}}\right) .
\end{gathered}
$$

We can check that the equation $\left[f^{*}\right]^{k_{1}}=F_{1}\left(M_{h}\right)$ holds, then compute $w=\hat{e}\left(Q_{I D^{*}}\right.$, $\left.S_{I D_{2}}\right)$ and recover the large file $M$ :

$$
\begin{aligned}
M_{1} & =c_{1}^{*} \oplus H_{1}\left(v^{*}, w, M_{h}\right) \\
M_{i} & =c_{i}^{*} \oplus H_{2}\left(v^{*}, w, c_{i-1}^{*}\right) \quad \text { for } i=2,3, \cdots, n
\end{aligned}
$$

Since we have assumed that adversary $\mathcal{A}$ can forge a valid authenticated ciphertext under chosen message attacks, after the simulation process above, $\mathcal{A}$ can output a valid authenticated ciphertext $\left\{c_{1}^{*}, \cdots, c_{n}^{*}, r^{*}, U^{*}\right\}$ on a large file $M^{*}$ and the corresponding header $M_{h}{ }^{*}$ with the specified sender as sender and user $I D_{2}$ as receiver. There is one restriction that there should be no query to Authenticated Encryption Oracle with respect to the large file $M^{*}$ and the corresponding header $M_{h}{ }^{*}$ with the specified sender as sender.
$\mathcal{B}$ can reset all the oracles and runs $\mathcal{A}$ for the second time. At the end of another simulation, with a non-negligible probability $\mathcal{B}$ can forge another different valid authenticated ciphertext $\left\{c_{1}^{* \prime}, \cdots, c_{n}^{* \prime}, r^{*^{\prime}}, U^{*^{\prime}}\right\}$ with the same specified sender as sender and user $I D_{2}$ as receiver when $v^{*}=v^{* \prime}$. That means for two different random integer pairs $\left(x^{*}, y^{*}\right)$ and $\left(x^{* \prime}, y^{* \prime}\right)$,

$$
k^{*}=y^{*} a b+x^{*} \text { is equal to } k^{* \prime}=y^{* \prime} a b+x^{* \prime}
$$

Both $\left\{c_{1}^{*}, \cdots, c_{n}^{*}, r^{*}, U^{*}\right\}$ and $\left\{c_{1}^{* \prime}, \cdots, c_{n}^{* \prime}, r^{* \prime}, U^{* \prime}\right\}$ can pass the verification process, and $k^{*}$ equals $k^{* \prime}$. So,

$$
\begin{aligned}
\hat{e}\left(U^{*}, P\right) \cdot \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r^{*}} & =\hat{e}\left(U^{* \prime}, P\right) \cdot \hat{e}\left(Q_{I D^{*}}, P_{p u b}\right)^{r^{* \prime}}, \\
\hat{e}\left(U^{*} \cdot S_{I D^{*}}^{r^{*}}, P\right) & =\hat{e}\left(U^{*^{\prime}} \cdot S_{I D^{*}}^{r^{*^{\prime}}}, P\right), \\
U^{*} \cdot S_{I D^{*}}^{r^{*}} & =U^{*^{\prime}} \cdot S_{I D^{*}}^{r^{*}}, \\
S_{I D^{*}}^{r^{*}-r^{\prime}} & =U^{*^{\prime}} / U^{*} \\
S_{I D^{*}} & =\left(U^{*^{\prime}} / U^{*}\right)^{\left(r^{*}-r^{*^{\prime}}\right)^{-1}} .
\end{aligned}
$$

In this case, $\mathcal{B}$ can compute the specified sender $I D^{*}$ 's private key $S_{I D^{*}}$ when he only knows $I D^{*}$ 's public key $Q_{I D^{*}}$ and system's public key $P_{p u b}$. Since $S_{I D^{*}}$ is expressed as $P^{a b}, Q_{I D^{*}}$ is expressed as $P^{b}, P_{p u b}$ is expressed as $P^{a}, \mathcal{B}$ can solve the CDH problem if $\mathcal{A}$ is able to forge valid ciphertexts.

If there is no such polynomial-time adversary that can forge a valid authenticated ciphertext on behalf of the specified sender, we say that this identity-based authenticated encryption with authenticated header scheme is secure against existential forgery under chosen message attacks.

Theorem 4.4 This identity-based authenticated encryption with authenticated header scheme is indistinguishable under adaptive chosen ciphertext attacks in the random oracle model, under the assumption that the BDH problem is hard.

Proof. Assume there is an algorithm $\mathcal{A}$ that can win the second game mentioned in the security model. There will be another algorithm $\mathcal{B}$ that can run the algorithm $\mathcal{A}$ as a subroutine to solve the BDH problem.

We assume that the instance of BDH problem consists of group elements $\left(P, P^{s}\right.$, $\left.P^{a}, P^{b}\right) \in \mathbb{G}_{1}^{4}$ for some unknown $s, a, b \in \mathbb{Z}_{q}^{*}$, and our goal is to compute an element $\hat{e}(P, P)^{s a b} \in \mathbb{G}_{2}$.
Setup: $\mathcal{B}$ sets $P_{p u b}=P^{s}$ as system's public key and sends system's public parameters params to adversary $\mathcal{A}$. In this case, $\mathcal{B}$ only knows the system's public key is $P^{s}$, but he does not know the corresponding master secret key which is actually $s$ in this situation.
$\mathbf{H}_{1}$ Queries: $\mathcal{B}$ simulates $\mathrm{H}_{1}$ Oracle the same as that in the proof of Theorem 4.3. $\mathbf{H}_{2}$ Queries: $\mathcal{B}$ simulates $\mathrm{H}_{2}$ Oracle the same as that in the proof of Theorem 4.3. $\mathbf{H}_{3}$ Queries: $\mathcal{B}$ creates and keeps two lists of tuples to simulate $H_{3}$ Oracle. At the beginning of the simulation, both of these lists are empty.

One list is called $H v$-List which is used to store tuples like $\left(v, c_{1}, \cdots, c_{n}, h\right)$. In this type of tuples, the first element $v$ comes from group $\mathbb{G}_{2}$, the next $n$ elements $c_{1}, \cdots, c_{n}$ belong to $\{0,1\}^{l}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

Upon receiving an $H_{3}$ hash query with respect to a tuple $\left(v, c_{1}, \cdots, c_{n}\right)$ and a header $M_{h}$, if the first element $v$ is not in a record in the $v^{*}$-List which is constructed in the Authenticated Encryption Oracle and the tuple $\left(v, c_{1}, \cdots, c_{n}\right)$ is not in a record in this $H v$-List, $\mathcal{B}$ randomly selects $h \in \mathbb{Z}_{q}^{*}$ and returns $h$ as the $H_{3}$ hash value. Then, $\mathcal{B}$ records the tuple $\left(v, c_{1}, \cdots, c_{n}, h\right)$ in this $H v$-List. If the first $n+1$ elements $\left(v, c_{1}, \cdots, c_{n}\right)$ are already in a record in this $H v$-List, $\mathcal{B}$ only returns the corresponding $h$ in the record as the $H_{3}$ hash value. All in all, this list matches the situation that the sender is neither the specified sender nor the specified receiver.

The other list called $H v^{*}$-List is used to store tuples like ( $\left.M_{h}, v^{*}, c_{1}, \cdots, c_{n}, y-f\right)$. In this type of tuples, the first element $M_{h}$ is an arbitrary header to be authenticated by the sender, the second element $v^{*}$ comes from group $\mathbb{G}_{2}$, the next $n$ elements $c_{1}, \cdots, c_{n}$ belong to $\{0,1\}^{l}$ and the last element comes from $\mathbb{Z}_{q}^{*}$.

Upon receiving an $H_{3}$ hash query with respect to a tuple ( $v^{*}, c_{1}, \cdots, c_{n}$ ) and a header $M_{h}$, if the first element $v^{*}$ is in a record in the $v^{*}$-List which is constructed in the Authenticated Encryption Oracle but the tuple $\left(v^{*}, c_{1}, \cdots, c_{n}\right)$ is not in a record
in this $H v^{*}$-List, $\mathcal{B}$ returns $(y-f)$ as the $H_{3}$ hash value of this tuple, in which $y$ is got from the corresponding record in the $v^{*}$-List and $f$ is computed by the equation $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$. Then, $\mathcal{B}$ records the tuple $\left(M_{h}, v^{*}, c_{1}, \cdots, c_{n}, y-f\right)$ in this $H v^{*}$-List. Note that for the same element $v^{*}$ but different header $M_{h}$, the value $y$ is same because it comes from the same record in the $v^{*}$-List, but the value $f$ is different because it is computed by the equation $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$ for different header. So, the returned hash value $(y-f)$ is different. In this case, we need to add a new record in this $H v^{*}$-List. If the tuple $\left(M_{h}, v^{*}, c_{1}, \cdots, c_{n}\right)$ is already in a record in this $H v^{*}$-List, $\mathcal{B}$ only returns the corresponding $(y-f)$ in the record as the $H_{3}$ hash value. In a word, this list matches the situation that the sender is either the specified sender or the specified receiver.
$\mathbf{H}_{4}$ Queries: $\mathcal{B}$ creates and keeps one list $H_{4}$-List to simulate $H_{4}$ Oracle. At the beginning of the simulation, this list is empty.

For each $H_{4}$ hash query with respect to a user $I D_{i}$ except for the specified sender and the specified receiver, if $I D_{i}$ has not been queried before, $\mathcal{B}$ randomly selects $d_{i} \in \mathbb{Z}_{q}^{*}$ and returns $Q_{I D_{i}}=P^{d_{i}}$ as the $H_{4}$ hash value of $I D_{i}$. Then, $\mathcal{B}$ records the tuple $\left(I D_{i}, d_{i}, Q_{I D_{i}}\right)$ in this $H_{4}$-List. If $I D_{i}$ already appears in a record in this $H_{4}$-List, $\mathcal{B}$ only returns the corresponding $Q_{I D_{i}}$ in the record as the $H_{4}$ hash value.

For the hash query with respect to the specified sender Alice, $\mathcal{B}$ returns $Q_{I D_{\text {Alice }}}=$ $P^{a}$ as the hash value. For the hash query with respect to the specified receiver Bob, $\mathcal{B}$ returns $Q_{I D_{\text {Bob }}}=P^{b}$ as the hash value.
Extract Queries: $\mathcal{B}$ creates and keeps one list Ex-List to simulate Extract Oracle. At the beginning of the simulation, this list is empty.

For each Extract query with respect to a user $I D_{i}$ except for the specified sender and the specified receiver, if $I D_{i}$ has not been queried before, $\mathcal{B}$ looks up the $H_{4^{-}}$ List which is created by $H_{4}$ Oracle to find the record about $I D_{i}$. Because a user is required to query $H_{4}$ Oracle prior to its any other operation, the Extract Oracle can always find out the record with respect to $I D_{i}$ in the $H_{4}$-List. Using the $d_{i}$ value in the record corresponding to $I D_{i}, \mathcal{B}$ returns

$$
S_{I D_{i}}=P_{p u b}^{d_{i}}=P^{s d_{i}}=P^{d_{i} s}=Q_{I D_{i}}^{s},
$$

as the user $I D_{i}$ 's private key. Then, $\mathcal{B}$ records the tuple ( $\left.I D_{i}, S_{I D_{i}}\right)$ in this Ex-List. If $I D_{i}$ already appears in a record in this Ex-List, $\mathcal{B}$ only returns the corresponding $S_{I D_{i}}$ in the record.

Authenticated Encryption Queries: $\mathcal{B}$ creates and keeps one list $v$-List to simulate Authenticated Encryption Oracle. At the beginning of the simulation, this list is empty.

For each Authenticated Encryption query with respect to an arbitrary file $M$ and the corresponding header $M_{h}$ and two users $I D_{1}, I D_{2}$ in which $I D_{1}$ is the sender and $I D_{2}$ is the receiver, if $I D_{1}$ is neither the specified sender nor the specified receiver, $\mathcal{B}$ can get the private key $S_{I D_{1}}$ through the Extract Oracle and generate authenticated ciphertext using the normal authenticated encryption algorithm.

If $I D_{1}$ is the specified sender and $I D_{2}$ is not the specified receiver, $\mathcal{B}$ can randomly select two numbers $x, y \in \in_{R} \mathbb{Z}_{q}^{*}$. Then $\mathcal{B}$ computes

$$
v=\hat{e}\left(P^{a}, P^{s}\right)^{y} \cdot \hat{e}(P, P)^{x}=\hat{e}\left(P^{(y a s+x)}, P\right)
$$

and $w=\hat{e}\left(Q_{I D_{1}}, S_{I D_{2}}\right)$ in which the $Q_{I D_{1}}$ is got from the $\mathrm{H}_{4}$ Oracle and the $S_{I D_{2}}$ is got from the Extract Oracle. In this case, the corresponding random number is $k=($ yas $+x) . \mathcal{B}$ records the tuple $(v, x, y)$ in the $v$-List.

Then, $\mathcal{B}$ computes $f, c_{1}, \cdots, c_{n}$ as normal, but computes $r$ by using $H_{3}$ Oracle as

$$
r=H_{3}\left(v, c_{1}, \cdots, c_{n}\right)+f=y-f+f=y
$$

and simulates the last part of the authenticated ciphertext as

$$
U=P^{k} / S_{I D_{1}}^{r}=P^{(y a s+x)} / P^{y a s}=P^{x},
$$

in which the corresponding $x$ can be found out in the $v$-List.
Then, $\mathcal{B}$ returns $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$ as the authenticated ciphertext on file $M$ and the corresponding header $M_{h}$ with the specified sender as sender and user $I D_{2}$ as receiver.

If $I D_{1}$ is the specified receiver and $I D_{2}$ is not the specified sender, this situation is very similar with that of $I D_{1}$ is the specified sender and $I D_{2}$ is not the specified receiver. $\mathcal{B}$ can simulate this situation as above just by replacing the role of $I D_{1}$ from the specified sender to the specified receiver.

If $I D_{1}$ is the specified sender and $I D_{2}$ is the specified receiver, $\mathcal{B}$ randomly selects two numbers $x, y \in \mathcal{Z}_{q}^{*}$. Then $\mathcal{B}$ computes

$$
v=\hat{e}\left(P^{a}, P^{s}\right)^{y} \cdot \hat{e}(P, P)^{x}=\hat{e}\left(P^{(y a s+x)}, P\right)
$$

and randomly selects $w \in \mathbb{G}_{2}$. In this case, the corresponding random number is $k=($ yas $+x) . \mathcal{B}$ records the tuple $(v, x, y)$ in the $v$-List.

Then, $\mathcal{B}$ computes $f=F_{1}\left(M_{h}\right) \|\left(F_{2}\left(F_{1}\left(M_{h}\right)\right) \oplus M_{h}\right)$ at first, and randomly selects $c_{1}, \cdots, c_{n} \in\{0,1\}^{l}$.
$\mathcal{B}$ computes $r$ by using $H_{3}$ Oracle as

$$
r=H_{3}\left(v, c_{1}, \cdots, c_{n}\right)+f=y-f+f=y
$$

and simulates the last part of the challenge authenticated ciphertext as

$$
U=P^{k} / S_{I D_{\text {Alice }}}^{r}=P^{(y a s+x)} / P^{y s a}=P^{x} .
$$

Then, $\mathcal{B}$ returns $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$ as the authenticated ciphertext on file $M$ and the corresponding header $M_{h}$ with the specified sender as sender and the specified receiver as receiver.

If $I D_{1}$ is the specified receiver and $I D_{2}$ is the specified sender, this situation is very similar with that of $I D_{1}$ is the specified sender and $I D_{2}$ is the specified receiver. $\mathcal{B}$ can simulate this situation as above just by exchanging the role of $I D_{1}$ and $I D_{2}$. Challenge Authenticated Ciphertext: Upon receipt of two chosen plaintext files $M^{0}, M^{1}$ with equal length and the corresponding commonly used header $M_{h}$, $\mathcal{B}$ chooses $b \in\{0,1\}$ at random, sets the specified sender as the sender and the specified receiver as the receiver. Then $\mathcal{B}$ runs the Authenticated Encryption oracle on file $M^{b}$ and the corresponding header $M_{h}$ to generate the challenge authenticated ciphertext $\left\{c_{1}^{*}, \cdots, c_{n}^{*}, r^{*}, U^{*}\right\}$ and returns it to the adversary.
Authenticated Decryption Queries: For an Authenticated Decryption query with respect to an alleged ciphertext $\left\{c_{1}, \cdots, c_{n}, r, U\right\}$, if not both of the alleged sender and receiver are the specified sender and the specified receiver respectively, $\mathcal{B}$ can get the user's private key who is not the specified one through the Extract Oracle and decrypt the ciphertext using normal decryption method.

If both of the sender and the receiver are the specified one, i.e. with Alice as the sender and Bob as the receiver, $\mathcal{B}$ computes

$$
v=\hat{e}(U, P) \cdot \hat{e}\left(Q_{I D_{A l i c e}}, P_{p u b}\right)^{r},
$$

and

$$
r-H_{3}\left(v, c_{1}, \cdots, c_{n}\right)=f
$$

and recovers $M_{h}=[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)$ from $f$.
Then, $\mathcal{B}$ checks whether the authenticated ciphertext is valid by checking whether the equation $[f]^{k_{1}}=F_{1}\left(M_{h}\right)$ holds.

If the authenticated ciphertext is valid, $\mathcal{B}$ checks whether there exists a tuple $\left(v_{i}, w_{i}, M_{h i}, S_{i}\right)$ in the $\mathrm{H}_{1}$-List such that

$$
v=v_{i} \text { and } M_{h}=M_{h i} .
$$

If this tuple exists, $\mathcal{B}$ can reveal the first part $M_{1}$ of the large file $M$ as

$$
M_{1}=c_{1} \oplus S_{i},
$$

in which $S_{i}$ is the $\mathrm{H}_{1}$ hash value corresponding to the tuple $\left(v_{i}, w_{i}, M_{h i}\right)$. $\mathcal{B}$ can continue to check whether there exists a tuple $\left(v_{j}, w_{j}, c_{j}, R_{j}\right)$ in the $\mathrm{H}_{2}$-List such that $c_{j}=c_{1}$ and $v_{j}=v_{i}$. If this tuple exists, $\mathcal{B}$ can continue to recover the second part $M_{2}$ of the large file $M$ as $M_{2}=c_{2} \oplus R_{j}$ in which $R_{j}$ is the $\mathrm{H}_{2}$ hash value corresponding to the tuple $\left(v_{j}, w_{j}, c_{j}\right)$. $\mathcal{B}$ can use the same method to recover the rest parts of the whole file $M$. At the end, $\mathcal{B}$ returns $M$ as the plaintext of the queried authenticated ciphertext to the adversary $\mathcal{A}$.

At the end, $\mathcal{A}$ makes a guess $b^{\prime}$. If $\mathcal{A}$ has some non-negligible advantages to win the game mentioned above, $\mathcal{B}$ can check whether there exists a record containing $v^{*}$ in $\mathrm{H}_{1}$-List or $\mathrm{H}_{2}$-List, where $v^{*}$ is computed from the challenge ciphertext. If the record exists, $\mathcal{B}$ can have the same advantage to output the corresponding $w$ in the record as the value of $\hat{e}(P, P)^{s a b}$.

### 4.6 Summary

We introduced a new notion of identity-based authenticated encryption with authenticated header. This notion has potential applications in the environment with big data. Using this cryptographic primitive, everyone can check the validity of the authenticated ciphertext and access to the authenticated header, but only the designated receiver can recover the file. Additionally, the designated receiver is given the liberty whether to decrypt the file or not by only checking the corresponding authenticated header. We gave a generic construction and proved that our scheme is secure against existential forgery under adaptively chosen message attacks and indistinguishable under adaptive chosen ciphertext attacks. We also gave a concrete instance based on bilinear pairing, and gave concrete security analysis of the instance. The instance addressed a problem which was not considered in the symmetric key setting counterpart.

## Chapter 5

## Identity-Based Quotable Ring Signature

In this chapter, we present a new notion of identity-based quotable ring signature. This new cryptographic primitive can be used to derive new ring signatures on substrings of an original message from an original ring signature on the original message, which is generated by an actual signer included in the ring. No matter whether a ring signature is originally generated or is quoted from another valid ring signature, it will convince the verifier that it is generated by one of the ring members, without revealing any information about which ring member is the actual signer. The set of signers could be arbitrarily selected by the actual signer without need of other signers' approval. The actual signer is anonymous among this set of signers. At the same time, the verifier could not distinguish whether a ring signature is originally generated or is quoted from another ring signature. In this work, we propose a concrete identity-based quotable ring signature scheme based on bilinear pairing. We make use of bilinear groups of composite order. The construction is identity-based to alleviate the problem of certificate verification, especially for applications involving a large number of public keys in each execution such as ring signature schemes. The proposed scheme is proven to be anonymous under the assumption that the subgroup decision problem is hard, selectively unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the Computational Diffie-Hellman problem is hard, and strongly context hiding.

### 5.1 Introduction

In the ring signature schemes, the actual signer can choose arbitrary other signers to form a ring that includes himself. The actual signer anonymously signs messages by using his private key and other users' public keys on behalf of the whole ring. There is no requirement to get other users' approval. On one hand, similar with the
group signature schemes, the verifier must be convinced that a signature has been generated by a member of this ring, but could not have a better way to identify the actual signer than at random to guess which member is the actual signer. The actual signer remains completely anonymous. On the other hand, unlike the group signature schemes, there is no group manager, no setup procedure, no revocation procedure, and no coordination in traditional ring signature. There is no way to revoke the anonymity of the actual signer. Ring signature schemes can be considered as simplified group signature schemes which consist of only users without managers. Recently, in order to realize an efficient ring signature scheme provably secure in the standard model, Shacham and Waters [SW07] introduced an efficient ring signature scheme by allowing for a trusted global setup step by an authority.

In the ring signature schemes, all ring members' information serves as a part of the ring signature. In traditional Public Key Infrastructure, prior to the generation of a ring signature, the actual signer has to check the validity of public keys of other users which are included in the ring. Similarly, prior to the verification of a ring signature, the verifier has to check the validity of public keys of all the users in the ring. This increases both the generation and the verification cost of ring signatures. In the identity-based setting, introduced by Shamir, it avoids these checks about public keys. In this way, the public keys of users can be easily and publicly computed from their identities by anyone. This is especially desirable for applications which involve a large number of public key checks such as ring signature schemes.

Quoting is usually applied to derive a signature on a substring when text messages are signed. It can also be applied to derive a signature on a subregion of an image when images are signed, such as a face. In the quotable signature schemes, for every substring $m^{\prime}$ of a message $m$, it is possible for a third party to derive a signature on $m^{\prime}$ from a signature on $m$ on behalf of the same signer. Moreover, the derived signature on $m^{\prime}$ reveals no extra information about $m$, which means the derived signature cannot be distinguished from a fresh one even when the original signature on $m$ is given. The inability to link derived signatures to their original sources prevents some practical privacy and linking attacks. It is desirable to allow repeated computation on the signatures, which means it is possible to quote from a quoted signature. It is also desirable that the size of the signatures depends only on the size of the object being signed, no matter whether the signature is fresh or derived, even if being quoted several times. This means the signature size will not
grow with every derivation.
Related Work. In the identity-based setting, user's public key could be easily and publicly computed from his identity. Digital certificates are not needed.

The concept of ring signature scheme was formalized by Rivest, Shamir, and Tauman [RST01, RST06]. They proposed a scheme based on certificate-based public key setting, which is proved existentially unforgeable under adaptive chosen-message attacks assuming the hardness of the RSA problem. Before the concept of ring signature scheme is formalized, it is used as a tool to construct group signature schemes in [CvH91, Cam97]. There are two main differences between the concepts of ring signature schemes and group signature schemes. First, the ring is determined by the actual signer and is dynamic, while the group members are controlled by the manager and are fixed at any given time. Second, no one can identify the actual signer in ring signature schemes, while the group manager can identify the actual signer in group signature schemes. Bresson, Stern, and Szydlo [BSS02] gave a simpler proof of the security of the scheme in [RST01], under the strictly weaker assumption of the random oracle model. Abe, Ohkubo, and Suzuki [AOS02] proposed some general constructions of ring signature schemes, where the public keys of the users can be totally independent. Their scheme is also based on the certificate-based public key setting. Herranz and Sáez [HS03a] gave some security results for generic ring signature schemes, and they designed a new specific scheme based on Schnorr's signature scheme.

Shacham and Waters [SW07] described the first efficient ring signature scheme secure without random oracles, based on standard assumptions. Their scheme is related to a group signature scheme secure without random oracles due to Boyen and Waters [BW06]. The main difference is that in [BW06] the master public key is public and the first level message is encrypted, while in [SW07] the signer's public key is encrypted and the message is public.

The first identity-based ring signature scheme was proposed by Zhang and Kim [ZK02] based on pairings. But they did not provide a formal proof of the existential unforgeability of their scheme. Herranz [Her04] proposed such a proof of [ZK02]. Later, Lin and Wu [LW04] proposed a more efficient identity-based ring signature scheme. Tang, Liu, and Wang [TLW03] pointed out some mistakes in [LW04] and proposed an improved scheme. Herranz and Sáez [HS03b] extended their work [HS03a] on ring forking lemmas to the identity-based scenario.

Ahn et al. $\left[\mathrm{ABC}^{+} 12\right]$ proposed an efficient quotable signature scheme, which
equipped with strongly context hiding and selectively unforgeability property. Early work regarding anyone deriving quoted signatures such as redactable signature schemes [JMSW02, CLX09, BBD ${ }^{+}$10, BF11a, BF11b] supports quoting from a single document, but does not achieve the privacy or unforgeability properties required in $\left[\mathrm{ABC}^{+} 12\right]$. The work whose definition is closest to $\left[\mathrm{ABC}^{+} 12\right]$ is that on redacted signatures of Chang, Lim, and Xu [CLX09], and Brzuska et al. [BBD ${ }^{+} 10$ ], and Boneh, and Freeman [BF11a, BF11b]. However, in $\left[\mathrm{ABC}^{+} 12\right.$ ], a quoted signature should be indistinguishable from a fresh signature, even when the distinguisher is given the original signature. In contrast, the definitions of [CLX09, $\left.\mathrm{BBD}^{+} 10, \mathrm{BF} 11 \mathrm{a}, \mathrm{BF} 11 \mathrm{~b}\right]$ do not provide the distinguisher with the original signature. Thus, it may be possible to link a quoted document to its original source, which can have negative privacy implications.

Another type of studies computing on authenticated data require secret information of the original signer, such as sanitizable signatures [ACdMT05, $\mathrm{BFF}^{+} 09$, BFLS10], and incremental signatures [BGG94], where the signer can efficiently make small edits to his signed data. We also consider this type of computation on authenticated data in Chapter 7. In contrast, our work in this chapter followed $\left[\mathrm{ABC}^{+} 12\right]$ concentrate more about anyone can compute on the authenticated data.
Our Contributions. For the first time, this work presents a provably secure (correct, anonymous, selectively unforgeable, and strongly context hiding) identity-based quotable ring signature scheme based on bilinear pairing, under the Subgroup Decision Problem assumption and Computational Diffie-Hellman assumption in the composite order groups. We also present a security model and concrete security analysis by the reduction to prove the security of the proposed scheme. More precisely, we can show that if there exists an attacker who can identify the actual signer among a ring of signers, then the Subgroup Decision Problem is solved, and if there exists an attacker who can selectively forge a valid quotable ring signature, then the Computational Diffie-Hellman problem is solved. We also prove the scheme is strongly context hiding in a statistical definition.
Organization of This Chapter. The rest of this chapter is organized as follows: In Section 5.2, we recall some known results about homomorphic encryption and NIZK, which are used as building blocks in the proposed scheme. In Section 5.3, we provide a formal definition of the identity-based quotable ring signature scheme. In Section 5.4, we present a security model for the new scheme. In Section 5.5, we present a concrete identity-based quotable ring signature scheme based on bilinear
pairing in the composite order groups. Section 5.6 provides the security proof about correctness, anonymity, selectively unforgeability against adaptively chosen message attacks and strongly context hiding property. Section 5.7 concludes this chapter.

### 5.2 NIZK Proof That Ciphertext $C$ Encrypts 0 or

 1We use some cryptographic primitives as building blocks in this scheme. The first one is a homomorphic public key encryption scheme, which is proposed by Boneh, Goh and Nissim [BGN05]. The homomorphic encryption scheme consists of three algorithms, which are as follows.
KeyGen: Given a security parameter $\lambda$, run $\mathcal{G}\left(1^{\lambda}\right)$ to obtain a tuple ( $\left.p, q, \mathbb{G}, \mathbb{G}_{T}, e\right)$. Let $n=p q$, where $p, q$ are sufficient large prime numbers. Both $\mathbb{G}, \mathbb{G}_{T}$ are cyclic groups of composite order $n$. Select $g$ as a random generator of $\mathbb{G}$ and $h$ as a random generator of $\mathbb{G}_{q}$, which is a cyclic order $q$ subgroup of $\mathbb{G}$. The public key is $\left(n, \mathbb{G}, \mathbb{G}_{T}, e, g, h\right)$. The private key is $q$.
Encrypt: To encrypt a message $m$, pick a random $s \leftarrow\{0,1, \cdots, n-1\}$ and compute $C=g^{m} h^{s} \in \mathbb{G}$. Output $C$ as the ciphertext.
Decrypt: To decrypt a ciphertext $C$, compute $C^{q}=g^{m q} h^{s q}=\left(g^{q}\right)^{m}$. Let $\widehat{g}=g^{q}$ and exhaustively search for $m$.

Note that decryption in this system takes polynomial time in the size of the message space. Therefore, the system can only be used to encrypt short messages.

The second building block is a non-interactive zero-knowledge proof which is proposed by Groth, Ostrovsky and Sahai [GOS06]. It proves that a BGN-ciphertext has either 0 or 1 as plaintext. The non-interactive zero-knowledge proof is described as follows.

Common reference string: Given a security parameter $\lambda$, run $\mathcal{G}\left(1^{\lambda}\right)$ to obtain a tuple $\left(p, q, \mathbb{G}, \mathbb{G}_{T}, e\right)$. Let $n=p q$, where $p, q$ are sufficient large prime numbers. Both $\mathbb{G}, \mathbb{G}_{T}$ are cyclic groups of composite order $n$. Select $g$ as a random generator of $\mathbb{G}$ and $h$ as a random generator of $\mathbb{G}_{q}$, which is a cyclic order $q$ subgroup of $\mathbb{G}$. The common reference string is $\sigma=\left(n, \mathbb{G}, \mathbb{G}_{T}, e, g, h\right)$.
Statement: The statement is an element $C \in \mathbb{G}$. The claim is that there exists a pair $(m, s) \in \mathbb{Z}^{2}$ such that $m \in\{0,1\}$ and $C=g^{m} h^{s}$.
Proof: Input $(\sigma, C,(m, s))$.

- Check $m \in\{0,1\}$ and $C=g^{m} h^{s}$. Return failure if check fails.
- $r \leftarrow \mathbb{Z}_{n}^{*}$.
- $\pi_{1}=h^{r}, \quad \pi_{2}=\left(g^{2 m-1} h^{s}\right)^{s r^{-1}}, \quad \pi_{3}=g^{r}$.
- Return $\pi=\left(\pi_{1}, \pi_{2}, \pi_{3}\right)$.

Verification: Input $\left(\sigma, C, \pi=\left(\pi_{1}, \pi_{2}, \pi_{3}\right)\right)$.

- Check $C \in \mathbb{G}$ and $\pi \in \mathbb{G}^{3}$.
- Check $e\left(C, C g^{-1}\right) \stackrel{?}{=} e\left(\pi_{1}, \pi_{2}\right)$ and $e\left(\pi_{1}, g\right) \stackrel{?}{=} e\left(h, \pi_{3}\right)$.
- Return 1 if both checks pass, else return 0 .

In order to make these building blocks suitable for the quotable signature scheme, we should slightly change the random number $s$ used in the Encrypt algorithm of Boneh, Goh, and Nissim encryption scheme [BGN05] to $s \leftarrow \mathbb{Z}_{n}^{*}$.

The Proof algorithm of Groth, Ostrovsky, and Sahai NIZK proof scheme [GOS06] should also be slightly changed as follows.
Proof: Input $(\sigma, C,(m, s))$.

- Check $m \in\{0,1\}$ and $C=g^{m} h^{s}$. Return failure if check fails.
- $\widehat{r} \leftarrow \mathbb{Z}_{n}^{*}, \quad r=\widehat{r} s$.
- $\pi_{1}=h^{r}, \quad \pi_{2}=\left(g^{2 m-1} h^{s}\right)^{s r^{-1}}, \quad \pi_{3}=g^{r}$.
- Return $\pi=\left(\pi_{1}, \pi_{2}, \pi_{3}\right)$.

In fact, as $\widehat{r}$ is a random number, after multiplied to $s, r$ is still a random number. The modified proof algorithm is essentially the same as the original one. But the elements $\pi_{1}, \pi_{2}$, and $\pi_{3}$ have been changed to $\pi_{1}=h^{s r}, \pi_{2}=\left(g^{2 m-1} h^{s}\right)^{r^{-1}}$, and $\pi_{3}=g^{s r}$, respectively.

### 5.3 Formal Definitions

There will be two types of different signatures named Type I signature and Type II signature, where Type I signature can be quoted down to another Type I or Type II signature, Type II signature cannot be quoted again but with a shorter
signature size. The trusted party Private Key Generator (PKG) generates all users' private keys. An identity-based quotable ring signature scheme for message space $\mathcal{M}$ consists of the following five algorithms.
Setup: On input of a security parameter $\lambda$, PKG selects the master secret key of this scheme and publishes public parameters params.

Extract: When a party requires its private key corresponding to its identity, this algorithm generates the private key by using the master secret key and the identity, then returns the private key to the party.
Sign: This algorithm takes as input the actual signer's private key $S_{I D}$ and a set of public keys $R$ that constitutes the ring, along with a message $M$ in the message space to be signed. It is required that $Q_{I D} \in R$ holds. This algorithm returns a ring signature $\sigma$ on $M$ on behalf of the ring $R$.

Quote: This algorithm takes as input a Type I ring signature $\sigma$ with the corresponding ring $R$ and message $M$, and a substring $M^{\prime}$ of $M$. It first checks the validity of $\sigma$ with respect to $R$ and $M$. If $\sigma$ is valid, it produces a new ring signature $\sigma^{\prime}$, which is either Type I or Type II, of $M^{\prime}$ on behalf of the ring $R$. Otherwise, it outputs a special symbol $\perp$ to represent failure.
Verify: The verification algorithm takes as input a set of public keys $R$ that constitutes the ring, and a purported ring signature $\sigma$ of a message $M$ on behalf of the ring $R$. It returns either valid or invalid.

### 5.4 Security Model

Informally, a ring signature scheme should satisfy two security properties. First, it should be anonymous, which means an adversary should not be able to determine which member of a ring generated a signature. Second, it should be unforgeable, which means an adversary should be able to construct a valid signature on behalf of a ring only if he knows the secret key corresponding to one of them. Rivest, Shamir, and Tauman [RST01] gave a formalization which has been used in much subsequent work. Bender, Katz, and Morselli [BKM06] described several possible stronger formulations of each notion. In addition to this, as a quotable signature, it also should be context hiding, which means a derived signature on $M^{\prime}$, from an honestly generated original signature on $M$, is statistically indistinguishable from a fresh signature on $M^{\prime}$, even if the original signature on $M$ is known. Ahn et al. $\left[\mathrm{ABC}^{+} 12\right]$ proposed a strong definition of context hiding for quotable signature.

For identity-based quotable ring signature scheme, the security model should be slightly modified. For example, in terms of the unforgeability property, new ring signatures quoted from an valid original ring signature should not be considered as a forgery even if the adversary did not know the secret key corresponding to one of the members of the ring.

Correctness. We require that for all private key $S_{I D}$ generated by Extract algorithm and for all $M \in \mathcal{M}$, all substring $M^{\prime} \subseteq M$, and all ring of public keys $R$ where $Q_{I D} \in R$ we have:

- For both Type I and Type II signatures, $\operatorname{Sign}\left(S_{I D}, R, M\right) \neq \perp$ and $\operatorname{Verify}(R, M$, $\left.\operatorname{Sign}\left(S_{I D}, R, M\right)\right)=1$.
- For all Type I signature $\sigma_{I}$ generated by $\sigma_{I} \leftarrow \operatorname{Sign}\left(S_{I D}, R, M^{\prime}\right)$ or $\sigma_{I} \leftarrow$ $\operatorname{Quote}\left(\sigma_{I}^{\prime}, R, M, M^{\prime}\right)$, $\operatorname{Quote}\left(\sigma_{I}, R, M^{\prime}, M^{\prime \prime}\right) \neq \perp$, and Verify $\left(R, M^{\prime \prime}, \operatorname{Quote}\left(\sigma_{I}\right.\right.$, $\left.\left.R, M^{\prime}, M^{\prime \prime}\right)\right)=1$.

In particular, correctness implies that a signature generated by Quote algorithm can be used as an input to Quote algorithm so that signatures can be further quoted from quoted signatures.

Anonymity. We require that any verifier should not have probability greater than $1 / d$ to guess the identity of the actual signer who has computed a ring signature on behalf of a ring of $d$ members. If the verifier is a member of the ring distinct from the actual signer, then his probability to guess the identity of the actual signer should not be greater than $1 /(d-1)$.

Anonymity against full key exposure for an identity-based quotable ring signature scheme is defined using the following game between a challenger and an adversary $\mathcal{A}$.

- Setup. The challenger selects $\mathcal{I D}=\left\{I D_{1}, \cdots, I D_{\xi}\right\}$ where $\xi$ is a game parameter. The adversary $\mathcal{A}$ is given the public key set $\mathcal{I D}$.
- Queries. Algorithm $\mathcal{A}$ is allowed to make ring signing queries and extract queries. A ring signing query is of the form $\left(i^{\prime}, R, M\right)$. Here $M$ is the message to be signed. $R$ is a set of public keys, and $i^{\prime}$ is an index such that $Q_{I D_{i^{\prime}}} \in R$ holds. (The other keys in $R$ need not be keys in the set $\mathcal{I D}$ ). The challenger responds with $\sigma=\operatorname{Sign}\left(S_{I D_{i^{\prime}}}, R, M\right)$. An extract query is of the form $I D_{i}$. The challenger provides $S_{I D_{i}}$ to $\mathcal{A}$.
- Challenge. Algorithm $\mathcal{A}$ requests a challenge by sending to the challenger the values $\left(i_{0}, i_{1}, R, M\right)$. Here $M$ is to be signed with respect to the ring $R$, and $i_{0}$ and $i_{1}$ are indices such that $\left\{Q_{I D_{i_{0}}}, Q_{I D_{i_{1}}}\right\} \in R$. (The other keys in $R$ need not be keys in the set $\mathcal{I D}$.) The challenger chooses a bit $b \leftarrow\{0,1\}$, computes the challenge signature $\sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i_{b}}}, R, M\right)$, and provides $\mathcal{A}$ with $\sigma$.
- Output. Algorithm $\mathcal{A}$ finally outputs its guess $b^{\prime}$ for $b$, and wins if $b=b^{\prime}$.

We define $A d v_{\mathcal{A}}^{\text {anon-ke }}$ to be the advantage over $1 / 2$ of $\mathcal{A}$ in the above game.
Unforgeability. We prove our construction selectively secure. Selective security for signature schemes requires the attacker to give the forgery message before seeing the verification key.

To define unforgeability, we extend the basic notion of existential unforgeability with respect to adaptive chosen-message attacks [GMR88]. The definition captures the idea that if the attacker is given a set of signed messages (either primary or quoted), then the only messages he can sign are derivations of the signed messages he was given.

Unforgeability for an identity-based quotable ring signature scheme is defined using the following game between a challenger and an adversary $\mathcal{A}$.

- Setup. The challenger selects $\mathcal{I D}=\left\{I D_{1}, \cdots, I D_{\xi}\right\}$ where $\xi$ is a game parameter. The adversary $\mathcal{A}$ is given the public key set $\mathcal{I D}$.
- Queries. Algorithm $\mathcal{A}$ is allowed to make ring signing queries and extract queries. A ring signing query is of the form $\left(i^{\prime}, R, M\right)$. Here $M$ is the message to be signed. $R$ is a set of public keys, and $i^{\prime}$ is an index such that $Q_{I D_{i^{\prime}}} \in R$ holds. (The other keys in $R$ need not be keys in the set $\mathcal{I D}$ ). The challenger responds with $\sigma=\operatorname{Sign}\left(S_{I D_{i^{\prime}}}, R, M\right)$. An extract query is of the form $I D_{i}$. The challenger provides $S_{I D_{i}}$ to $\mathcal{A}$.
- Output. Eventually, $\mathcal{A}$ outputs a tuple $\left(R^{*}, M^{*}, \sigma^{*}\right)$ and wins the game if (1) it never made a ring signing query $(i, R, M)$ such that $Q_{I D_{i}} \in R^{*}$ and $M$ equals to or is a superstring of $M^{*} ;(2)$ it never made an extract query $I D_{i}$ for any $I D_{i} \in \mathcal{I D}$, and $R^{*} \subseteq \mathcal{I D}$; and (3) Verify $\left(R^{*}, M^{*}, \sigma^{*}\right)=$ valid.

An identity-based quotable ring signature schemes is selectively unforgeable with
respect to adaptive chosen-message attacks if for all PPT adversaries $\mathcal{A}$, the probability that he wins the game is negligible in $\lambda$.

We define $A d v_{\mathcal{A}}^{\text {sel-uf }}$ to be the probability that $\mathcal{A}$ wins in the above game.
Context Hiding. The notion of anonymity has considered the problem of hiding the identity of a signer among a set of users. Context hiding ensures privacy for the data rather than the signer. Our goal is to hide how a ring signature was created. Context hiding captures an important privacy property, which means a ring signature should reveal nothing more than the message being signed. In particular, if a ring signature on $M^{\prime}$ was quoted from a ring signature on $M$, an attacker should not learn anything about $M$ other than what can be inferred from $M^{\prime}$. This should be true even if the original ring signature on $M$ is revealed. For example, a signed quote should not reveal anything about the message from which it was quoted, including its length, the position of the quote, whether its parent document is the same as another quote, whether it was derived from a given signed message or generated freshly, etc.

We can view a message $M$ as a pair $(t, m) \in\{0,1\},\{0,1\}^{*}$. The bit $t$ will identify the message as being Type I or Type II (assume $t=1$ signifies Type I signatures) and $m$ will be the message to be signed. We note that this description allows an attacker to distinguish between any Type I signature from any Type II signature since the "type bit" of the messages will be different and thus they will technically be two different messages even if the message components are equal. For this reason we will only need to prove context hiding between messages of Type I or Type II, but not across types. In general, flipping the bit $t$ will not result in a valid signature of a different type on the same core message, because the format will be wrong. However, moving from a Type I to a Type II on the same core message is not considered a forgery since Type II signatures can be legally derived from Type I.

We put forth the following powerful statistical definition of context hiding.
Let $M \in \mathcal{M}$ and $M^{\prime} \subseteq M$ be a substring of $M$. Let $S_{I D_{i}} \leftarrow \operatorname{Extract}\left(I D_{i}\right), R$ be a ring such that $Q_{I D_{i}} \in R$. An identity-based quotable ring signature scheme is strongly context hiding if for all such triples $\left(S_{I D_{i}}, M, M^{\prime}\right)$, the following two distribution are statistically close.

$$
\begin{gathered}
\quad\left\{\left(S_{I D_{i}}, \sigma_{M} \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M\right), \operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)\right)\right\}_{S_{I D_{i}}, M, M^{\prime}}, \\
\left\{\left(S_{I D_{i}}, \sigma_{M} \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M\right), \operatorname{Quote}\left(\sigma_{M}, R, M, M^{\prime}\right)\right)\right\}_{S_{I D_{i}}, M, M^{\prime}}
\end{gathered}
$$

The definition states that a derived signature on $M^{\prime}$, from an honestly generated original ring signature, is statistically indistinguishable from a fresh ring signature on $M^{\prime}$. This implies that a derived ring signature on $M^{\prime}$ is indistinguishable from a ring signature generated independently of $M$. Therefore, the derived ring signature cannot (provably) reveal any information about $M$ beyond what is revealed by $M^{\prime}$.

Using statistical indistinguishability meaning that even an unbounded adversary cannot distinguish derived ring signatures from newly created ones. The same holds even if the signing key is leaked.

### 5.5 Proposed Scheme

The design of this scheme follows the idea of the Ahn et al. quotable signature scheme $\left[\mathrm{ABC}^{+} 12\right]$, which is not identity-based and not ring signature.

Setup ( $1^{\lambda}$ ): On input of the security parameter $1^{\lambda}$, construct a group $\mathbb{G}$ of composite order $n=p q$ as described in Sect.3.1. Let $L$ be the maximum message length supported and denote $n^{\prime}=\lfloor\lg (L)\rfloor$. Let $H_{a}:\{0,1\}^{*} \rightarrow \mathbb{G}^{*}, H_{b}:\{0,1\}^{*} \rightarrow \mathbb{G}^{*}$, and $H:\{0,1\}^{*} \rightarrow \mathbb{G}^{*}$ be three hash functions. Choose random $w, z_{0}, \cdots, z_{n^{\prime}-1}, \alpha \leftarrow \mathbb{Z}_{n}^{*}$. Set $W=g^{w}, U=h^{\alpha}, P_{p u b}=g^{\alpha}$. The master secret key is MK $=(\alpha)$. The public parameter is params $=\left(H_{a}, H_{b}, H, g, h, n, g^{z_{0}}, \cdots, g^{z_{n^{\prime}-1}}, W, U, P_{\text {pub }}\right)$.

Extract ( $M K, I D$ ): On input of the master secret key $M K$ and a user's identity $I D$, compute $Q_{I D}=H(I D)$, the user's secret key is $S_{I D}=Q_{I D}^{\alpha}$.
$\operatorname{Sign}\left(S_{I D}, R, M=(t, m) \in\{0,1\} \times \sum^{l \leq L}\right)$ : We sketch how this algorithm works for a message of length $l$. Firstly, visualize a matrix with $(l+1)$ columns and $(\lfloor\lg l\rfloor+2)$ rows. The columns correspond to the characters of the message, with a character in between each column. The rows correspond to the numbers $\lg l$ down to 0 , plus an extra row at the bottom. Each location $\left(i_{c}, i_{r}\right)$ in the matrix (except along the bottom-most row) contains one or more out-going arrows. A "start" arrow goes down one row and over $2^{i_{r}}$ columns ending in $\left(i_{c}+2^{i_{r}}, i_{r}-1\right)$, if this end point is in the matrix. This type of arrow indicates that a quote starts here. A "one" arrow operates similarly to start arrows and is used to include characters after a start arrow includes the quote prefix. A "zero" arrow goes straight down one row ending in $\left(i_{c}, i_{r}-1\right)$. This does not add any characters to the quoted substring. We refer the reader to $\left[\mathrm{ABC}^{+} 12\right]$ for more details about this.

This algorithm takes as input a signer's private key $S_{I D}$, a ring $R$ of public keys, and a message $M$. No public key may appear twice in $R$, and $R$ must include $Q_{I D}$. If $t=1$, ring signatures produced by this algorithm are Type I as described below. If $t=0$, the Type II signature can be obtained by running this algorithm and then running the Quote-Type II algorithm below to obtain a quote on the entire message. The message space is treated as $l \leq L$ symbols from alphabet $\sum$. We use notation $m_{i, j}$ to denote the substring of $m$ of length $j$ starting at position $i$.

Let $d=|R|$, parse the elements of $R$ as $Q_{I D_{k}} \in \mathbb{G}, 1 \leq k \leq d$. Let $k^{*}$ be the index such that $Q_{I D_{k^{*}}}=Q_{I D}$. Define $\left\{f_{k}\right\}_{k=1}^{d}$ as

$$
f_{k}= \begin{cases}1 & \text { if } \quad k=k^{*} \\ 0 & \text { otherwise }\end{cases}
$$

For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$, choose random values $x_{i, j} \in \mathbb{Z}_{n}$. Set $x_{i,-1}=0$ for all $i=1$ to $l+1$.

- Choose random number $u$ from $\mathbb{Z}_{n}^{*}$, and set $\bar{U}=h^{u}, \widehat{U}=h^{1 / u}, \widetilde{U}=g^{u}$.
- For each $k, 1 \leq k \leq d$, choose random exponents $s_{k}$ from $\mathbb{Z}_{n}^{*}$ and set

$$
\begin{gathered}
V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}} \\
\pi_{k 1}=h^{s_{k} u}, \quad \pi_{k 2}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{s_{k}}\right)^{1 / u}, \quad \pi_{k 3}=g^{s_{k} u}, \quad \pi_{k 4}=g^{s_{k}} .
\end{gathered}
$$

- Let $s=\sum_{k=1}^{d} s_{k}$, and set $G=P_{p u b}^{s}=g^{\alpha s}$.
- For $i=1$ to $l$ and $j=0$ to $\lfloor\lg (l-i+1)\rfloor$, for randomly chosen values $r_{i, j} \in \mathbb{Z}_{n}$ :

$$
B_{i, j}=H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2^{j}, j-1}} S_{I D} \cdot U^{s}, \quad \widetilde{B}_{i, j}=g^{r_{i, j}} .
$$

- For $i=3$ to $l$ and $j=0$ to $\min (\lfloor\lg (i-1)-1\rfloor,\lfloor\lg (l-i+1)\rfloor)$, for randomly chosen values $r_{i, j}^{\prime} \in \mathbb{Z}_{n}$ :

$$
A_{i, j}=H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2^{j}, j-1}}, \quad \widetilde{A}_{i, j}=g^{r_{i, j}^{\prime}} .
$$

- For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$, for randomly chosen values $r_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}:$

$$
D_{i, j}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} \cdot r_{i, j}^{\prime \prime}}, \quad \widetilde{D}_{i, j}=g^{r_{i, j}^{\prime \prime}} .
$$

The ring signature is $\sigma=\left(\bar{U}, \widehat{U}, \widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}\right.$, $\left.\widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}\right)$.

The values $\pi_{k 1}, \pi_{k 2}, \pi_{k 3}$ and $\pi_{k 4}$ act as a proof that $V_{k}$ is well-formed, which means that $f_{k} \in\{0,1\}$.

Observe that, when there is exactly one non-zero value amongst $\left\{f_{k}\right\}$, say $f_{k^{*}}$, we have $W \cdot \prod_{k=1}^{d} V_{k}=Q_{I D^{*}} h^{s}$, so $\prod_{k=1}^{d} V_{k}$ serves as an encryption of the user's public key.

Quote $\left(\sigma, R, M=(t, m), M^{\prime}=\left(t^{\prime}, m^{\prime}\right)\right)$ : To derive a new ring signature on a substring $M^{\prime}$ of $M$, one removes the group elements not associated with the new substring and then re-randomizes the remaining part of the ring signature. In addition, there is a second option in our quote algorithm that allows for the derivation of a short ring signature. However the quote procedure cannot be applied again to this short ring signature. Thus, we support quoting from quotes, and also provide a compression option which produces a very short quote, but the price for this is that it cannot be quoted from further.

First, check the validity of $\sigma$ with respect to $R$ and $M$. If it is not valid, output $\perp$. If $M^{\prime}$ is not a substring of $M$, output $\perp$. Otherwise, if $t^{\prime}=1$, output Quote-Type I ( $\sigma, R, m, m^{\prime}$ ); if $t^{\prime}=0$, output Quote-Type II $\left(\sigma, R, m, m^{\prime}\right)$.
Quote-Type I ( $\sigma, R, m, m^{\prime}$ ): This quote algorithm takes a Type I signature and produces another Type I signature that maintains the ability to be quoted again.

If $m^{\prime}$ is not a substring of $m$, then output $\perp$. Otherwise, let $l^{\prime}=\left|m^{\prime}\right|$. Determine the first index $\delta$ at which substring $m^{\prime}$ occurs in $m$. Parse $\sigma$ as a collection of $\bar{U}, \widehat{U}, \widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}$ values.

Choose re-randomization values to re-randomize the $x_{i, j}$ terms of $\sigma$. For $i=2$ to $l^{\prime}+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$, choose random values $y_{i, j} \in \mathbb{Z}_{n}$. Set $y_{i,-1}=0$ for all $i=1$ to $l^{\prime}+1$.

- Choose random number $u^{\prime}$ from $\mathbb{Z}_{n}^{*}$, and set $\bar{U}^{\prime}=\bar{U}^{u^{\prime}}=h^{u u^{\prime}}, \widehat{U}^{\prime}=\widehat{U}^{\left(1 / u^{\prime}\right)}=$ $h^{\left(1 / u u^{\prime}\right)}, \widetilde{U}^{\prime}=\widetilde{U}^{u^{\prime}}=g^{u u^{\prime}}$.
- For each $k, 1 \leq k \leq d$, choose random exponents $s_{k}^{\prime}$ from $\mathbb{Z}_{n}^{*}$ and set

$$
\begin{aligned}
V_{k}^{\prime} & =V_{k} \cdot h^{s_{k}^{\prime}}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{\left(s_{k}+s_{k}^{\prime}\right)} \\
\pi_{k 1}^{\prime} & =\left(\pi_{k 1} \cdot \bar{U}^{s_{k}^{\prime}}\right)^{u^{\prime}}=\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}} \\
\pi_{k 2}^{\prime} & =\left(\pi_{k 2} \cdot \widehat{U}^{s_{k}^{\prime}}\right)^{\left(1 / u^{\prime}\right)}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{\left(1 / u u^{\prime}\right)}
\end{aligned}
$$

$$
\begin{aligned}
& \pi_{k 3}^{\prime}=\left(\pi_{k 3} \cdot \widetilde{U}^{s_{k}^{\prime}}\right)^{u^{\prime}}=\left(g^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}} \\
& \pi_{k 4}^{\prime}=\pi_{k 4} \cdot g^{s_{k}^{\prime}}=g^{\left(s_{k}+s_{k}^{\prime}\right)}
\end{aligned}
$$

- Let $s^{\prime}=\sum_{k=1}^{d} s_{k}^{\prime}$, and set $G^{\prime}=G \cdot P_{p u b}^{s^{\prime}}=g^{\alpha\left(s+s^{\prime}\right)}$.
- For $i=1$ to $l^{\prime}$ and $j=0$ to $\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor$, for randomly chosen $t_{i, j} \in \mathbb{Z}_{n}$ :

$$
B_{i, j}^{\prime}=B_{i+\delta-1, j} \cdot H_{b}\left(m_{i+\delta-1,2^{j}}\right)^{t_{i, j}} \cdot g^{-y_{i+2^{j}, j-1}} \cdot U^{\sum_{k=1}^{d} s_{k}^{\prime}}, \quad \widetilde{B}_{i, j}^{\prime}=\widetilde{B}_{i+\delta-1, j} \cdot g^{t_{i, j}} .
$$

- For $i=3$ to $l^{\prime}$ and $j=0$ to $\min \left(\lfloor\lg (i-1)-1\rfloor,\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor\right)$, for randomly chosen values $t_{i, j}^{\prime} \in \mathbb{Z}_{n}$ :

$$
A_{i, j}^{\prime}=A_{i+\delta-1, j} \cdot H_{a}\left(m_{i+\delta-1,2^{j}}\right)^{t_{i, j}^{\prime}} \cdot g^{y_{i, j}} \cdot g^{-y_{i+2 j, j-1}}, \quad \widetilde{A}_{i, j}^{\prime}=\widetilde{A}_{i+\delta-1, j} \cdot g^{t_{i, j}^{\prime}}
$$

- For $i=3$ to $l^{\prime}+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$, for randomly chosen values $t_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}:$

$$
D_{i, j}^{\prime}=D_{i+\delta-1, j} \cdot g^{y_{i, j}} \cdot g^{-y_{i, j-1}} \cdot g^{z_{j} \cdot t_{i, j}^{\prime \prime}}, \quad \widetilde{D}_{i, j}^{\prime}=\widetilde{D}_{i+\delta-1, j} \cdot g^{t_{i, j}^{\prime \prime}}
$$

The ring signature is $\sigma^{\prime}=\left(\bar{U}^{\prime}, \widehat{U}^{\prime}, \widetilde{U}^{\prime},\left\{V_{k}^{\prime}, \pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}, \pi_{k 3}^{\prime}, \pi_{k 4}^{\prime}\right\}_{k=1}^{d}, G^{\prime}, B_{i, j}^{\prime}, \widetilde{B}_{i, j}^{\prime}, A_{i, j}^{\prime}\right.$, $\left.\widetilde{A}_{i, j}^{\prime}, D_{i, j}^{\prime}, \widetilde{D}_{i, j}^{\prime}\right)$.
Quote-Type II ( $\sigma, R, m, m^{\prime}$ ): This quote algorithm takes a Type I signature and produces a Type II signature. A Type II quote will trace a $\left(\lg \left(l^{\prime}\right)+1\right)$-length path on those arrows through the matrix of the original Type I signature, where $l^{\prime}$ is the length of the quote. It always starts with a start arrow and then contains one and zero arrows according to the binary representation of the length of the quote. Intuitively, taking an arrow over a character includes it in the quote.

Consider the length $l^{\prime}$ written as a binary string. Let $\beta^{\prime}$ be the largest index of $l^{\prime}=\left|m^{\prime}\right|$ that is set to 1 , where we start counting with zero as the least significant bit. That is, set $\beta^{\prime}=\left\lfloor\lg \left(l^{\prime}\right)\right\rfloor$. Select random values $v, v_{\beta^{\prime}-1}, \cdots, v_{0} \in \mathbb{Z}_{n}$.

- Choose random number $u^{\prime}$ from $\mathbb{Z}_{n}^{*}$, and set $\widetilde{U}^{\prime}=\widetilde{U}^{u^{\prime}}=g^{u u^{\prime}}$.
- For each $k, 1 \leq k \leq d$, choose random exponents $s_{k}^{\prime}$ from $\mathbb{Z}_{n}^{*}$ and set

$$
\begin{aligned}
V_{k}^{\prime} & =V_{k} \cdot h^{s_{k}^{\prime}}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{\left(s_{k}+s_{k}^{\prime}\right)} \\
\pi_{k 1}^{\prime} & =\left(\pi_{k 1} \cdot \bar{U}^{s_{k}^{\prime}}\right)^{u^{\prime}}=\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}} \\
\pi_{k 2}^{\prime} & =\left(\pi_{k 2} \cdot \widehat{U}^{s_{k}^{\prime}}\right)^{\left(1 / u^{\prime}\right)}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{\left(1 / u u^{\prime}\right)} \\
\pi_{k 3}^{\prime} & =\left(\pi_{k 3} \cdot \widetilde{U}^{s_{k}^{\prime}}\right)^{u^{\prime}}=\left(g^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}} \\
\pi_{k 4}^{\prime} & =\pi_{k 4} \cdot g^{s_{k}^{\prime}}=g^{\left(s_{k}+s_{k}^{\prime}\right)} .
\end{aligned}
$$

- Let $s^{\prime}=\sum_{k=1}^{d} s_{k}^{\prime}$, and set $G^{\prime}=G \cdot P_{p u b}^{s^{\prime}}=g^{\alpha\left(s+s^{\prime}\right)}$.
- Set the start position as $K^{\prime}=B_{\delta, \beta^{\prime}} \cdot U^{\sum_{k=1}^{d} s_{k}^{\prime}}$, and $\delta^{\prime}=\delta+2^{\beta^{\prime}}$. Then, from $j=\beta^{\prime}-1$ down to 0 , proceed as follows.
- If the $j$ th bit of $l^{\prime}$ is 1 , set $K^{\prime}=K^{\prime} \cdot A_{\delta^{\prime}, j} \cdot H_{a}\left(m_{\delta^{\prime}, 2^{j}}\right)^{v_{j}}$, and $Z_{j}^{\prime}=\widetilde{A}_{\delta^{\prime}, j} \cdot g^{v_{j}}$. Then, set $\delta^{\prime}=\delta^{\prime}+2^{j}$;
- If the $j$ th bit of $l^{\prime}$ is 0 , set $K^{\prime}=K^{\prime} \cdot D_{\delta^{\prime}, j} \cdot g^{z_{j} \cdot v_{j}}$ and $Z_{j}^{\prime}=\widetilde{D}_{\delta^{\prime}, j} \cdot g^{v_{j}}$.
- To end, re-randomize as $K^{\prime}=K^{\prime} \cdot H_{b}\left(m_{\delta, 2^{\beta^{\prime}}}\right)^{v}$ and $\widetilde{B}^{\prime}=\widetilde{B}_{\delta, \beta^{\prime}} \cdot g^{v}$.

Output the quote as $\sigma^{\prime}=\left(\widetilde{U}^{\prime},\left\{V_{k}^{\prime}, \pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}, \pi_{k 3}^{\prime}, \pi_{k 4}^{\prime}\right\}_{k=1}^{d}, G^{\prime}, K^{\prime}, \widetilde{B}^{\prime}, Z_{\beta^{\prime}-1}^{\prime}, \cdots, Z_{0}^{\prime}\right)$.
Verify $(R, M=(t, m), \sigma)$ : Let $d=|R|$, parse the elements of $R$ as $Q_{I D_{k}} \in \mathbb{G}, 1 \leq$ $k \leq d$. Verify that no element is repeated in $R$ and reject otherwise.

Parse Type I signature as $\sigma=\left(\bar{U}, \widehat{U}, \widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}\right.$, $\left.\widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j},\right)$. Parse Type II signature as $\sigma=\left(\widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, K, \widetilde{B}\right.$, $\left.Z_{\beta-1}, \cdots, Z_{0}\right)$.

Check that the proofs $\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}$ are valid. First check $\left\{V_{k}, \pi_{k 1}, \pi_{k 2}\right.$, $\left.\pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d} \in \mathbb{G}^{5 d}$. Then, for each $k, 1 \leq k \leq d$, check whether

$$
\begin{aligned}
e\left(V_{k}, V_{k} /\left(Q_{I D_{k}} / W\right)\right) & \stackrel{?}{=} e\left(\pi_{k 1}, \pi_{k 2}\right), \\
e\left(\pi_{k 1}, g\right) & \stackrel{?}{=} e\left(h, \pi_{k 3}\right), \\
e\left(\pi_{k 4}, \widetilde{U}\right) & \stackrel{?}{=} e\left(g, \pi_{k 3}\right),
\end{aligned}
$$

hold. If any of the proofs is invalid, reject. Otherwise, set $V=\prod_{k=1}^{d} V_{k}$. Then, check whether $e\left(\prod_{k=1}^{d} \pi_{k 4}, P_{p u b}\right) \stackrel{?}{=} e(G, g)$ holds. If it is invalid, reject.

If $t=1$, output Verify-Type $\mathbf{I}(R, m, \sigma)$. Otherwise, output Verify-Type $\mathbf{I I}(R, m, \sigma)$.
Verify-Type $\mathbf{I}(R, m, \sigma)$ : Let $l=|m|$. Let $X_{i, j}$ denote $e(g, g)^{x_{i, j}}$. The value $X_{i,-1}=1$, since for all $i=1$ to $l+1, x_{i,-1}=0$.

For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$, let $I=i-2^{j+1}$ and $J=j+1$. Compute

$$
X_{i, j}=\left(e\left(H_{b}\left(m_{I, 2^{J}}\right), \widetilde{B}_{I, J}\right) \cdot e\left(W V, P_{p u b}\right)\right) / e\left(B_{I, J}, g\right) .
$$

The verification accepts if and only if all of the following hold.

- For $i=3$ to $l$ and $j=0$ to $\min (\lfloor\lg (i-1)-1\rfloor,\lfloor\lg (l-i+1)\rfloor)$,

$$
\begin{equation*}
e\left(A_{i, j}, g\right)=\left(X_{i, j} / X_{i+2^{j}, j-1}\right) \cdot e\left(H_{a}\left(m_{i, 2^{j}}\right), \widetilde{A}_{i, j}\right) . \tag{5.1}
\end{equation*}
$$

- For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$,

$$
\begin{equation*}
e\left(D_{i, j}, g\right)=\left(X_{i, j} / X_{i, j-1}\right) \cdot e\left(g^{z_{j}}, \widetilde{D}_{i, j}\right) . \tag{5.2}
\end{equation*}
$$

Verify-Type II $(R, m, \sigma)$ : Let $l=|m|$ and $\beta$ be the index of the highest bit of $l$ that is set to 1 . Set $N=1$ and $\delta=1+2^{\beta}$. From $j=\beta-1$ down to 0 , proceed as follows.

- If the $j$ th bit of $l$ is 1 , set $N=N \cdot e\left(H_{a}\left(m_{\delta, 2^{j}}\right), Z_{j}\right)$ and $\delta=\delta+2^{j}$.
- If the $j$ th bit of $l$ is 0 , set $N=N \cdot e\left(g^{z_{j}}, Z_{j}\right)$.

Accept if and only if

$$
\begin{equation*}
e(K, g)=e\left(H_{b}\left(m_{1,2^{\beta}}\right), \widetilde{B}\right) \cdot e\left(W V, P_{p u b}\right) \cdot N . \tag{5.3}
\end{equation*}
$$

### 5.6 Security Analysis

Theorem 5.1 This identity-based quotable ring signature scheme is correct.
Proof. For the Type I signature. Let $l=|m|$. Parse $\sigma$ as the set of $\bar{U}, \widehat{U}, \widetilde{U},\left\{V_{k}, \pi_{k 1}\right.$, $\left.\pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}$.

When $f_{k}=1$,

$$
\begin{aligned}
e\left(V_{k}, V_{k} /\left(Q_{I D_{k}} / W\right)\right) & =e\left(\left(Q_{I D_{k}} / W\right) h^{s_{k}}, h^{s_{k}}\right) \\
& =e\left(h^{s_{k}},\left(\left(Q_{I D_{k}} / W\right) h^{s_{k}}\right)^{1 / u}\right) \\
& =e\left(\pi_{k 1}, \pi_{k 2}\right) .
\end{aligned}
$$

When $f_{k}=0, \quad e\left(V_{k}, V_{k} /\left(Q_{I D_{k}} / W\right)\right)=e\left(h^{s_{k}}, h^{s_{k}} /\left(Q_{I D_{k}} / W\right)\right)$

$$
=e\left(h^{s_{k} u},\left(h^{s_{k}} /\left(Q_{I D_{k}} / W\right)\right)^{1 / u}\right)
$$

$$
=e\left(\pi_{k 1}, \pi_{k 2}\right)
$$

Thus, $e\left(V_{k}, V_{k} /\left(Q_{I D_{k}} / W\right)\right)=e\left(\pi_{k 1}, \pi_{k 2}\right)$.
Through substitution, we can also check that the following equations hold.

$$
\begin{gathered}
e\left(\pi_{k 1}, g\right)=e\left(h^{s_{k} u}, g\right)=e\left(h, g^{s_{k} u}\right)=e\left(h, \pi_{k 3}\right) . \\
e\left(\pi_{k 4}, \widetilde{U}\right)=e\left(g^{s_{k}}, g^{u}\right)=e\left(g, g^{s_{k} u}\right)=e\left(g, \pi_{k 3}\right) . \\
e\left(\prod_{k=1}^{d} \pi_{k 4}, P_{p u b}\right)=e\left(g^{s}, g^{\alpha}\right)=e\left(g^{\alpha s}, g\right)=e(G, g) .
\end{gathered}
$$

For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$,

$$
\begin{aligned}
X_{i, j} & =\left(e\left(H_{b}\left(m_{I, 2^{J}}\right), \widetilde{B}_{I, J}\right) \cdot e\left(W V, P_{p u b}\right)\right) / e\left(B_{I, J}, g\right) \\
& =\left(e\left(H_{b}\left(m_{i-2^{j+1}, 2^{j+1}}\right), \widetilde{B}_{i-2^{j+1}, j+1}\right) \cdot e\left(Q_{I D} \cdot h^{s}, g^{\alpha}\right)\right) / e\left(B_{i-2^{j+1}, j+1}, g\right) \\
& =\frac{\left(e\left(H_{b}\left(m_{i-2 j+1,2^{j+1}}\right), g^{r_{i-2}{ }^{j+1}, j+1}\right) \cdot e\left(Q_{I D} \cdot h^{s}, g^{\alpha}\right)\right)}{e\left(H_{b}\left(m_{i-2^{j+1}, 2^{j+1}}\right)^{r_{i-2}^{j+1, j+1}} g^{\left.-x_{i-2} 2^{j+1}+2^{j+1, j+1-1} S_{I D} \cdot U^{s}, g\right)}\right.} \\
& =\frac{\left(e\left(H_{b}\left(m_{i-2^{j+1}, 2^{j+1}}\right), g^{r_{i-2} 2^{j+1, j+1}}\right) \cdot e\left(Q_{I D} \cdot h^{s}, g^{\alpha}\right)\right)}{e\left(H_{b}\left(m_{i-2^{j+1}, 2^{j+1}}\right)^{r_{i-2 j+1, j+1}} g^{-x_{i, j}} Q_{I D}^{\alpha} \cdot h^{\alpha s}, g\right)} \\
& =1 / e\left(g^{-x_{i, j}}, g\right) \\
& =e(g, g)^{x_{i, j}} .
\end{aligned}
$$

For $i=3$ to $l$ and $j=0$ to $\min (\lfloor\lg (i-1)-1\rfloor,\lfloor\lg (l-i+1)\rfloor)$,

$$
\begin{aligned}
e\left(A_{i, j}, g\right) & =e\left(H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2^{j}, j-1}}, g\right) \\
& =\left(e(g, g)^{x_{i, j}} / e(g, g)^{x_{i+2^{j}, j-1}}\right) \cdot e\left(H_{a}\left(m_{i, 2^{j}}\right), g^{r_{i, j}^{\prime}}\right) \\
& =\left(X_{i, j} / X_{i+2^{j}, j-1}\right) \cdot e\left(H_{a}\left(m_{i, 2^{j}}\right), \widetilde{A}_{i, j}\right) .
\end{aligned}
$$

For $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$,

$$
\begin{aligned}
e\left(D_{i, j}, g\right) & =e\left(g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} \cdot r_{i, j}^{\prime \prime}}, g\right) \\
& =\left(e(g, g)^{x_{i, j}} / e(g, g)^{x_{i, j-1}}\right) \cdot e\left(g^{z_{j}}, g^{r_{i, j}^{\prime \prime}}\right) \\
& =\left(X_{i, j} / X_{i, j-1}\right) \cdot e\left(g^{z_{j}}, \widetilde{D}_{i, j}\right)
\end{aligned}
$$

Both equation (5.1) and (5.2) hold.
For the Type II signature. Parse $\sigma^{\prime}$ as the set of $\widetilde{U}^{\prime},\left\{V_{k}^{\prime}, \pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}, \pi_{k 3}^{\prime}, \pi_{k 4}^{\prime}\right\}_{k=1}^{d}$, $G^{\prime}, K^{\prime}, \widetilde{B}^{\prime}, Z_{\beta-1}^{\prime}, \cdots, Z_{0}^{\prime}$. Recall that $l^{\prime}=\left|m^{\prime}\right|$ and $\beta^{\prime}=\left\lfloor\lg \left(l^{\prime}\right)\right\rfloor$. Here $l_{j}^{\prime}$ denotes the $j$-th bit of $l^{\prime}$ when we start counting with zero as the least significant bit. Parse $m^{\prime}$ as $m_{\beta^{\prime}}^{\prime} m_{\beta^{\prime}-1}^{\prime} \cdots m_{0}^{\prime}$ where $m_{j}^{\prime}$ is a string of length $2^{j}$ (when $l_{j}^{\prime}=1$ ) or a null string (when $l_{j}^{\prime}=0$ ). $\psi_{j}$ denotes the position where $m_{j}^{\prime}$ starts.

The values of some elements in the verification of Type II signature are as follows.

$$
\begin{gathered}
K^{\prime}=H_{b}\left(m_{\delta, 2^{\beta}}\right)^{\left(r_{\delta, \beta}+v\right)} U^{\left(s+s^{\prime}\right)} S_{I D} \cdot \prod_{j<\beta, l_{j}^{\prime}=1} H_{a}\left(m_{j}^{\prime}\right)^{\left(r_{\delta+\psi_{j}-1, j}^{\prime}+v_{j}\right)} \cdot \prod_{j<\beta, l_{j}^{\prime}=0} g^{z_{j}\left(r_{\delta+\psi_{j}^{\prime}-1, j}^{\prime \prime}+v_{j}\right)}, \\
\left\{Z_{j}^{\prime}\right\}_{j<\beta, l_{j}^{\prime}=1}=g^{\left(r_{\delta+\psi_{j}-1, j}^{\prime}+v_{j}\right)}, \quad\left\{Z_{j}^{\prime}\right\}_{j<\beta, l_{j}^{\prime}=0}=g^{\left(r_{\delta+\psi_{j}-1, j}^{\prime \prime}+v_{j}\right)}, \\
N^{\prime}=\prod_{j<\beta, l_{j}^{\prime}=1} e\left(H_{a}\left(m_{j}^{\prime}\right), Z_{j}^{\prime}\right) \cdot \prod_{j<\beta, l_{j}^{\prime}=0} e\left(g^{z_{j}}, Z_{j}^{\prime}\right) .
\end{gathered}
$$

When $f_{k}=1, \quad e\left(V_{k}^{\prime}, V_{k}^{\prime} /\left(Q_{I D_{k}} / W\right)\right)=e\left(\left(Q_{I D_{k}} / W\right) h^{\left(s_{k}+s_{k}^{\prime}\right)}, h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)$

$$
=e\left(\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}},\left(\left(Q_{I D_{k}} / W\right) h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{\left(1 / u u^{\prime}\right)}\right)
$$

$$
=e\left(\pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}\right)
$$

When $f_{k}=0, \quad e\left(V_{k}^{\prime}, V_{k}^{\prime} /\left(Q_{I D_{k}} / W\right)\right)=e\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}, h^{\left(s_{k}+s_{k}^{\prime}\right)} /\left(Q_{I D_{k}} / W\right)\right)$

$$
\begin{aligned}
& =e\left(\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}},\left(\left(Q_{I D_{k}} / W\right)^{-1} h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{\left(1 / u u^{\prime}\right)}\right) \\
& =e\left(\pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}\right) .
\end{aligned}
$$

Thus, $e\left(V_{k}^{\prime}, V_{k}^{\prime} /\left(Q_{I D_{k}} / W\right)\right)=e\left(\pi_{k 1}^{\prime}, \pi_{k 2}^{\prime}\right)$.
Through substitution, we can also check that the following equations hold.

$$
\begin{gathered}
e\left(\pi_{k 1}^{\prime}, g\right)=e\left(\left(h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}}, g\right)=e\left(h,\left(g^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}}\right)=e\left(h, \pi_{k 3}^{\prime}\right) . \\
e\left(\pi_{k 4}^{\prime}, \widetilde{U}^{\prime}\right)=e\left(g^{\left(s_{k}+s_{k}^{\prime}\right)}, g^{u u^{\prime}}\right)=e\left(g,\left(g^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{u u^{\prime}}\right)=e\left(g, \pi_{k 3}^{\prime}\right) . \\
e\left(\prod_{k=1}^{d} \pi_{k 4}^{\prime}, P_{p u b}\right)=e\left(g^{\left(s+s^{\prime}\right)}, g^{\alpha}\right)=e\left(g^{\alpha\left(s+s^{\prime}\right)}, g\right)=e\left(G^{\prime}, g\right) . \\
e\left(K^{\prime}, g\right) \\
=e\left(H_{b}\left(m_{\delta, 2^{\beta}}\right)^{\left(r_{\delta, \beta}+v\right)} U^{\left(s+s^{\prime}\right)} S_{I D} \prod_{j<\beta, l_{j}^{\prime}=1} H_{a}\left(m_{j}^{\prime}\right)^{\left(r_{\delta+\psi_{j}-1, j}^{\prime}+v_{j}\right)} \prod_{j<\beta, l_{j}^{\prime}=0} g^{z_{j}\left(r_{\delta+\psi_{j}-1, j}^{\prime \prime}+v_{j}\right)}, g\right) \\
=e\left(H_{b}\left(m_{\delta, 2^{\beta}}\right), g^{(r \delta, \beta+v)}\right) e\left(Q_{I D} \cdot h^{\left(s+s^{\prime}\right)}, g^{\alpha}\right) \prod_{j<\beta, l_{j}^{\prime}=1} e\left(H_{a}\left(m_{j}^{\prime}\right), Z_{j}^{\prime}\right) \prod_{j<\beta, l_{j}^{\prime}=0} e\left(g^{z_{j}}, Z_{j}^{\prime}\right) \\
=e\left(H_{b}\left(m_{1,2^{\beta}}^{\prime}\right), \widetilde{B}\right) \cdot e\left(W V^{\prime}, P_{p u b}\right) \cdot N^{\prime} .
\end{gathered}
$$

Equation (5.3) holds.
Theorem 5.2 This identity-based quotable ring signature scheme is anonymous against full key exposure under the assumption that the subgroup decision problem is hard.

Proof. The anonymity proof closely follows that given by Shacham and Waters for their ring signature scheme [SW07].

The proof proceeds in games. We define Game 0 as follows. Algorithm $\mathcal{B}$ is given the group order $n$ (but not its factorization), the description of the group $\mathbb{G}$, together with generators $g$ of $\mathbb{G}$ and $h$ which is uniformly chosen from $\mathbb{G}_{q} . \mathcal{B}$ follows the Setup algorithm to obtain system parameters $\left(w, z_{0}, \cdots, z_{n^{\prime}-1}, \alpha, W, U, P_{p u b}\right) . \mathcal{B}$ also chooses three hash functions $H_{a}, H_{b}, H$ and selects $\mathcal{I D}=\left\{I D_{1}, \cdots, I D_{\xi}\right\}$.
$\mathcal{B}$ runs $\mathcal{A}$, providing to it the description of the group $\mathbb{G}$, including its order $n$ and the generators $g$ and $h$. $\mathcal{B}$ also provides to $\mathcal{A}$ system parameters $\left(w, z_{0}, \cdots, z_{n^{\prime}-1}, \alpha\right.$,
$\left.W, U, P_{p u b}\right)$, along with the description of the hash functions $H_{a}, H_{b}, H$, and the challenge public keys $\left\{Q_{I D_{i}}\right\}_{i=1}^{\xi}$. When $\mathcal{A}$ makes a ring signing query of the form $(j, R, M), \mathcal{B}$ responds with $\sigma=\operatorname{Sign}\left(S_{I D_{j}}, R, M\right)$. Finally, $\mathcal{A}$ requests a challenge with the values $\left(j_{0}, j_{1}, R, M\right)$. Algorithm $\mathcal{B}$ chooses a bit $b \leftarrow\{0,1\}$, computes the challenge ring signature $\sigma=\operatorname{Sign}\left(S_{I D_{j_{b}}}, R, M\right)$, and provides $\mathcal{A}$ with $\sigma$. In addition, the challenger provides $\mathcal{A}$ with the Extract oracle, which can be queried for any identity. Actually, as the secret key is also given to the adversary $\mathcal{A}$, ring signing queries and Extract queries could be answered by himself. Algorithm $\mathcal{A}$ finally outputs its guess $b^{\prime}$ for $b$. $\mathcal{B}$ outputs 1 if $b=b^{\prime}, 0$ otherwise.

Game 1 is identical to Game 0 , except for the $h$ is uniformly chosen from $\mathbb{G}$.
Denote by $A d v_{\mathcal{B}}^{\text {game }-0}$ the advantage $\mathcal{B}$ has over $1 / 2$ in Game 0 , and by $A d v_{\mathcal{B}}^{\text {game }-1}$ the advantage over $1 / 2$ it has in Game 1 . We have $A d v_{\mathcal{B}}^{g a m e-0}=A d v_{\mathcal{A}}^{a n o n-k e}$, since in Game $0 \mathcal{A}$ 's environment is exactly as specified in the anonymity game. Moreover, suppose that $\mathcal{B}$ 's output were different in the two games. Then we could use $\mathcal{B}$, with $\mathcal{A}$ as a subroutine, to solve the subgroup decision problem. Given generators $(g, h)$ to test, we provide them to $\mathcal{B}$ and output 1 if $\mathcal{B}$ does. This gives a new algorithm $\mathcal{C}$ for which we have

$$
\begin{aligned}
A d v_{\mathcal{C}}^{s d p}= & \left|\operatorname{Pr}\left[\mathcal{B}=1 \mid h \stackrel{R}{\leftarrow} \mathbb{G}_{q}\right]-\operatorname{Pr}[\mathcal{B}=1 \mid h \stackrel{R}{\leftarrow} \mathbb{G}]\right| \\
& \frac{1}{2}\left|\left(2 \operatorname{Pr}\left[\mathcal{B}=1, h \stackrel{R}{\leftarrow} \mathbb{G}_{q}\right]-1\right)-(2 \operatorname{Pr}[\mathcal{B}=1 \mid h \stackrel{R}{\leftarrow} \mathbb{G}]-1)\right| \\
& \left.\frac{1}{2} \right\rvert\,\left(A d v_{\mathcal{B}}^{\text {game-0 }}-A d v_{\mathcal{B}}^{\text {game-1 }} \mid .\right.
\end{aligned}
$$

We argue that $A d v_{\mathcal{B}}^{\text {game }-1}=0$, even if $\mathcal{A}$ is computationally unbounded. Consider the distinguishing challenge $\left(\bar{U}, \widehat{U}, \widetilde{U},\left\{\left(V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right)\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}\right.$, $\left.D_{i, j}, \widetilde{D}_{i, j}\right)$. For each $k$, we have $V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}}$ with $f_{k} \in\{0,1\}$ and $s_{k} \in \mathbb{Z}_{n}^{*}$. But when $h$ is a generator of $\mathbb{G}$ there exist $\tau_{k 0}, \tau_{k 1} \in \mathbb{Z}_{n}$ and $\gamma \in \mathbb{Z}_{n}^{*}$ such that $V_{k}=\left(Q_{I D_{k}} / W\right) h^{\tau_{k 1}}=h^{\tau_{k 0}}$ and $g=h^{\gamma}$. Moreover, denoting by $\left(\pi_{k} \mid f_{k}=b\right)$ the values which $\pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}$ are assigned if $f_{k}$ is set to $b \in\{0,1\}$, we have

$$
\begin{aligned}
& \left(\pi_{k} \mid f_{k}=1\right) \\
= & \left(\left(h^{\tau_{k 1}}\right)^{u},\left(\left(Q_{I D_{k}} / W\right) h^{\tau_{k 1}}\right)^{1 / u},\left(g^{\tau_{k 1}}\right)^{u}=\left(h^{\tau_{k 1}}\right)^{u \gamma}, g^{\tau_{k 1}}=\left(h^{\tau_{k 1}}\right)^{\gamma}\right) \\
= & \left(\left(h^{\tau_{k 0}} /\left(Q_{I D_{k}} / W\right)\right)^{u},\left(h^{\tau_{k 0}}\right)^{1 / u},\left(h^{\tau_{k 0}} /\left(Q_{I D_{k}} / W\right)\right)^{u \gamma},\left(h^{\tau_{k 0}} /\left(Q_{I D_{k}} / W\right)\right)^{\gamma}\right) \\
= & \left(\pi_{k} \mid f_{k}=0\right)
\end{aligned}
$$

so for each $k$ the tuple $\left(V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right)$ is consistent with either $f_{k}=0$ or $f_{k}=1$, and $\mathcal{A}$ can gain no information from this part of the signature. The values
$\bar{U}, \widehat{U}, \widetilde{U}, G, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}$ are unrelated to the choice of signer. Thus if $\mathcal{A}$ can gain information, it is only from $B_{i, j}$. But, having fixed ( $\bar{U}, \widehat{U}, \widetilde{U},\left\{\left(V_{k}, \pi_{k 1}, \pi_{k 2}\right.\right.$, $\left.\left.\left.\pi_{k 3}, \pi_{k 4}\right)\right\}_{k=1}^{d}, G, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}\right), B_{i, j}$ are fixed values to satisfy the verification equations. Specifically, letting $P_{p u b}=g^{\alpha}, \widetilde{B}_{i, j}=g^{r_{i, j}}$, and $W V=g^{c}$ which serves as an encryption of the user's public key, we have $B_{i, j}=H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2 j, j-1}} \cdot g^{\alpha c}$. Thus these values give no information about whether $S_{I D_{j 0}}$ or $S_{I D_{j 1}}$ was used to generate the challenge signature, and $\mathcal{A}$ can do no better than guess $b$. This establishes $A d v_{\mathcal{B}}^{\text {game }-1}=0$. We see that $A d v_{\mathcal{A}}^{\text {anon }-k e} \leq 2 A d v_{\mathcal{C}}^{s d p}$. If $A d v_{\mathcal{A}}^{\text {anon-ke }}$ is non-negligible, then so is $A d v_{\mathcal{C}}^{s d p}$.

Because Type II signatures are quotes on the entire message of corresponding Type I signatures, which are obtained by properly re-randomizing and compressing the corresponding Type I signatures, they will leak nothing about the actual signer when the Type I signatures do so.

Theorem 5.3 If the CDH assumption holds in $\mathbb{G}$, then this identity-based quotable ring signature scheme is selectively unforgeable in the random oracle model.

Proof. The algorithm that makes the reduction is given the factorization of $n$. This allows it to undo BGN blinding with $h^{s}$ terms, and to recover from a signature the values $f_{k}$ used in generating it.

Suppose an adversary $\mathcal{A}$ can produce a forgery, then we can construct an adversary $\mathcal{B}$ that breaks the CDH assumption.

On input the CDH challenge $\left(g, g^{a}, g^{b}\right), \mathcal{B}$ begins to run $\mathcal{A}$ and proceeds as follows.
$\mathcal{A}$ first announces the message $M^{*}$ on which he will forge.
Let $L$ be the maximum size of any message and let $n^{\prime}=\lfloor\lg (L)\rfloor$. Let $M^{*}=$ $\left(t^{*}, m^{*}\right)$ and $l^{*}=\left|m^{*}\right|$. Let $\beta^{*}$ be the highest bit of $l^{*}$ set to 1 (numbering the least significant bit as zero). Let $g$ be the generator of $\mathbb{G}$. Algorithm $\mathcal{B}$ is given $g_{1}, g_{2} \in \mathbb{G}$. Here, $g_{1}=g^{a}, g_{2}=g^{b}$, and $\left(g, g_{1}, g_{2}\right)$ is a random instance of the $C D H$ problem. Its goal is to compute $g^{a b}$.

Algorithm $\mathcal{B}$ starts by setting $P_{p u b}=g_{1}=g^{a}, h=g^{p}, U=\left(g^{a}\right)^{p}=h^{a} . \mathcal{B}$ randomly selects $w \in \mathbb{Z}_{n}^{*}$ and set $W=g^{w}$. For $i=0$ to $n^{\prime}-1$, choose a random $v_{i} \in \mathbb{Z}_{n}^{*}$ and set

$$
g^{z_{i}}= \begin{cases}g^{b v_{i}} & \text { if the } i \text { th bit of } l^{*} \text { is } 1 ; \\ g^{v_{i}} & \text { otherwise }\end{cases}
$$

Algorithm $\mathcal{B}$ selects $\mathcal{I D}=\left\{I D_{1}, \cdots, I D_{\xi}\right\}$. Algorithm $\mathcal{B}$ sends $\left(g, h, n, g^{z_{0}}, \cdots, g^{z_{n^{\prime}-1}}\right.$, $\left.W, U, P_{p u b}, \mathcal{I D}\right)$ to the algorithm $\mathcal{A}$. Algorithm $\mathcal{B}$ will simulate the oracles and interact with the forger $\mathcal{A}$ as described below.
$H$ queries: In the simulation, $\mathcal{B}$ maintains a list $H$-List of tuples $\left(I D_{i}, H\left(I D_{i}\right), \mu_{i}\right)$ as explained below. This list is initially empty.

If the query $I D_{i}$ already appears on the $H$-List in a tuple $\left(I D_{i}, H\left(I D_{i}\right), \mu_{i}\right)$, then algorithm $\mathcal{B}$ responds with $H\left(I D_{i}\right)$. Otherwise, for the $i$ th new query $I D_{i}$, the following conditions are satisfied.

- if $I D_{i} \notin \mathcal{I D}, \mathcal{B}$ chooses $\mu_{i} \in_{R} \mathbb{Z}_{n}^{*}$ and sets $H\left(I D_{i}\right)=g^{\mu_{i}}$. Then $\mathcal{B}$ adds $\left(I D_{i}, H\left(I D_{i}\right), \mu_{i}\right)$ to the $H$-List;
- otherwise $I D_{i} \in \mathcal{I D}, \mathcal{B}$ chooses $\mu_{i} \in_{R} \mathbb{Z}_{n}^{*}$ and sets $H\left(I D_{i}\right)=g_{2}^{\mu_{i}}=g^{b \mu_{i}}$ where $g_{2}$ is in the instance of the $C D H$ problem. Then $\mathcal{B}$ adds $\left(I D_{i}, H\left(I D_{i}\right), \mu_{i}\right)$ to the $H$-List.

In either case, $H\left(I D_{i}\right)$ is returned to $\mathcal{A}$ as the answer.
$H_{b}$ queries: If the query has been made before, return the same response as before.
Imagine dividing up $m^{*}$ into a sequence of segments whose lengths are decreasing powers of two, that is, the first segment would be of length $2^{\beta^{*}}$ where $\beta^{*}$ is the largest power of two less than $l^{*}$, the second segment would contain the next largest power of two, etc. Let $m_{j}^{*}$ denote the segment of $m^{*}$ corresponding to power $j$. If no such segment exists, let $m_{j}^{*}=\perp$.

Select a random $\eta \in \mathbb{Z}_{n}^{*}$ and return the response as:

$$
H_{b}(x)= \begin{cases}g^{\eta} & \text { if }|x|=2^{\beta^{*}} \text { and } m_{\beta^{*}}^{*}=x \\ g^{b \eta} & \text { otherwise }\end{cases}
$$

Note that $H_{b}\left(m_{j}^{*}\right)$ is set according to the first method only for the first segment of $m^{*}$.
$H_{a}$ queries: If the query has been made before, return the same response as before. Otherwise, select a random $\theta \in \mathbb{Z}_{n}^{*}$ and return the response as:

Note that $H_{a}\left(m_{j}^{*}\right)$ is set according to the first method for all segments of $m^{*}$ except the first segment $m_{\beta^{*}}^{*}$.

Extract queries: If the query has been made before, return the same response as before. Otherwise, algorithm $\mathcal{B}$ checks $H$-List. If there is no tuple on the $H$ List containing $I D_{i}, \mathcal{B}$ will issue this query by itself to ensure that there is a tuple $\left(I D_{i}, H\left(I D_{i}\right), \mu_{i}\right)$ on the $H$-List. $\mathcal{B}$ creates and keeps one list Ex-List to simulate Extract oracle. At the beginning of the simulation, this list is empty.

For each Extract query with respect to a user $I D_{i}$ except for those in the set $\mathcal{I D}$, using the $\mu_{i}$ value in the record on $H$-List corresponding to $I D_{i}, \mathcal{B}$ computes and returns $S_{I D_{i}}=P_{p u b}^{\mu_{i}}=g^{a \mu_{i}}=\left(g^{\mu_{i}}\right)^{a}=Q_{I D_{i}}^{a}$ as the user $I D_{i}$ 's private key. Then, $\mathcal{B}$ records the tuple $\left(I D_{i}, S_{I D_{i}}\right)$ in the Ex-List.
Sign queries: For every query $\left(i^{\prime}, R, M\right)$, check whether $Q_{I D_{i^{\prime}}} \in R$. If $Q_{I D_{i^{\prime}}}$ is not in the ring $R$, output $\perp$ to indicate the query is invalid. Otherwise, choose random number $u$ from $\mathbb{Z}_{n}^{*}$ and set $\bar{U}=h^{u}, \widehat{U}=h^{1 / u}, \widetilde{U}=g^{u}$.

Let $d=|R|$, parse the elements of $R$ as $Q_{I D_{k}} \in \mathbb{G}, 1 \leq k \leq d$. Define $\left\{f_{k}\right\}_{k=1}^{d}$ as

$$
f_{k}= \begin{cases}1 & \text { if } k=i^{\prime} \\ 0 & \text { otherwise }\end{cases}
$$

For each $k, 1 \leq k \leq d$, choose random exponents $s_{k}$ from $\mathbb{Z}_{n}^{*}$ and set

$$
\begin{gathered}
V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}} \\
\pi_{k 1}=h^{s_{k} u}, \quad \pi_{k 2}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{s_{k}}\right)^{1 / u}, \quad \pi_{k 3}=g^{s_{k} u}, \quad \pi_{k 4}=g^{s_{k}}
\end{gathered}
$$

Let $s=\sum_{k=1}^{d} s_{k}$. Set $G=P_{p u b}^{s}=g^{\alpha s}$.
Let $M=(t, m)$ and $l=|m|$. Recall that $\beta^{*}$ is the highest bit of $l^{*}$ set to 1 and that we are counting up from zero as the least significant bit.

We describe how to create signatures. If $I D_{i^{\prime}} \notin \mathcal{I D}, S_{I D_{i^{\prime}}}$ could be derived by querying the Extract oracle. Then the challenger could use $S_{I D_{i^{\prime}}}$ to generate signatures via the normal Sign algorithm. Otherwise, the challenger could simulate signatures as follows.

1. When $t=1$ and $m^{*}$ is not a substring of $m$ (Type I Signature Generation):

Here $m_{i, j}$ denotes the substring $m$ of length $j$ starting at position $i$. It will help us to first establish the variables $X_{i, j}$, which will be set to 1 if on the selective forgery path and 0 otherwise. For convenience, we use a set of "rules" defining terms and a few observations given in $\left[\mathrm{ABC}^{+} 12\right]$. Then we describe how the reduction algorithm creates the signatures.

## Rules.

For $i=1$ up to $l+1$,
For $j=\lfloor\lg (l-i+1)\rfloor$ down to -1 ,
(a) If $j+1=\beta^{*}$ and $m_{i-2^{j+1}, 2^{j+1}}=m_{j+1}^{*}$, then set $X_{i, j}=1$.
(b) Else, if $j+1<\beta^{*}$ and the $(j+1)$ th bit of $l^{*}$ is 1 and $m_{i-2^{j+1}, 2^{j+1}}=m_{j+1}^{*}$ and $X_{i-2^{j+1}, j+1}=1$, then set $X_{i, j}=1$.
(c) Else if $j+1<\beta^{*}$ and the $(j+1)$ th bit of $l^{*}$ is 0 and $X_{i, j+1}=1$, then set $X_{i, j}=1$.
(d) Else set $X_{i, j}=0$.

Observations. Before we show how $\mathcal{B}$ will simulate the signatures, we make a set of useful observations.
(a) For all $i$ and $j \geq \beta^{*}, X_{i, j}=0$.
(b) For all $i, X_{i,-1}=0$. Otherwise, $m_{i-l^{*}, l^{*}}=m^{*}$.
(c) For all $i, j$, if $X_{i, j}=1$ and $X_{i, j-1}=0$, then the $j$ th bit of $l^{*}$ is 1 . If the $j$ th bit were 0 , then $X_{i, j-1}$ would have been set to 1 by Rule c.
(d) For all $i, j$, if $X_{i, j}=0$ and $X_{i, j-1}=1$, then the $j$ th bit of $l^{*}$ is 1 . If the $j$ th bit were 0 , then the only way to set $X_{i, j-1}$ to 1 would be by Rule c, however, $X_{i, j}=0$ so Rule c does not apply.
(e) For all $i, j$, if $X_{i, j}=1$ and $X_{i+2^{j}, j-1}=0$, then $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$ for some known $\theta \in \mathbb{Z}_{n}^{*}$. Otherwise, $X_{i+2^{j}, j-1}$ would have been set by Rule b to be 1.
(f) For all $i, j$, if $X_{i, j}=0$ and $X_{i+2^{j}, j-1}=1$, then $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$ for some known $\theta \in \mathbb{Z}_{n}^{*}$. If $X_{i+2^{j}, j-1}=1$ and $X_{i, j}=0$, then $X_{i-2^{j}, j-1}$ was set to be 1 either by Rule a or Rule c. If it were Rule a, then $j=\beta^{*}$ and it follows from the programming of the random oracle that $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$. If it were Rule c, then the $j$ th bit of $l^{*}$ is 0 , meaning $m_{j}$ cannot be on the selective path and therefore again $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$.
(g) For all $i, j$, if $X_{i+2^{j}, j-1}=0$, then $H_{b}\left(m_{i, 2^{j}}\right)=g^{b \eta}$ for some known $\eta \in \mathbb{Z}_{n}^{*}$. If $j \neq \beta^{*}$, this follows immediately from the programming of the random oracle. Otherwise, if $j=\beta^{*}$, then the only way for $X_{i+2^{j, j-1}}=0$ would be if $m_{\beta} \neq m_{\beta}^{*}$ by Rule a. Thus, it also follows that $H_{b}\left(m_{i, 2^{j}}\right)=g^{b \eta}$.

Signature Components. Next, for $i=1$ to $l+1$ and $j=0$ to $\lfloor\lg (l-i+1)\rfloor$, choose a random $x_{i, j}^{\prime} \in \mathbb{Z}_{n}$ and logically set $x_{i, j}=x_{i, j}^{\prime}+X_{i, j} \cdot\left(a b \mu_{i^{\prime}}\right)$, where $\mu_{i^{\prime}}$ has been used in the $H$-list corresponding to $I D_{i^{\prime}}$. For $i=1$ to $l+1$, set $x_{i,-1}=0$ (as consistent with Observation b).

A signature is comprised of the following values.

- Start. For $i=1$ to $l$ and $j=0$ to $\lfloor\lg (l-i+1)\rfloor$.
(a) If $X_{i+2^{j}, j-1}=0$, then it follows by Observation g that $H_{b}\left(m_{i, 2^{j}}\right)=g^{b \eta}$ for some known $\eta \in \mathbb{Z}_{n}^{*}$, so choose random $\epsilon_{i, j} \in \mathbb{Z}_{n}$, implicitly set $r_{i, j}=-a \mu_{i^{\prime}} / \eta+\epsilon_{i, j}$ and set

$$
\begin{aligned}
B_{i, j} & =g^{-x_{i+2, j, j-1}^{\prime}} g^{b \eta \epsilon_{i, j}} U^{s} \\
& =g^{-x_{i+2^{j}, j-1}} g^{b \eta\left(r_{i, j}+a \mu_{i^{\prime}} / \eta\right)} h^{a s} \\
& =\left(g^{b \eta}\right)^{r_{i, j}} g^{-x_{i+22^{j}, j-1}}\left(g^{b \mu_{i^{\prime}}}\right)^{a} h^{a s} \\
& =H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2 j, j-1}} S_{I D_{i^{\prime}}} h^{a s}, \\
\widetilde{B}_{i, j} & =g^{-a \mu_{i^{\prime}} / \eta+\epsilon_{i, j}}=g^{r_{i, j}} .
\end{aligned}
$$

(b) Else $X_{i+2^{j}, j-1}=1$, so choose random $r_{i, j} \in \mathbb{Z}_{n}$ and with $x_{i+2^{j}, j-1}=$ $x_{i+2^{j}, j-1}^{\prime}+a b \mu_{i^{\prime}}$ set

$$
\begin{aligned}
B_{i, j} & =H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2 j, j-1}^{\prime}} U^{s} \\
& =H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2^{j}, j-1}}\left(g^{b \mu_{i^{\prime}}}\right)^{a} h^{a s} \\
& =H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2^{j}, j-1}} S_{I D_{i^{\prime}}} h^{a s}, \\
\widetilde{B}_{i, j} & =g^{r_{i, j}} .
\end{aligned}
$$

- Across. Together with the following values for $i=3$ to $l$ and $j=0$ to $\min (\lfloor\lg (i-1)-1\rfloor,\lfloor\lg (l-i+1)\rfloor)$.
(a) If $X_{i, j}=1$ and $X_{i+2^{j}, j-1}=1$, choose random $r_{i, j}^{\prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}+a b \mu_{i^{\prime}}$ and $x_{i+2^{j}, j-1}=x_{i+2^{j}, j-1}^{\prime}+a b \mu_{i^{\prime}}$ and set

$$
\begin{aligned}
A_{i, j} & =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}^{\prime}} g^{-x_{i+2^{j}, j-1}^{\prime}} \\
& =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2^{j}, j-1}}, \\
\widetilde{A}_{i, j} & =g^{r_{i, j}^{\prime}} .
\end{aligned}
$$

(b) Else, if $X_{i, j}=1$ and $X_{i+2^{j}, j-1}=0$, then $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$ for some known $\theta \in \mathbb{Z}_{n}^{*}$ by Observation e. Choose random $\epsilon_{i, j}^{\prime} \in \mathbb{Z}_{n}$ with
implicitly set $x_{i, j}=x_{i, j}^{\prime}+a b \mu_{i^{\prime}}, \quad x_{i+2^{j}, j-1}=x_{i+2^{j}, j-1}^{\prime}$ and $r_{i, j}^{\prime}=$ $-a \mu_{i^{\prime}} / \theta+\epsilon_{i, j}^{\prime}$ and set

$$
\begin{aligned}
A_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i+2 j, j-1}^{\prime}} g^{b \theta \epsilon_{i, j}^{\prime}} \\
& =g^{\left(x_{i, j}-a b \mu_{i^{\prime}}\right)} g^{-x_{i+2 j, j-1}} g^{b \theta\left(r_{i, j}^{\prime}+a \mu_{i^{\prime}} / \theta\right)} \\
& =\left(g^{b \theta}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+22^{j}, j-1}} \\
& =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2 j, j-1}}, \\
\widetilde{A}_{i, j} & =g^{-a \mu_{i^{\prime}} / \theta+\epsilon_{i, j}^{\prime}}=g^{r_{i, j}^{\prime}} .
\end{aligned}
$$

(c) Else, if $X_{i, j}=0$ and $X_{i+2^{j}, j-1}=1$, then $H_{a}\left(m_{i, 2^{j}}\right)=g^{b \theta}$ for some known $\theta \in \mathbb{Z}_{n}^{*}$ by Observation f. Choose random $\epsilon_{i, j}^{\prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}, \quad x_{i+2^{j}, j-1}=x_{i+2^{j}, j-1}^{\prime}+a b \mu_{i^{\prime}}$ and $r_{i, j}^{\prime}=$ $a \mu_{i^{\prime}} / \theta+\epsilon_{i, j}^{\prime}$ and set

$$
\begin{aligned}
A_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i+2 j^{j},-1}^{\prime}} g^{b \theta \epsilon_{i, j}^{\prime}} \\
& =g^{x_{i, j}} g^{\left(-x_{i+22^{j}, j-1}+a b \mu_{i^{\prime}}\right)} g^{b \theta\left(r_{i, j}^{\prime}-a \mu_{i^{\prime}} / \theta\right)} \\
& =\left(g^{b \theta}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2} j_{, j-1}} \\
& =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2 j, j-1}}, \\
\widetilde{A}_{i, j} & =g^{a \mu_{i^{\prime}} / \theta+\epsilon_{i, j}^{\prime}}=g^{r_{i, j}^{\prime}} .
\end{aligned}
$$

(d) Else, $X_{i, j}=0$ and $X_{i+2^{j}, j-1}=0$, so choose random $r_{i, j}^{\prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}$ and $x_{i+2^{j}, j-1}=x_{i+2^{j}, j-1}^{\prime}$ and set

$$
\begin{aligned}
A_{i, j} & =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}^{\prime}} g^{-x_{i+2^{j}, j-1}^{\prime}} \\
& =H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2^{j}, j-1}}, \\
\widetilde{A}_{i, j} & =g^{r_{i, j}^{\prime}} .
\end{aligned}
$$

- Down. Together with the following values for $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$.
(a) If $X_{i, j}=1$ and $X_{i, j-1}=1$, choose random $r_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}+a b \mu_{i^{\prime}}$ and $x_{i, j-1}=x_{i, j-1}^{\prime}+a b \mu_{i^{\prime}}$ and set

$$
\begin{aligned}
D_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i, j-1}^{\prime}} g^{z_{j} r_{i, j}^{\prime \prime}}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} r_{i, j}^{\prime \prime}}, \\
\widetilde{D}_{i, j} & =g^{r_{i, j}^{\prime \prime}}
\end{aligned}
$$

(b) Else, if $X_{i, j}=1$ and $X_{i, j-1}=0$, then the $j$ th bit of $l^{*}$ is 1 by Observation c. Thus $z_{j}=b v_{j}$, so choose random $\epsilon_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}$ with
implicitly set $x_{i, j}=x_{i, j}^{\prime}+a b \mu_{i^{\prime}}, \quad x_{i, j-1}=x_{i, j-1}^{\prime}$, and $r_{i, j}^{\prime \prime}=-a \mu_{i^{\prime}} / v_{j}+$ $\epsilon_{i, j}^{\prime \prime}$ and set

$$
\begin{aligned}
D_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i, j-1}^{\prime}} g^{b v_{j} \epsilon_{i, j}^{\prime \prime}}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} r_{i, j}^{\prime \prime}} \\
\widetilde{D}_{i, j} & =g^{-a \mu_{i^{\prime}} / v_{j}+\epsilon_{i, j}^{\prime \prime}}=g^{r_{i, j}^{\prime \prime}}
\end{aligned}
$$

(c) Else, if $X_{i, j}=0$ and $X_{i, j-1}=1$, then the $j$ th bit of $l^{*}$ is 1 by Observation d. Thus $z_{j}=b v_{j}$, so choose random $\epsilon_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}, x_{i, j-1}=x_{i, j-1}^{\prime}+a b \mu_{i^{\prime}}$, and $r_{i, j}^{\prime \prime}=a \mu_{i^{\prime}} / v_{j}+\epsilon_{i, j}^{\prime \prime}$ and set

$$
\begin{aligned}
D_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i, j-1}^{\prime}} g^{b v_{j} \epsilon_{i, j}^{\prime \prime}}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} r_{i, j}^{\prime \prime}}, \\
\widetilde{D}_{i, j} & =g^{a \mu_{i^{\prime}} / v_{j}+\epsilon_{i, j}^{\prime \prime}}=g^{r_{i, j}^{\prime \prime}}
\end{aligned}
$$

(d) Else, $X_{i, j}=0$ and $X_{i, j-1}=0$, so choose random $r_{i, j}^{\prime \prime} \in \mathbb{Z}_{n}$ with implicitly set $x_{i, j}=x_{i, j}^{\prime}$ and $x_{i, j-1}=x_{i, j-1}^{\prime}$ and set

$$
\begin{aligned}
D_{i, j} & =g^{x_{i, j}^{\prime}} g^{-x_{i, j-1}^{\prime}} g^{z_{j} r_{i, j}^{\prime \prime}}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} r_{i, j}^{\prime \prime}} \\
\widetilde{D}_{i, j} & =g^{r_{i, j}^{\prime \prime}}
\end{aligned}
$$

$\mathcal{B}$ returns $\left(\bar{U}, \widehat{U}, \widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, B_{i, j}, \widetilde{B}_{i, j}, A_{i, j}, \widetilde{A}_{i, j}, D_{i, j}, \widetilde{D}_{i, j}\right)$.
2. When $t=0$ and $m \neq m^{*}$ (Type II Signature Generation):

Let $l=|m|$, and $\beta=\lfloor\lg (l)\rfloor$. $l_{i}^{*}$ denotes the $i$-th bit of $l^{*}$ when we start counting with zero as the least significant bit, and $l_{i}$ denotes the $i$-th bit of $l$. Parse $m^{*}$ as $m_{\beta^{*}}^{*} m_{\beta^{*}-1}^{*} \cdots m_{0}^{*}$ where $m_{i}^{*}$ is a string of length $2^{i}$ or a null string. $m_{i}^{*}$ is of length $2^{i}$ if $l_{i}^{*}=1$, and is null otherwise. Similarly, Parse $m$ as $m_{\beta} m_{\beta-1} \cdots m_{0}$.
$\mathcal{B}$ constructs $\left(K, \widetilde{B}, Z_{\beta-1}, \cdots, Z_{0}\right)$ in the following way.

- If $m_{\beta} \neq m_{\beta^{*}}^{*}$, then $H_{b}\left(m_{\beta}\right)=g^{b \eta}$ for a $\eta$ which is known to $\mathcal{B}$.
(a) $\mathcal{B}$ sets $\widetilde{B}=g^{-a \mu_{i^{\prime}} / \eta+r}$ for a randomly chosen $r$ and $K=g^{b \eta r} U^{s}$.
(b) For $j=\beta-1$ down to $0, Z_{j}=g^{r_{j}}$ for a randomly chosen $r_{j}$, and
- If $l_{j}=1$, then $K=K \cdot H_{a}\left(m_{j}\right)^{r_{j}}$.
- If $l_{j}=0$, then $K=K \cdot g^{z_{j} r_{j}}$.
- Otherwise, if $\beta=\beta^{*}$ and $m_{\beta}=m_{\beta^{*}}^{*}$, there exists $j_{\phi}<\beta$ such that
$-l_{j_{\phi}} \neq l_{j_{\phi}}^{*}$, or
$-l_{j_{\phi}}=l_{j_{\phi}}^{*}=1$ and $H_{a}\left(m_{j_{\phi}}\right) \neq H_{a}\left(m_{j_{\phi}}^{*}\right)$.
so $\mathcal{B}$ can construct a signature ( $K, \widetilde{B}, Z_{\beta-1}, \cdots, Z_{0}$ ) in the following way.
(a) $\mathcal{B}$ sets $\widetilde{B}=g^{r_{c}}$ for a randomly chosen $r_{c}$ and $K=g^{\eta r_{c}} U^{s}$.
(b) For $j=\beta-1$ down to $j_{\phi}+1$ and $j=j_{\phi}-1$ to $0, Z_{j}=g^{r_{j}}$ for randomly chosen $r_{j}$, and
- If $l_{j}=1$, then $K=K \cdot H_{a}\left(m_{j}\right)^{r_{j}}$.
- If $l_{j}=0$, then $K=K \cdot g^{z_{j} r_{j}}$.
(c) For $j=j_{\phi}$,
- If $l_{j}=1$, whether $l_{j}^{*}=0$ or not, $\mathcal{B}$ knows $\theta$ such that $H_{a}\left(m_{j}\right)=$ $g^{b \theta} . \mathcal{B}$ sets $Z_{j}=g^{-a \mu_{i} / \theta+r_{j}}$ for a randomly chosen $r_{j}$, and $K=$ $K \cdot g^{b \theta r_{j}}$.
- If $l_{j}=0$ and $l_{j}^{*}=1$, then $\mathcal{B}$ knows $v$ such that $g^{z_{j}}=g^{b v}$. $\mathcal{B}$ sets $Z_{j}=g^{-a \mu_{i}^{\prime} / v+r_{j}}$ for a randomly chosen $r_{j}$, and $K=K \cdot g^{b u r_{j}}$.
$\mathcal{B}$ returns $\left(\widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, K, \widetilde{B}, Z_{\beta-1}, \cdots, Z_{0}\right)$.
Response Eventually, $\mathcal{A}$ outputs a valid signature $\sigma^{*}$ on $M^{*}=\left(t^{*}, m^{*}\right)$ on behalf of $R^{*}$. Recall that $l^{*}=\left|m^{*}\right|$ and $\beta^{*}=\left\lfloor\lg \left(l^{*}\right)\right\rfloor$. Here $l_{i}^{*}$ denotes the $i$-th bit of $l^{*}$ when we start counting with zero as the least significant bit. Parse $m^{*}$ as $m_{\beta^{*}}^{*} m_{\beta^{*}-1}^{*} \cdots m_{0}^{*}$ where $m_{i}^{*}$ is a string of length $2^{i}$ (when $l_{i}^{*}=1$ ) or a null string (when $l_{i}^{*}=0$ ). $\psi_{i}$ denotes the position where $m_{i}^{*}$ starts.

Because of the selective disclosure and setup, $\mathcal{B}$ knows the following exponents:

1. $\eta$ such that $H_{b}\left(m_{\beta^{*}}^{*}\right)=g^{\eta}$.
2. $\theta_{j}$ such that $H_{a}\left(m_{\psi_{j}, 2^{2}}^{*}\right)=g^{\theta_{j}}$ when $l_{j}^{*}=1$ and $j \neq \beta^{*}$.
3. $z_{j}$ when $l_{j}^{*}=0$.
$t^{*}$ is either 1 or 0 . As the challenger is given the factorization of $n$, this allows the challenger to recover from a signature the values $f_{k}$ used in generating it. Therefore, the challenger knows the actual signer of $\sigma^{*}$ and the corresponding $\mu_{i^{\prime}}$ in the $H$-List.

- If $t^{*}=1, \mathcal{B}$ can compute the information of some $x_{i, j}$ with the following components of $\sigma^{*}$.
$-B_{1, \beta^{*}}=H_{b}\left(m_{\beta^{*}}^{*}\right)^{r_{1, \beta^{*}}} g^{-x_{1+2^{\beta^{*}}, \beta^{*}-1}} g^{a b \mu_{i^{\prime}}} U^{s}, \quad \widetilde{B}_{1, \beta^{*}}=g^{r_{1, \beta^{*}}}$. $\mathcal{B}$ knows $\eta$ such that $H_{b}\left(m_{\beta^{*}}^{*}\right)=g^{\eta}$, so $\mathcal{B}$ can compute $g^{-x_{1+2} \beta^{*}, \beta^{*}-1} g^{a b \mu_{i^{\prime}}} U^{s}$ $=B_{1, \beta^{*}} / \widetilde{B}_{1, \beta^{*}}^{\eta}$.
- For $j=\beta^{*}-1$ down to 0 ,
* when $l_{j}^{*}=1, A_{\psi_{j}, j}=H_{a}\left(m_{j}^{*}\right)^{r_{\psi_{j}, j}^{\prime}} g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}, \quad \widetilde{A}_{\psi_{j}, j}=g^{r_{\psi_{j}, j}^{\prime}}$. $\mathcal{B}$ knows $\theta$ such that $H_{a}\left(m_{j}^{*}\right)=g^{\theta}$, so $\mathcal{B}$ can compute $g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}$ $=A_{\psi_{j}, j} / \widetilde{A}_{\psi_{j}, j}^{\theta}$.
$*$ when $l_{j}^{*}=0, D_{\psi_{j}, j}=g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}} g^{z_{j} r_{\psi_{j}, j}^{\prime \prime}}, \quad \widetilde{D}_{\psi_{j}, j}=g^{r_{\psi_{j}, j}^{\prime \prime}}$. $\mathcal{B}$ knows $z_{j}$, so $\mathcal{B}$ can compute $g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}=D_{\psi_{j}, j} / \widetilde{D}_{\psi_{j}, j}^{z_{j}}$. so $\mathcal{B}$ can compute $g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}$.
$\mathcal{B}$ has the values of $g^{-x_{1+2} \beta^{*}, \beta^{*}-1} g^{a b \mu_{i^{\prime}}} U^{s}$ and $g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}$ for $j=\beta^{*}-1$ down to 0 , so $\mathcal{B}$ can compute $g^{-x_{1+2} \beta^{*}, \beta^{*}-1} g^{a b \mu_{i^{\prime}}} U^{s} \cdot \prod_{j=0}^{\beta^{*}-1} g^{x_{\psi_{j}, j}} g^{-x_{\psi_{j-1}, j-1}}=$ $g^{a b \mu_{i^{\prime}}} U^{s} g^{-x_{s-1},-1}=g^{a b \mu_{i^{\prime}}} U^{s}$.
Then, $\mathcal{B}$ can compute $g^{a b}=\left(\left(g^{a b \mu_{i^{\prime}} U^{s}}\right) / G^{p}\right)^{1 / \mu_{i^{\prime}}}$.
- If $t^{*}=0, \mathcal{B}$ parses $\sigma^{*}$ as $\left(\widetilde{U},\left\{V_{k}, \pi_{k 1}, \pi_{k 2}, \pi_{k 3}, \pi_{k 4}\right\}_{k=1}^{d}, G, K, \widetilde{B}, Z_{\beta^{*}-1}, \cdots, Z_{0}\right)$, with $\widetilde{B}=g^{c}, Z_{\beta^{*}-1}=g^{c_{\beta^{*}-1}}, \cdots, Z_{0}=g^{c_{0}}$ for some $c, c_{\beta^{*}-1}, \cdots, c_{0} \in \mathbb{Z}_{n}$.

$$
K=g^{a b \mu_{i^{\prime}}} U^{s} \cdot H_{b}\left(m_{\beta^{*}}^{*}\right)^{c} \cdot \prod_{j<\beta, l_{j}^{*}=1} H_{a}\left(m_{j}^{*}\right)^{c_{j}} \cdot \prod_{j<\beta, l_{j}^{*}=0}\left(g^{z_{j}}\right)^{c_{j}},
$$

because the signature $\sigma^{*}$ is valid.
$\mathcal{B}$ knows $\eta$ such that $H_{b}\left(m_{\beta^{*}}^{*}\right)=g^{\eta}$. $\mathcal{B}$ sets $N=\widetilde{B}^{\eta}$. From $j=\beta^{*}-1$ down to $0, \mathcal{B}$ proceeds as:

- If $l_{j}^{*}=1, \mathcal{B}$ knows $\theta_{j}$ such that $H_{a}\left(m_{j}^{*}\right)=g^{\theta_{j}} . \mathcal{B}$ sets $N=N \cdot Z_{j}^{\theta_{j}}$.
- If $l_{j}^{*}=0, \mathcal{B}$ knows $z_{j}$. $\mathcal{B}$ sets $N=N \cdot Z_{j}^{z_{j}}$.

Then

$$
N=H_{b}\left(m_{\beta^{*}}^{*}\right)^{c} \prod_{j<\beta, l_{j}^{*}=1} H_{a}\left(m_{j}^{*}\right)^{c_{j}} \prod_{j<\beta, l_{j}^{*}=0}\left(g^{z_{j}}\right)^{c_{j}}
$$

so $\mathcal{B}$ can compute $K / N=g^{a b \mu_{i^{\prime}}} U^{s}$.
Then, $\mathcal{B}$ can compute $g^{a b}=\left(\left(g^{a b \mu_{i^{\prime}} U^{s}}\right) / G^{p}\right)^{1 / \mu_{i^{\prime}}}$.
Thus, whether $t^{*}$ is 1 or $0, \mathcal{B}$ can solve for $g^{a b}$ and correctly answer to the CDH challenge.

Theorem 5.4 This identity-based quotable ring signature scheme is strongly context hiding.

Proof. Given any two challenge messages $M=(t, m), M^{\prime}=\left(t^{\prime}, m^{\prime}\right)$ such that $m^{\prime}$ is a substring of $m$, we claim that whether $t^{\prime}=1$ or $0, \sigma^{\prime} \leftarrow \operatorname{Quote}\left(\sigma, R, M, M^{\prime}\right)$ has an identical distribution to that of $\sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)$, which implies that the following two distributions are statistically close.

$$
\begin{gathered}
\left\{\left(S_{I D_{i}}, \sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M\right), \operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)\right)\right\}_{S_{I D_{i}}, M, M^{\prime}} \\
\left\{\left(S_{I D_{i}}, \sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M\right), \operatorname{Quote}\left(\sigma, R, M, M^{\prime}\right)\right)\right\}_{S_{I D_{i}}, M, M^{\prime}}
\end{gathered}
$$

Let $l, l^{\prime}$ denote $|m|$ and $\left|m^{\prime}\right|$ respectively. Let $\Gamma=\min (\lfloor\lg (i-1)-1\rfloor,\lfloor\lg (l-i+$ $1)\rfloor)$. Signature $\sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M\right)$ on $M$ is composed of the following values.

- $\bar{U}=h^{u}, \quad \widehat{U}=h^{1 / u}, \quad \widetilde{U}=g^{u}$.
- $V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}}, \quad \pi_{k 1}=h^{s_{k} u}, \quad \pi_{k 2}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{s_{k}}\right)^{1 / u}$, $\pi_{k 3}=g^{s_{k} u}, \quad \pi_{k 4}=g^{s_{k}}$, for each $1 \leq k \leq d$.
- $G=P_{p u b}^{s}=g^{\alpha s}$, where $s=\sum_{k=1}^{d} s_{k}$.
- $B_{i, j}=H_{b}\left(m_{i, 2^{j}}\right)^{r_{i, j}} g^{-x_{i+2 j}, j-1} S_{I D} \cdot U^{s}, \quad \widetilde{B}_{i, j}=g^{r_{i, j}}$, for $i=1$ to $l$ and $j=0$ to $\lfloor\lg (l-i+1)\rfloor$.
- $A_{i, j}=H_{a}\left(m_{i, 2^{j}}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2 j, j-1}}, \quad \widetilde{A}_{i, j}=g^{r_{i, j}^{\prime}}$, for $i=3$ to $l$ and $j=0$ to $\Gamma$.
- $D_{i, j}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} \cdot r_{i, j}^{\prime \prime}}, \quad \widetilde{D}_{i, j}=g^{r_{i, j}^{\prime \prime}}$, for $i=3$ to $l+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$.
for randomly chosen $u \in \mathbb{Z}_{n}^{*}$ and $r_{i, j}, r_{i, j}^{\prime}, r_{i, j}^{\prime \prime}, x_{i, j}, s_{k} \in \mathbb{Z}_{n}$.
Type I Signatures. Let $\Gamma^{\prime}=\min \left(\lfloor\lg (i-1)-1\rfloor,\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor\right)$. When $t^{\prime}=1$, Original Type I signature $\sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)$ on $M^{\prime}$ is composed of the following values.
- $\bar{U}=h^{u}, \quad \widehat{U}=h^{1 / u}, \quad \widetilde{U}=g^{u}$.
- $V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}}, \quad \pi_{k 1}=h^{s_{k} u}, \quad \pi_{k 2}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{s_{k}}\right)^{1 / u}$, $\pi_{k 3}=g^{s_{k} u}, \quad \pi_{k 4}=g^{s_{k}}$, for each $1 \leq k \leq d$.
- $G=P_{p u b}^{s}=g^{\alpha s}$, where $s=\sum_{k=1}^{d} s_{k}$.
- $B_{i, j}=H_{b}\left(m_{i, 2^{j}}^{\prime}\right)^{r_{i, j}} g^{-x_{i+2^{j}, j-1}} S_{I D} \cdot U^{s}, \quad \widetilde{B}_{i, j}=g^{r_{i, j}}$, for $i=1$ to $l^{\prime}$ and $j=0$ to $\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor$.
- $A_{i, j}=H_{a}\left(m_{i, 2^{j}}^{\prime}\right)^{r_{i, j}^{\prime}} g^{x_{i, j}} g^{-x_{i+2 j, j-1}}, \quad \widetilde{A}_{i, j}=g^{r_{i, j}^{\prime}}$, for $i=3$ to $l^{\prime}$ and $j=0$ to $\Gamma^{\prime}$.
- $D_{i, j}=g^{x_{i, j}} g^{-x_{i, j-1}} g^{z_{j} \cdot r_{i, j}^{\prime \prime}}, \quad \widetilde{D}_{i, j}=g^{r_{i, j}^{\prime \prime}}$, for $i=3$ to $l^{\prime}+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$.
for randomly chosen $u \in \mathbb{Z}_{n}^{*}$ and $r_{i, j}, r_{i, j}^{\prime}, r_{i, j}^{\prime \prime}, x_{i, j}, s_{k} \in \mathbb{Z}_{n}$.
Type I quoted signature $\sigma^{\prime} \leftarrow \operatorname{Quote}\left(\sigma, R, M, M^{\prime}\right)$ on $M^{\prime}$ from original Type I signature $\sigma$ on $M$, which is Quote-Type $\mathrm{I}\left(\sigma, R, m, m^{\prime}\right)$ is comprised of the following.
- $\bar{U}^{\prime}=h^{u u^{\prime}}, \quad \widehat{U}^{\prime}=h^{1 / u u^{\prime}}, \quad \widetilde{U}^{\prime}=g^{u u^{\prime}}$.
- $V_{k}^{\prime}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{\left(s_{k}+s_{k}^{\prime}\right)}$, $\pi_{k 1}^{\prime}=h^{\left(s_{k}+s_{k}^{\prime}\right) u u^{\prime}}, \quad \pi_{k 2}^{\prime}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{1 / u u^{\prime}}$, $\pi_{k 3}^{\prime}=g^{\left(s_{k}+s_{k}^{\prime}\right) u u^{\prime}}, \quad \pi_{k 4}^{\prime}=g^{\left(s_{k}+s_{k}^{\prime}\right)}$, for each $1 \leq k \leq d$.
- $G^{\prime}=P_{p u b}^{\left(s+s^{\prime}\right)}=g^{\alpha\left(s+s^{\prime}\right)}$, where $s=\sum_{k=1}^{d} s_{k}, \quad s^{\prime}=\sum_{k=1}^{d} s_{k}^{\prime}$.
- $B_{i, j}^{\prime}=H_{b}\left(m_{i, 2^{j}}^{\prime}\right)^{\left(r_{I, j}+t_{i, j}\right)} g^{\left(-x_{I+2^{j}, j-1}-y_{i+2^{j}, j-1}\right)} S_{I D} \cdot U^{\left(s+s^{\prime}\right)}, \quad \widetilde{B}_{i, j}^{\prime}=g^{\left(r_{I, j}+t_{i, j}\right)}$, for $i=1$ to $l^{\prime}$ and $j=0$ to $\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor$.
- $A_{i, j}^{\prime}=H_{a}\left(m_{i, 2^{j}}^{\prime}\right)^{\left(r_{I, j}^{\prime}+t_{i, j}^{\prime}\right)} g^{\left(x_{I, j}+y_{i, j}\right)} g^{\left(-x_{I+2^{j}, j-1}-y_{i+2^{j}, j-1}\right)}, \quad \widetilde{A}_{i, j}^{\prime}=g^{\left(r_{I, j}^{\prime}+t_{i, j}^{\prime}\right)}$, for $i=3$ to $l^{\prime}$ and $j=0$ to $\min \left(\lfloor\lg (i-1)-1\rfloor,\left\lfloor\lg \left(l^{\prime}-i+1\right)\right\rfloor\right)$.
- $D_{i, j}^{\prime}=g^{\left(x_{I, j}+y_{i, j}\right)} g^{\left(-x_{I, j-1}-y_{i, j-1}\right)} g^{z_{j} \cdot\left(r_{I, j}^{\prime \prime}+t_{i, j}^{\prime \prime}\right)}, \quad \widetilde{D}_{i, j}^{\prime}=g^{\left(r_{I, j}^{\prime \prime}+t_{i, j}^{\prime \prime}\right)}$, for $i=3$ to $l^{\prime}+1$ and $j=0$ to $\lfloor\lg (i-1)-1\rfloor$.
for randomly chosen $u^{\prime} \in \mathbb{Z}_{n}^{*}$ and $t_{i, j}, t_{i, j}^{\prime}, t_{i, j}^{\prime \prime}, y_{i, j}, s_{k}^{\prime} \in \mathbb{Z}_{n}$, where $m^{\prime}$ occurs at position $\delta$ as a substring of $m, I=i+\delta-1$.

Since all exponents have been independently re-randomized, one can see by inspection that Quote $\left(\sigma, R, M, M^{\prime}\right)$ has identical distribution as that of $\operatorname{Sign}\left(S_{I D_{i}}, R\right.$, $M^{\prime}$ ).

Type II Signatures. Parse $m^{\prime}=m_{\beta^{\prime}}^{\prime} m_{\beta^{\prime}-1}^{\prime} \cdots m_{0}^{\prime}$ where $m_{j}^{\prime}$ is of length $2^{j}$ or a null string where $\beta^{\prime}=\left\lfloor\lg \left(l^{\prime}\right)\right\rfloor$. $l_{i}^{\prime}$ denotes the $i$-th bit of $l^{\prime}$ when we start counting with zero as the least significant bit. $m^{\prime}$ occurs at position $\delta$ of $m$. Original Type II signature $\sigma \leftarrow \operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)$ on $M^{\prime}$ composed of the following values, for random $u \in \mathbb{Z}_{n}^{*}$, and $s_{k}, \widehat{u}, \widehat{u}_{j} \in \mathbb{Z}_{n}$.

- $\widetilde{U}=g^{u}$.
- $V_{k}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{s_{k}}, \quad \pi_{k 1}=h^{s_{k} u}, \quad \pi_{k 2}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{s_{k}}\right)^{1 / u}$, $\pi_{k 3}=g^{s_{k} u}, \quad \pi_{k 4}=g^{s_{k}}$, for each $1 \leq k \leq d$.
- $G=P_{p u b}^{s}=g^{\alpha s}$, where $s=\sum_{k=1}^{d} s_{k}$.
- $K=g^{a b \mu_{i}} \cdot H_{b}\left(m_{\beta}^{\prime}\right)^{\widehat{u}} \cdot U^{s} \cdot \prod_{j<\beta, l_{j}^{\prime}=1} H_{a}\left(m_{j}^{\prime}\right)^{\widehat{u}_{j}} \cdot \prod_{j<\beta, l_{j}^{\prime}=0} g^{z_{j} \cdot \widehat{u}_{j}}$.
- $\widetilde{B}=g^{\widehat{u}}$.
- $Z_{j}=g^{\widehat{u}_{j}}$.

Let each $m_{j}^{\prime}$ start at position $\psi_{j}$ in $m^{\prime}$. Type II quoted signature $\sigma^{\prime} \leftarrow \operatorname{Quote}(\sigma, R$, $\left.M, M^{\prime}\right)$ on $M^{\prime}$ from original Type I signature $\sigma$ on $M$, which is Quote-Type II $(\sigma, R, m$, $m^{\prime}$ ) is comprised of the following.

- $\widetilde{U}^{\prime}=g^{u u^{\prime}}$.
- $V_{k}^{\prime}=\left(Q_{I D_{k}} / W\right)^{f_{k}} h^{\left(s_{k}+s_{k}^{\prime}\right)}$,
$\pi_{k 1}^{\prime}=h^{\left(s_{k}+s_{k}^{\prime}\right) u u^{\prime}}, \quad \pi_{k 2}^{\prime}=\left(\left(Q_{I D_{k}} / W\right)^{2 f_{k}-1} h^{\left(s_{k}+s_{k}^{\prime}\right)}\right)^{1 / u u^{\prime}}$, $\pi_{k 3}^{\prime}=g^{\left(s_{k}+s_{k}^{\prime}\right) u u^{\prime}}, \quad \pi_{k 4}^{\prime}=g^{\left(s_{k}+s_{k}^{\prime}\right)}$, for each $1 \leq k \leq d$.
- $G^{\prime}=P_{p u b}^{\left(s+s^{\prime}\right)}=g^{\alpha\left(s+s^{\prime}\right)}$, where $s=\sum_{k=1}^{d} s_{k}, \quad s^{\prime}=\sum_{k=1}^{d} s_{k}^{\prime}$.
- $K^{\prime}=g^{a b \mu_{i}} \cdot H_{b}\left(m_{\beta}^{\prime}\right)^{\left(r_{\delta, \beta}+v\right)} \cdot U^{\left(s+s^{\prime}\right)} \cdot \prod_{j<\beta, l_{j}^{\prime}=1} H_{a}\left(m_{j}^{\prime}\right)^{\left(r_{\delta+\psi_{j}-1, j}^{\prime}+v_{j}\right)}$
$\cdot \prod_{j<\beta, l_{j}^{\prime}=0} g^{z_{j}\left(r_{\delta+\psi_{j}^{\prime \prime}, j}^{\prime \prime}+v_{j}\right)}$.
- $\widetilde{B}^{\prime}=g^{\left(r_{\delta, \beta}+v\right)}$.
- $\left\{Z_{j}^{\prime}\right\}_{j<\beta, l_{j}^{\prime}=1}=g^{\left(r_{\delta+\psi_{j}-1, j}^{\prime}+v_{j}\right)}, \quad\left\{Z_{j}^{\prime}\right\}_{j<\beta, l_{j}^{\prime}=0}=g^{\left(r_{\delta+\psi_{j}-1, j}^{\prime \prime}+v_{j}\right)}$.
for randomly chosen $u^{\prime} \in \mathbb{Z}_{n}^{*}$, and $s_{k}^{\prime}, v, v_{j} \in \mathbb{Z}_{n}$. Since all exponents have been independently re-randomized, one can see by inspection that $\operatorname{Quote}\left(\sigma, R, M, M^{\prime}\right)$ has identical distribution as that of $\operatorname{Sign}\left(S_{I D_{i}}, R, M^{\prime}\right)$.

Thus, this identity-based quotable ring signature scheme is strongly context hiding.

### 5.7 Summary

We introduced a new notion of identity-based quotable ring signature based on bilinear paring in composite order groups. We extended the ring signature scheme to be quotable. Using this cryptographic primitive, anyone could derive new ring signatures on a substring of an original message from a ring signature on the original message. There are two different types of ring signatures. The first one could be quoted further down to these two types of ring signatures. The other one could not be quoted any further, but will be a shorter signature. We also proved that our scheme is anonymous under the assumption that the Subgroup Decision Problem is hard, selectively unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the Computational Diffie-Hellman problem is hard, and strongly context hiding.

The goal of letting the ring signature to be quotable is achieved at the expense of adding extra non-interactive zero knowledge proof system to encrypt the actual signer's identity.

## Chapter 6

## Attribute-Based Signature with Message Recovery

In this chapter, we present a new notion called the attribute-based signature with message recovery. Compared with the existing attribute-based signature schemes, an attribute-based signature with message recovery scheme does not require the transmission of the original message for the signature verification, since the original message can be recovered from the signature. The contributions of this work are threefold. First, we introduce the notion of attribute-based signature with message recovery. Second, we present a concrete construction of an attribute-based signature with message recovery scheme based on bilinear pairing. Finally, we extend our scheme to deal with large messages. The proposed schemes support flexible threshold predicates and are proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the Computational Diffie-Hellman problem is hard. We demonstrate that the proposed schemes are also equipped with the attribute privacy property. The original scheme was presented at ISPEC 2014.

### 6.1 Introduction

In the signature schemes with message recovery, all or part of the original message is embedded within the signature and can be recovered. Attribute-based signature is an elaborated cryptographic notion that supports fine-grain access control in anonymous authentication systems. A related approach, but much simpler, to attributebased signature is identity-based signature. Compared with identity-based signature scheme in which a single string representing the signer's identity, in attribute-based signature scheme, a signer who obtains a certificate for a set of attributes from the
attribute authority is defined by the set of attributes. An attribute-based signature attests not to the identity of the individual who signed a message, but assures the verifier that a signer whose set of attributes satisfies a predicate has endorsed the message. In an attribute-based signature, the signature reveals no more than the fact that a single user with some set of attributes satisfying the predicate has attested to the message. In particular, the signature hides the attributes used to satisfy the predicate and any identifying information about the signer. Furthermore, users cannot collude to pool their attributes together.

Compared with the scheme in Chapter 3, these two chapters are both considering digital signature with message recovery. However, there are also differences between the work in these two chapters. In Chapter 3, the signers are revealed to the verifiers by using their identities. In this chapter, the signer is anonymous. The real signer is hidden in the signers whose attributes satisfy a certain predicate.
Related Work. Attribute-based signatures extend the identity-based signature of Shamir [Sha85] by allowing the identity of a signer to be a set of descriptive attributes rather than a single string. As a related notion to attribute-based signature, fuzzy identity-based signature was proposed and formalized in [YCD08], which enables users to generate signatures with part of their attributes. An attribute-based signature was also proposed in [SY08], to achieve almost the same goal. However, these kinds of signatures do not consider the anonymity for signers. Khader [Kha07b, Kha07a] proposed a notion called attribute-based group signatures. This primitive hides the identity of the signer, but reveals which attributes the signer used to satisfy the predicate. It also allows a group manager to identify the signer of any signature. In Khader [Kha08] and Maji et al. [MPR08, MPR11], they treated attribute-privacy as a fundamental requirement of attribute-based signatures.

Maji et al. [MPR08] constructed an attribute-based signature scheme that supports a powerful set of predicates, namely, any predicate consists of AND, OR and Threshold gates. However, their construction is only proved in the generic group model. Li and Kim [LK08] first proposed an attribute-based signature scheme that is secure under the standard CDH assumption. Their scheme only considered $(n, n)$-threshold, where $n$ is the number of attributes purported in the signature. Shahandashti and Safavi-Naini [SSN09] extended Li and Kim's scheme [LK08] and presented an attribute-based signature scheme supporting $(k, n)$-threshold. Li et al. [LAS ${ }^{+} 10$ ] explored a new signing technique integrating all the secret attributes components into one. Their constructions provide better efficiency in terms of both
the computational cost and signature size.
Zhang et al. [ZSM05] presented the seminal construction of an identity-based message recovery signature scheme. Inspired by the schemes due to Zhang et al. [ZSM05] and Li et al. [LAS $\left.{ }^{+} 10\right]$, we propose our attribute-based signature with message recovery scheme.

Comparison. As we have mentioned above, the scheme of Li et al. [LAS+10] have improved schemes of [LK08, SSN09] to provide better efficiency in terms of both the computational cost and signature size. Compared with the scheme of Li et al. [LAS $\left.{ }^{+} 10\right]$ which requires transmission of the original message, our scheme embeds the original message in the signature while keeping the signature size same as that of [LAS ${ }^{+10] . ~ W e ~ a l s o ~ n o t e ~ t h a t ~ G a g n e ́ ~ e t ~ a l . ~[G N S N 13] ~ p r o p o s e d ~ a ~ n e w ~}$ threshold attribute-based signature scheme which they claimed the signature size is independent of the number of attributes. However, this result is restricted only to a very special $(n, n)$ threshold scenario. For general attribute policies such as $(k, n)$ threshold scenario, the signature size still grows linearly with the number of attributes used to generate the signature. Furthermore, the scheme of Gagné et al. [GNSN13] only deals with fixed threshold. While our scheme can deal with flexible threshold from 1 to $d$ which is predefined in the setup step.
Our Contributions. In this work, we introduce the notion of attribute-based signature with message recovery. This notion allows fine-grain access control as well as enjoys the shortness of message-signature length. We propose two efficient schemes supporting flexible threshold predicate. The first one embeds short original message in the signature, while keeping the signature size the same as an existing scheme which requires transmission of the original message to verify the signature. For large messages, the second scheme separates the original message to two parts. The signature is appended to a truncated message and the discarded bytes can be recovered by the verification algorithm. The security of our schemes is proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the CDH problem is hard. These schemes are also equipped with attribute-privacy property.
Organization of This Chapter. The rest of this chapter is organized as follows: In Section 6.2, we provide a formal definition of the attribute-based signature with message recovery scheme. In Section 6.3 , we present a security model for the new
scheme. In Section 6.4, we present a concrete attribute-based signature with message recovery scheme based on bilinear pairing. Section 6.5 provides the security proofs about existential unforgeability against adaptively chosen message attacks and attribute-privacy property. Section 6.6 extends the first scheme in order to deal with large messages. Section 6.7 concludes this chapter.

### 6.2 Formal Definitions

We assume there is a universal set of attributes $\mathbb{A}$. Each signer is associated with a subset $\omega \subset \mathbb{A}$ of attributes that is verified by an attribute authority. Our scheme consists of the following four algorithms.
Setup: On input of a security parameter, this algorithm selects the master secret key and generates the corresponding public key.
Extract: When a party requires its attribute private key $\left\{D_{i}\right\}_{i \in \omega}$ corresponding to an attribute set $\omega$, this algorithm generates the attribute private key using the master key and the attributes in $\omega$ if he is eligible to be issued with these attributes. Sign: This scheme supports all predicates $\Upsilon_{t, \bar{\omega}}(\cdot) \rightarrow 0 / 1$ consisting of $t$ out of $n$ threshold gates, in which $\bar{\omega}$ is an $n$-element attribute set with threshold value $t$ flexible from 1 to $d$ where $\Upsilon_{t, \bar{\omega}}(\omega)=1$ when $|\omega \cap \bar{\omega}| \geq t$. On input a message $m$, a predicate $\Upsilon_{t, \bar{\omega}}(\cdot) \rightarrow 0 / 1$, and a sender's private key $\left\{D_{i}\right\}_{i \in \omega}$, this algorithm generates a signature $\sigma$ when $|\omega \cap \bar{\omega}| \geq t$.
Verify: When receiving a signature $\sigma$ and a predicate $\Upsilon_{t, \bar{\omega}}(\cdot) \rightarrow 0 / 1$, this algorithm checks whether the signature is valid corresponding to the predicate $\Upsilon_{t, \bar{\omega}}(\cdot) \rightarrow 0 / 1$. If the signature $\sigma$ is valid, this algorithm recovers the original message $m$.

### 6.3 Security Model

## Existential unforgeability against chosen message attacks.

It can be defined using a game between an adversary $\mathcal{A}$ and a challenger $\mathcal{C}$.
The adversary $\mathcal{A}$ knows the public key of the signer. Its goal is to forge a valid signature of a message $m^{*}$ with a predicate $\Upsilon_{t, \bar{\omega}}(\cdot) \rightarrow 0 / 1$ that his attributes do not satisfy.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get the master secret key with respect to a security parameter and the system's public parameters params. Then,
$\mathcal{C}$ sends params to adversary $\mathcal{A}$. $\mathcal{A}$ can access to some random oracles. In these random oracles, for every unique query, they respond a random response. If a query has been submitted before, they respond the same value as they responded the first time. $\mathcal{A}$ can also access to the following oracles to conduct an attack.
Extract Oracle: For each Extract query with respect to an attribute set $\omega$ such that $|\bar{\omega} \cap \omega|<t, \mathcal{C}$ returns $D_{i}$ for each $i \in \omega$ as the private key of attribute set $\omega$.
Sign Oracle: For each Sign query on arbitrary designated attribute set $\omega$ and arbitrary message $m, \mathcal{C}$ returns a valid signature $\sigma$ with respect to $m$ on behalf of the designated signer who possesses the attribute set $\omega$.
Output: $\mathcal{A}$ outputs an alleged signature $\sigma^{*}$ on the message $m^{*}$ on behalf of a user who possesses an attribute set $\omega^{*}$ such that $\left|\bar{\omega} \cap \omega^{*}\right| \geq t$. If no Sign queries of the message $m^{*}$ with an attribute set $\omega$ such that $|\bar{\omega} \cap \omega| \geq t$ and no Extract queries with respect to an attribute set $\omega$ such that $|\bar{\omega} \cap \omega| \geq t$ have been queried, $\mathcal{A}$ wins the game if the signature $\sigma^{*}$ is valid.

If there is no such polynomial-time adversary $\mathcal{A}$ that can forge a valid signature in the game described above, we say this scheme is secure against existential forgery under chosen message attacks.

It is worth noting that this model also guarantees collusion resistance. This is because if a group of signers can cooperate to construct a signature that none of them could individually produce, then they can build another adversary which can forge a valid signature to win the above game.

## Attribute privacy.

In an attribute-based signature scheme, a legitimate signer is indistinguishable among all the users whose attributes satisfying the predicate specified in the signature. The signature reveals nothing about the identity or attributes of the signer beyond what is explicitly revealed by the claim being made.

It can be defined using a game between an adversary $\mathcal{A}$ and a challenger $\mathcal{C}$.
The adversary $\mathcal{A}$ even knows the master secret key. So he could generate all signers' private keys. Its goal is to distinguish between two signers which one generates the valid signature of a message with a predicate such that both of their attributes satisfy the predicate.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get the master secret key and the public parameters params. Then, $\mathcal{C}$ sends params as well as the master secret key to adversary $\mathcal{A}$. $\mathcal{A}$ can access polynomially bounded number of random oracles
which are the same as that described in the previous game. $\mathcal{A}$ can generate private keys and signatures itself, because he has got the master secret key.
Challenge: $\mathcal{A}$ outputs a message $m^{*}$, two challenged attribute sets $\omega_{0}^{*}, \omega_{1}^{*}$ for signature query, where both $\omega_{0}^{*}$ and $\omega_{1}^{*}$ satisfy a predicate $\Upsilon^{*}$. $\mathcal{C}$ chooses $b \in\{0,1\}$, computes the challenge signature $\sigma^{*}$ satisfying $\Upsilon^{*}$ on behalf of the signer who possesses attribute set $\omega_{b}^{*}$ and provides $\sigma^{*}$ to $\mathcal{A}$.
Guess: $\mathcal{A}$ tries to guess which attribute set between $\omega_{0}^{*}$ and $\omega_{1}^{*}$ is used to generate the challenge signature $\sigma^{*}$. Finally, $\mathcal{A}$ outputs a guess $b^{\prime} \in\{0,1\}$ and wins the game if $b^{\prime}=b$.

If there is no such polynomial-time adversary $\mathcal{A}$ that can win the game described above, we say this scheme holds attribute privacy property.

It is worth noting that this property holds even for the attribute authority, because the master secret key is also given to the adversary.

### 6.4 Proposed Scheme

Setup: First, define the attributes in universe $\mathbb{A}$ as elements in $\mathbb{Z}_{p}^{*}$ where $p$ is a sufficient large prime. A $(d-1)$ default attribute set from $\mathbb{Z}_{p}^{*}$ is given as $\Omega=$ $\left\{\Omega_{1}, \Omega_{2}, \cdots, \Omega_{d-1}\right\}$. Select a random generator $g \in \mathbb{G}_{1}$, a random $x \in \mathbb{Z}_{p}^{*}$, and set $g_{1}=g^{x}$. Next, pick a random element $g_{2} \in \mathbb{G}_{1}$. Five hash functions are also chosen such that $H_{1}: \mathbb{Z}_{p}^{*} \rightarrow \mathbb{G}_{1}, H_{2}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}, H_{3}:\{0,1\}^{*} \rightarrow \mathbb{G}_{1}$, $F_{1}:\{0,1\}^{k_{2}} \rightarrow\{0,1\}^{k_{1}}, F_{2}:\{0,1\}^{k_{1}} \rightarrow\{0,1\}^{k_{2}}$. The public parameters are params $=\left(g, g_{1}, g_{2}, d, H_{1}, H_{2}, H_{3}, F_{1}, F_{2}\right)$, the master secret key is $x$.
Extract: To generate private key for an attribute set $\omega$,

- First, randomly choose a $(d-1)$ degree polynomial $q(z)$ such that $q(0)=x$;
- Generate a new attribute set $\hat{\omega}=\omega \cup \Omega$. For each $i \in \hat{\omega}$, choose $r_{i} \in_{R} \mathbb{Z}_{p}$ and compute $d_{i 0}=g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}$ and $d_{i 1}=g^{r_{i}}$;
- Finally, output $D_{i}=\left(d_{i 0}, d_{i 1}\right)$ as the private key for each $i \in \hat{\omega}$.

Sign: Suppose one has private key for the attribute set $\omega$. To sign a message $m$ which length is equal to $k_{2}$ with predicate $\Upsilon_{t, \bar{\omega}}(\cdot)$, namely, to prove owning at least $t$ attributes among an $n$-element attribute set $\bar{\omega}$, he selects a $t$-element subset $\omega^{\prime} \subseteq \omega \cap \bar{\omega}$ and selects randomly an element $j$ from subset $\bar{\omega} / \omega^{\prime}$, and proceeds as follows:

- First, select a default attribute subset $\Omega^{\prime} \subseteq \Omega$ with $\left|\Omega^{\prime}\right|=d-t$ and choose $(n+d-t-1)$ random values $r_{i}^{\prime} \in \mathbb{Z}_{p}^{*}$ for $i \in(\bar{\omega} / j) \cup \Omega^{\prime}$, choose a random value $s \in \mathbb{Z}_{p}^{*}$;
- Compute $v=e\left(g_{1}, g_{2}\right)$;
- Compute $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$;
- Compute $r=H_{2}(v)+f$;
- Compute $\sigma_{i}=d_{i 1}^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime}}$ for $i \in \omega^{\prime} \cup \Omega^{\prime}$;
- Compute $\sigma_{i}=g^{r_{i}^{\prime}}$ for $i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)$;
- Compute $\sigma_{j}=g^{s}$;
- Compute $\sigma_{0}=\left[\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right] \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right]$
$\cdot\left(H_{1}(j) \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s} ;$
- Finally, output the signature $\sigma=\left(r, \sigma_{0},\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$.

To sign a message $m$ which length is shorter than $k_{2}$, one can just pad spaces after the message until $k_{2}$.
Verify: To verify the validity of a signature $\sigma=\left(r, \sigma_{0},\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$ with threshold $t$ for attributes $\bar{\omega}$, the verifier performs the following verification procedure to recover the message $m$ :

$$
\begin{gathered}
\frac{e\left(g, \sigma_{0}\right)}{\prod_{i \in \bar{\omega} \cup \Omega^{\prime}} e\left(H_{1}(i), \sigma_{i}\right) \cdot e\left(\sigma_{j}, H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)}=v, \\
r-H_{2}(v)=f .
\end{gathered}
$$

Then, $m=[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)$ is recovered from $f$. The verifier checks whether the equation $[f]^{k_{1}}=F_{1}(m)$ holds. If it holds, output accept and the message $m$ is recovered. Otherwise, output reject to denote the signature is not valid.

In the above computation, the subscript $k_{2}$ of $f$ denotes the least significant $k_{2}$ bits of $f$, and the superscript $k_{1}$ of $f$ denotes the most significant $k_{1}$ bits of $f$.

### 6.5 Security Analysis

Theorem 6.1 This attribute-based signature with message recovery scheme is correct.

Proof. The correctness of this scheme can be justified as follows:

$$
\begin{aligned}
& \frac{e\left(g, \sigma_{0}\right)}{\prod_{i \in \bar{\omega} \cup \Omega^{\prime}} e\left(H_{1}(i), \sigma_{i}\right) \cdot e\left(\sigma_{j}, H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)} \\
= & \frac{e\left(g,\left[\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right] \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot H_{1}(j)^{s}\right)}{\prod_{i \in \bar{\omega} \cup \Omega^{\prime}} e\left(H_{1}(i), \sigma_{i}\right)} \\
= & \frac{e\left(g,\left[\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right] \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot H_{1}(j)^{s}\right)}{\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i), d_{i 1}^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime}}\right) \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} e\left(H_{1}(i), g^{r_{i}^{\prime}}\right) \cdot e\left(H_{1}(j), g^{s}\right)} \\
= & \frac{e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right) \cdot e\left(g, \prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right)}{\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i), d_{i 1}^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime}}\right) \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} e\left(H_{1}(i), g^{r_{i}^{\prime}}\right)} \\
= & \frac{e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right) \cdot e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime}}\right) \cdot e\left(g, \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}}\right)}{\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i), d_{i 1}^{\Delta_{i, S}(0)} \cdot g_{i}^{r_{i}^{\prime}}\right) \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} e\left(H_{1}(i), g^{r_{i}^{\prime}}\right)} \\
= & \frac{e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right) \cdot e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime}}\right)}{\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i), d_{i 1}^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime}}\right)} \\
= & \frac{e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right)}{\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i), d_{i 1}^{\Delta_{i, S}(0)}\right)} \\
= & e\left(g, \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}}\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}\right)\right. \\
= & e\left(g, g_{i \in \omega^{\prime} \cup \cup \Omega^{\prime}}^{\sum_{i \in \omega^{\prime} \cup \Omega^{\prime}} e\left(H_{1}(i) \Delta_{i, S}(0),\left(g^{r_{i}}\right)^{\Delta_{i, S}(0)}\right)}\right) \\
= & v
\end{aligned}
$$

Then, using this $v$ and $r$, we can recover $f$ from the following computation.

$$
r-H(v)=f
$$

Since $f$ is computed from $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$, the original message $m$ will be recovered from $f$ like this:

$$
\begin{aligned}
& {[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right) } \\
= & {\left[F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)\right]_{k_{2}} \oplus F_{2}\left(\left[F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)\right]^{k_{1}}\right) }
\end{aligned}
$$

$$
\begin{aligned}
& =F_{2}\left(F_{1}(m)\right) \oplus m \oplus F_{2}\left(F_{1}(m)\right) \\
& =m
\end{aligned}
$$

Theorem 6.2 This attribute-based signature with message recovery scheme is existentially unforgeable under chosen message attacks in the random oracle model, under the assumption that the CDH problem is hard.
Proof. Assume there is an algorithm $\mathcal{A}$ that can forge a valid signature under chosen message attacks. There will be another algorithm $\mathcal{B}$ that can run the algorithm $\mathcal{A}$ as a subroutine to solve the CDH problem.

We assume that the instance of the CDH problem consists of group elements $\left(g, g^{x}, g^{y}\right) \in \mathbb{G}_{1}^{3}$, and our goal is to compute an element $g^{x y} \in \mathbb{G}_{1}$.
Setup: Let the default attribute set be $\Omega=\left\{\Omega_{1}, \Omega_{2}, \cdots, \Omega_{d-1}\right\}$. Since the threshold in our scheme is flexible from 1 to $d$, without loss of generality, we fix the threshold to $t \leq d$ in this proof. Firstly, $\mathcal{B}$ selects randomly a subset $\Omega^{\prime} \subseteq \Omega$ with $\left|\Omega^{\prime}\right|=d-t$. $\mathcal{B}$ selects $g$ as the generator of $\mathbb{G}_{1}$, and sets $g_{1}=g^{x}$ and $g_{2}=g^{y}$. $\mathcal{B}$ sends public system parameters params to adversary $\mathcal{A}$.
$\mathbf{H}_{1}$ Queries: $\mathcal{B}$ creates and keeps one list $H_{1}$-List to simulate $H_{1}$ Oracle. This list is used to store tuples like $\left(i, \alpha_{i}, H_{1}(i)\right)$. In this type of tuples, the first element $i \in \mathbb{Z}_{p}^{*}$ indicates an attribute. The second element $\alpha_{i}$ is a random number in $\mathbb{Z}_{p}^{*}$. The last element $H_{1}(i)$ is a random element selected from $\mathbb{G}_{1}$.

Upon receiving an $H_{1}$ hash query with respect to an attribute $i$, if this $i$ is not included in this $H_{1}$-List and $i \in \bar{\omega} \cup \Omega^{\prime}, \mathcal{B}$ randomly selects a number $\alpha_{i} \in \mathbb{Z}_{q}^{*}$ and returns $H_{1}(i)=g^{\alpha_{i}}$ as the $H_{1}$ hash value of this $i$. Then, $\mathcal{B}$ records the tuple $\left(i, \alpha_{i}, g^{\alpha_{i}}\right)$ in this $H_{1}$-List. If this $i$ is not included in this $H_{1}$-List and $i \notin\left(\bar{\omega} \cup \Omega^{\prime}\right), \mathcal{B}$ randomly selects a number $\alpha_{i} \in \mathbb{Z}_{q}^{*}$ and returns $H_{1}(i)=g_{1}^{-\alpha_{i}}$ as the $H_{1}$ hash value of this $i$. Then, $\mathcal{B}$ records the tuple $\left(i, \alpha_{i}, g_{1}^{-\alpha_{i}}\right)$ in this $H_{1}$-List. If the $i$ is already in a record in this $H_{1}$-List, $\mathcal{B}$ only returns the corresponding $H_{1}(i)$ in the record as the $H_{1}$ hash value.
$\mathbf{H}_{3}$ Queries: $\mathcal{B}$ creates and keeps one list $H_{3}$-List to simulate $H_{3}$ Oracle. This list is used to store tuples like

$$
\left(\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right), \quad \beta, \quad H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right) .
$$

In this type of tuples, the first tuple $\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$ includes an element in $\mathbb{Z}_{p}^{*}$ and some other elements in $\mathbb{G}_{1}$. The second element $\beta$ is a random number in $\mathbb{Z}_{p}^{*}$. The last element $H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$ is a random element selected from $\mathbb{G}_{1}$.

Part of the records in this $H_{3}$-List corresponding to the queries which are queried by the adversary $\mathcal{A}$. We will discuss this situation soon. The other part of the records in this $H_{3}$-List corresponding to the queries which are conducted by the simulator $\mathcal{B}$ when $\mathcal{B}$ responds to the Sign queries. We will postpone to discuss this situation in the Sign Queries.

Upon receiving the $k$-th $H_{3}$ hash query which is conducted by the adversary $\mathcal{A}$ with respect to a tuple $\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)_{k}$, if this tuple is not included in this $H_{3^{-}}$ List, $\mathcal{B}$ randomly selects a number $\beta_{k} \in \mathbb{Z}_{q}^{*}$ and returns $H_{3}\left(\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)_{k}\right)=$ $g^{\beta_{k}}$ as the $H_{3}$ hash value of this tuple. $\mathcal{B}$ records $\left(\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)_{k}, \beta_{k}, g^{\beta_{k}}\right)$ in this $H_{3}$-List. If the tuple is already in a record in this $H_{3}$-List, $\mathcal{B}$ only returns the corresponding $H_{3}\left(\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)_{k}\right)$ in the record as the $H_{3}$ hash value.
Extract Queries: $\mathcal{A}$ can make requests for private keys of attribute set $\omega$ such that $|\bar{\omega} \cap \omega|<t$. First define three sets $\Gamma, \Gamma^{\prime}, S$ in the following manner: $\Gamma=(\omega \cap \bar{\omega}) \cup \Omega^{\prime}$, $\Gamma^{\prime}$ such that $\Gamma \subseteq \Gamma^{\prime} \subseteq S$ and $\left|\Gamma^{\prime}\right|=d-1$, and $S=\Gamma^{\prime} \cup\{0\}$.

Similar to the case in the normal scheme, $\mathcal{B}$ should randomly choose a $(d-1)$ degree polynomial $q(z)$ such that $q(0)=x$. We will show how $\mathcal{B}$ simulate private keys for attribute sets although $\mathcal{B}$ does not know exactly the value of $x$.

For $i \in \Gamma^{\prime}, \mathcal{B}$ randomly selects two numbers $\tau_{i}, r_{i} \in \mathbb{Z}_{p}^{*}$. In this case, $\mathcal{B}$ assumes the value $q(i)$ corresponding to this $i$ of the randomly chosen $(d-1)$ degree polynomial $q(z)$ is $q(i)=\tau_{i}$. Then, $\mathcal{B}$ can compute $D_{i}$ for $i \in \Gamma^{\prime}$ as follows:

$$
D_{i}=\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}, g^{r_{i}}\right)=\left(g_{2}^{\tau_{i}} \cdot H_{1}(i)^{r_{i}}, g^{r_{i}}\right) .
$$

For $i \notin \Gamma^{\prime}, \mathcal{B}$ looks up the $H_{1}$-List which is created by $H_{1}$ Oracle to find the record about attribute $i$ and get the corresponding $\alpha_{i}$. $\mathcal{B}$ randomly selects a number $r_{i}^{\prime} \in \mathbb{Z}_{p}^{*}$, and let

$$
r_{i}=\frac{\Delta_{0, S}(i)}{\alpha_{i}} y+r_{i}^{\prime} .
$$

We will show how $\mathcal{B}$ simulate private keys for attribute $i \notin \Gamma^{\prime}$ although $\mathcal{B}$ does not know exactly the value of $y$. In case of the values $q(i)$ for $i \in \Gamma^{\prime}$ are determined in the previous stage, $\mathcal{B}$ can compute the value $q(i)$ corresponding to $i \notin \Gamma^{\prime}$ of the randomly chosen $(d-1)$ degree polynomial $q(z)$ by using Lagrange interpolation as

$$
q(i)=\sum_{j \in \Gamma^{\prime}} \Delta_{j, S}(i) \cdot q(j)+\Delta_{0, S}(i) \cdot q(0)
$$

in which $q(0)=x$. Then, $\mathcal{B}$ can compute $D_{i}$ for $i \notin \Gamma^{\prime}$ as follows:

$$
\begin{aligned}
D_{i} & =\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}, g^{r_{i}}\right) \\
& =\left(g_{2}^{\sum_{j \in \Gamma^{\prime}} \Delta_{j, S}(i) \cdot q(j)} \cdot\left(g_{1}^{-\alpha_{i}}\right)^{r_{i}^{\prime}}, g_{2}^{\frac{\Delta_{0, S}(i)}{\alpha_{i}}} \cdot g^{r_{i}^{\prime}}\right)
\end{aligned}
$$

although $\mathcal{B}$ does not know exactly the value of $x$ and $y$.
$\mathcal{B}$ returns $D_{i}$ for each $i \in(\omega \cup \Omega)$ as the private key of $\omega$.
Sign Queries: For a Sign query on message $m$ with respect to an attribute set $\omega$. If $|\bar{\omega} \cap \omega|<t, \mathcal{B}$ can get a simulated private key with respect to $\omega$ by querying the Extract Oracle, and compute a signature on message $m$ with respect to $\omega$ normally.

If $|\bar{\omega} \cap \omega| \geq t, \mathcal{B}$ selects a $t$-element subset $\omega^{\prime} \subseteq \bar{\omega} \cap \omega$ and selects randomly an element $j$ from subset $\bar{\omega} / \omega^{\prime}$, and simulates the signature as follows:

Firstly, $\mathcal{B}$ selects a random $(d-t)$-element subset $\Omega^{\prime}$ from $\Omega$. Then, $\mathcal{B}$ chooses two random numbers $r_{i}$ and $r_{i}^{\prime \prime}$ for each $i \in \omega^{\prime} \cup \Omega^{\prime}$, and let $r_{i}^{\prime}=r_{i} \cdot \Delta_{i, S}(0)+r_{i}^{\prime \prime}$. It is obviously that $r_{i}^{\prime}$ is still a random number for each $i \in \omega^{\prime} \cup \Omega^{\prime} . \mathcal{B}$ also chooses random number $r_{i}^{\prime}$ for each $i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)$. $\mathcal{B}$ also chooses two random values $\beta_{h}, s^{\prime} \in \mathbb{Z}_{p}^{*}$ and let $s=\frac{1}{\beta_{h}} y+s^{\prime}$ which is also a random number because $\beta_{h}$ and $s^{\prime}$ are randomly chosen. We will show how $\mathcal{B}$ simulate a correct signature although $\mathcal{B}$ does not know exactly the value of $y$.

Firstly, $\mathcal{B}$ computes the following parts by using previous parameters as in the normal scheme:

- Compute $v=e\left(g_{1}, g_{2}\right)$;
- Compute $f=F_{1}(m) \|\left(F_{2}\left(F_{1}(m)\right) \oplus m\right)$;
- Compute $r=H_{2}(v)+f$;
- Compute $\sigma_{i}=\left(g^{r_{i}}\right)^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime \prime}}=g^{r_{i} \cdot \Delta_{i, S}(0)+r_{i}^{\prime \prime}}=g^{r_{i}^{\prime}}$ for $i \in \omega^{\prime} \cup \Omega^{\prime}$;
- Compute $\sigma_{i}=g^{r_{i}^{\prime}}$ for $i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)$;
- Compute $\sigma_{j}=g^{s}=g^{\frac{1}{\beta_{h}} y+s^{\prime}}=g_{2}^{\frac{1}{\beta_{h}}} \cdot g^{s^{\prime}}$;

After this computation, $\mathcal{B}$ inserts a record $\left(\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right), \beta_{h}, g_{1}^{-\beta_{h}}\right)$ in the $H_{3}$-List. Then, $\mathcal{B}$ computes $\sigma_{0}$ as follows:

$$
\sigma_{0}=g_{2}^{x} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot H_{1}(j)^{s} \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)^{s}
$$

$$
\begin{aligned}
& =g_{2}^{x} \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)^{s} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot H_{1}(j)^{s} \\
& =g_{2}^{x} \cdot\left(g_{1}^{-\beta_{h}}\right)^{\frac{1}{\beta_{h}} y+s^{\prime}} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot\left(g^{\alpha_{j}}\right)^{\frac{1}{\beta_{h}} y+s^{\prime}} \\
& =g_{2}^{x} \cdot g_{1}^{-y} \cdot g_{1}^{-\beta_{h} s^{\prime}} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot\left(g_{2}^{\frac{\alpha_{j}}{\beta_{h}}} \cdot g^{\alpha_{j} s^{\prime}}\right) \\
& =g_{1}^{-\beta_{h} s^{\prime}} \cdot\left(g_{2}^{\frac{\alpha_{j}}{\beta_{h}}} \cdot g^{\alpha_{j} s^{\prime}}\right) \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] .
\end{aligned}
$$

We will show this simulated $\sigma_{0}$ have the same form as in the normal scheme as follows:

$$
\begin{aligned}
& \sigma_{0}=g_{2}^{x} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot\left(H_{1}(j) \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s} \\
& =g_{2}^{\sum_{i \in \omega^{\prime} \cup \Omega^{\prime}} q(i) \cdot \Delta_{i, S}(0)} \cdot \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime}} \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}} \\
& \cdot\left(H_{1}(j) \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s} \\
& =\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} g_{2}^{q(i) \cdot \Delta_{i, S}(0)} \cdot \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i} \cdot \Delta_{i, S}(0)} \cdot \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime \prime}} \\
& \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}} \cdot\left(H_{1}(j) \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s} \\
& =\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}}\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}\right)^{\Delta_{i, S}(0)} \cdot \prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime \prime}} \cdot \prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}} \\
& \cdot\left(H_{1}(j) \cdot H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s} .
\end{aligned}
$$

Compared with a signature generated from the normal scheme, we will find out that this simulated signature can be regarded as a normal signature which is generated by a signer who possesses private keys $D_{i}=\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}, g^{r_{i}}\right)$ for attribute $i \in \omega^{\prime} \cup \Omega^{\prime}$ in which $q(z)$ is a random $(d-1)$ degree polynomial such that $q(0)=x$. It is worth noting that although $r_{i}^{\prime \prime}$ and $r_{i}^{\prime}$ are not the same form at the first glance, they are indeed the same form because both of $r_{i}^{\prime \prime}$ and $r_{i}^{\prime}$ are random numbers. So the two parts $\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime \prime}}$ and $\prod_{i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}}$ can be merged into one part as $\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}$ in the normal scheme.
Verify: While $|\bar{\omega} \cap \omega|<t$, the simulated signature on message $m$ with respect to $\omega$ is computed by querying the Extract Oracle to get a simulated private key with
respect to $\omega$ normally. It will certainly pass the normal verification process. While $|\bar{\omega} \cap \omega| \geq t$, we can check that the simulated signature can also pass the normal verification process by straight-forward substitutions.

Finally, The adversary outputs a forged signature $\sigma^{*}$ on message $m^{*}$ for attribute set $\omega^{*}$ such that $\left|\bar{\omega} \cap \omega^{*}\right| \geq t$. It satisfies the verification equation, which means that

$$
\begin{aligned}
\sigma^{*}= & \left\{r^{*}, g_{2}^{x} \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right] \cdot H_{1}(j)^{s} \cdot H_{3}\left(r^{*},\left\{\sigma_{i}^{*}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}^{*}\right)^{s},\right. \\
& \left.\left\{g^{r_{i}^{\prime}}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, g^{s}\right\} .
\end{aligned}
$$

Then, $\mathcal{B}$ can compute

$$
\frac{\sigma_{0}^{*}}{\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}\left(\sigma_{i}^{*}\right)^{\alpha_{i}} \cdot\left(\sigma_{j}^{*}\right)^{\alpha_{j}} \cdot\left(\sigma_{j}^{*}\right)^{\beta_{k}}}=g^{x y} .
$$

So, $\mathcal{B}$ can solve an CDH problem if $\mathcal{A}$ is able to forge valid signatures.
If there is no such polynomial-time adversary that can forge a valid attributebased signature with a predicate that his attributes do not satisfy, we say that this attribute-based signature with message recovery scheme is secure against existential forgery under chosen message attacks.

Theorem 6.3 This attribute-based signature with message recovery scheme is equipped with the attribute privacy property in the random oracle model.

Proof. Setup: First, a $(d-1)$ default attribute set from $\mathbb{Z}_{p}^{*}$ is given as $\Omega=$ $\left\{\Omega_{1}, \Omega_{2}, \cdots, \Omega_{d-1}\right\}$ for some predefined integer $d$. $\mathcal{C}$ selects a random generator $g \in \mathbb{G}_{1}$, a random $x \in \mathbb{Z}_{p}^{*}$ as the master secret key, and set $g_{1}=g^{x}$. Next, $\mathcal{C}$ picks a random element $g_{2} \in \mathbb{G}_{1}$. $\mathcal{C}$ sends these public parameters params as well as the master secret key $x$ to adversary $\mathcal{A}$.

Both of the $\mathbf{H}_{1}$ oracle and $\mathbf{H}_{3}$ oracle are the same as described in Theorem 6.2. Challenge: The adversary outputs two attribute sets $\omega_{0}^{*}$ and $\omega_{1}^{*}$. Both the adversary $\mathcal{A}$ and the challenger $\mathcal{C}$ can generate secret keys corresponding to these two attribute sets as $D_{i}^{0}$ for $i \in \omega_{0}^{*} \cup \Omega$ and $D_{i}^{1}$ for $i \in \omega_{1}^{*} \cup \Omega$ respectively. Then, the adversary outputs a message $m^{*}$ and a predicate $\Upsilon^{*}$ where $\Upsilon^{*}\left(\omega_{0}^{*}\right)=\Upsilon^{*}\left(\omega_{1}^{*}\right)=1$. The adversary $\mathcal{A}$ asks the challenger to generate a signature on the message $m^{*}$ satisfying $\Upsilon^{*}$ from either $\omega_{0}^{*}$ or $\omega_{1}^{*}$. The challenger $\mathcal{C}$ chooses a random bit $b \in\{0,1\}$, and outputs a signature $\sigma^{*}=\left\{r^{*}, \sigma_{0}^{*},\left\{\sigma_{i}^{*}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}^{*}\right\}$ by running algorithm which is described as the Sign oracle in Theorem 6.2 using the secret key $D_{i}^{b}$ for $i \in \omega_{b}^{*} \cup \Omega$.

As we have mentioned in Theorem 6.2, part of the signature $\sigma_{0}^{*}$ can be written as $\prod_{i \in \omega^{*} \cup \Omega^{\prime}}\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}\right)^{\Delta_{i, S}(0)} \cdot \prod_{i \in \omega^{*} \cup \Omega^{\prime}} H_{1}(i)^{r_{i}^{\prime \prime}} \cdot \prod_{i \in \bar{\omega} /\left(\omega^{*} \cup j\right)} H_{1}(i)^{r_{i}^{\prime}} \cdot\left(H_{1}(j)\right.$. $\left.H_{3}\left(r,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s}, \sigma_{i}$ for $i \in \omega^{*} \cup \Omega^{\prime}$ can be written as $\sigma_{i}=\left(g^{r_{i}}\right)^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime \prime}}=$ $g^{r_{i} \cdot \Delta_{i, S}(0)+r_{i}^{\prime \prime}}=g^{r_{i}^{\prime}}$.

So, the challenge signature can be regarded as generated by a signer who possesses private keys $D_{i}=\left(g_{2}^{q(i)} \cdot H_{1}(i)^{r_{i}}, g^{r_{i}}\right)$ in which $q(z)$ is a random $(d-1)$ degree polynomial such that $q(0)=x$. Thus, if this challenge signature is generated by using the secret key $D_{i}^{0}$ for $i \in \omega_{0}^{*} \cup \Omega$, it can also be generated by using the secret key $D_{i}^{1}$ for $i \in \omega_{1}^{*} \cup \Omega$ since the secret key $D_{i}^{1}$ for $i \in \omega_{1}^{*} \cup \Omega$ also satisfy the situation mentioned above. Similarly, if this challenge signature is generated by using the secret key $D_{i}^{1}$ for $i \in \omega_{1}^{*} \cup \Omega$, it can also be generated by using the secret key $D_{i}^{0}$ for $i \in \omega_{0}^{*} \cup \Omega$.

Therefore, even the adversary has access to the master secret key and has unbounded computation ability, he cannot distinguish between two signers which one generates a valid signature of a message with a predicate such that both of their attributes satisfy the predicate.

### 6.6 Extended Scheme

In order to deal with messages which are larger than $k_{2}$, we can extend the previous scheme as follows.

Setup: The Setup algorithm is the same as that in the previous scheme.
Extract: The Extract algorithm is also the same as that in the previous scheme.
Sign: Suppose one has private key for the attribute set $\omega$. To sign a message $m$ which length is larger than $k_{2}$ with predicate $\Upsilon_{t, \bar{\omega}}(\cdot)$, namely, to prove owning at least $t$ attributes among an $n$-element attribute set $\bar{\omega}$, he selects a $t$-element subset $\omega^{\prime} \subseteq \omega \cap \bar{\omega}$ and selects randomly an element $j$ from subset $\bar{\omega} / \omega^{\prime}$, and proceeds as follows:

- First, separate the message $m$ into two parts $m=m_{1} \| m_{2}$, and let the length of $m_{1}$ be $k_{2}$.
- Select a default attribute subset $\Omega^{\prime} \subseteq \Omega$ with $\left|\Omega^{\prime}\right|=d-t$ and choose $(n+d-$ $t-1)$ random values $r_{i}^{\prime} \in \mathbb{Z}_{p}^{*}$ for $i \in(\bar{\omega} / j) \cup \Omega^{\prime}$, choose a random value $s \in \mathbb{Z}_{p}^{*}$;
- Compute $v=e\left(g_{1}, g_{2}\right)$;
- Compute $f=F_{1}\left(m_{1}\right) \|\left(F_{2}\left(F_{1}\left(m_{1}\right)\right) \oplus m_{1}\right)$;
- Compute $r=H_{2}(v)+f$;
- Compute $c=H_{2}\left(r, m_{2}\right)$;
- Compute $\sigma_{i}=d_{i 1}^{\Delta_{i, S}(0)} \cdot g^{r_{i}^{\prime}}$ for $i \in \omega^{\prime} \cup \Omega^{\prime}$;
- Compute $\sigma_{i}=g^{r_{i}^{\prime}}$ for $i \in \bar{\omega} /\left(\omega^{\prime} \cup j\right)$;
- Compute $\sigma_{j}=g^{s}$;
- Compute $\sigma_{0}=\left[\prod_{i \in \omega^{\prime} \cup \Omega^{\prime}} d_{i 0}^{\Delta_{i, S}(0)}\right] \cdot\left[\prod_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j} H_{1}(i)^{r_{i}^{\prime}}\right]$ - $\left(H_{1}(j) \cdot H_{3}\left(c,\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)^{s}$;
- Finally, output the signature $\sigma=\left(m_{2}, r, \sigma_{0},\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$.

Verify: To verify the validity of a signature $\sigma=\left(m_{2}, r, \sigma_{0},\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)$ with threshold $t$ for attributes $\bar{\omega}$, the verifier performs the following verification procedure to recover the message $m_{1}$ :

$$
\begin{gathered}
\frac{e\left(g, \sigma_{0}\right)}{\prod_{i \in \bar{\omega} \cup \Omega^{\prime}} e\left(H_{1}(i), \sigma_{i}\right) \cdot e\left(\sigma_{j}, H_{3}\left(H_{2}\left(r, m_{2}\right),\left\{\sigma_{i}\right\}_{i \in\left(\bar{\omega} \cup \Omega^{\prime}\right) / j}, \sigma_{j}\right)\right)}=v, \\
r-H_{2}(v)=f .
\end{gathered}
$$

Then, $m_{1}=[f]_{k_{2}} \oplus F_{2}\left([f]^{k_{1}}\right)$ is recovered from $f$. The verifier checks whether the equation $[f]^{k_{1}}=F_{1}\left(m_{1}\right)$ holds. If it holds, output accept. Then the verifier combines $m=m_{1} \| m_{2}$ and the message $m$ is recovered. Otherwise, output reject to denote the signature is not valid.

In the above computation, the subscript $k_{2}$ of $f$ denotes the least significant $k_{2}$ bits of $f$, and the superscript $k_{1}$ of $f$ denotes the most significant $k_{1}$ bits of $f$.

Theorem 6.4 This extended attribute-based signature with message recovery scheme is correct.

Proof. Correctness can be verified similar with the above attribute-based signature with message recovery scheme in Theorem 6.1.

Theorem 6.5 This extended attribute-based signature with message recovery scheme is existentially unforgeable under chosen message attacks in the random oracle model, under the assumption that the CDH problem is hard.

Proof. This proof is similar to that of Theorem 6.2 and therefore it is omitted.
Theorem 6.6 This extended attribute-based signature with message recovery scheme is equipped with the attribute privacy property in the random oracle model.

Proof. This proof is similar to that of Theorem 6.3 and therefore it is omitted.

### 6.7 Summary

We proposed a new notion of attribute-based signature with message recovery, and presented two concrete attribute-based signature with message recovery schemes based on bilinear pairing that support flexible threshold predicates. The first scheme allows the signer to embed short original message in the signature, while keeping the same signature size. The original message can be recovered from the signature. The second scheme is extended from the first one in order to deal with large messages. These schemes have been proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the CDH problem is hard. These schemes have also been proven to have the attribute privacy property.

## Chapter 7

## Attribute-Based Proxy Re-Signature

In 2008, Libert and Vergnaud [LV08] proposed the first multi-use unidirectional proxy re-signature schemes in order to solve the open problem left by Ateniese and Hohenberger [AH05], about constructing such a scheme where the proxy is only able to translate in one direction and signatures can be re-translated several times. However, in Libert and Vergnaud's schemes, signatures have a linear size with the number of translations. Another open problem is left about how to find such a scheme where the size of signatures and the verification cost do not grow linearly with the number of translations. In this work, we provide the first attribute-based proxy re-signature scheme, which solves the new open problem. In proxy re-signature scheme a semi-trusted proxy acts as a translator between Alice and Bob. The proxy is able to convert a signature from Alice into a signature from Bob on the same message, while the proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either Alice or Bob. In attribute-based setting, the proxy is able to convert a signature satisfying a predicate into a signature satisfying another different predicate on the same message. Our scheme satisfies the requirements of the Atenises-Hohenberger security model and the size of signatures and verification cost do not grow linearly with the number of translations.

### 7.1 Introduction

In 1998, Blaze, Bleumer, and Strauss proposed the notion of proxy re-signature [BBS98]. Proxy re-signature aims at secure delegation of signatures without fully trusting the proxy. In a proxy re-signature scheme, a semi-trusted proxy which is given the proxy re-signing key $R S K_{\text {Alice } \rightarrow \text { Bob }}$ acts as a translator to transform a perfectly valid and publicly verifiable signature from Alice into one from Bob on the same message. However, the proxy does not learn any signing key and cannot
generate signatures on behalf of either Alice or Bob by itself. Generating proxy re-signing key $R S K_{\text {Alice } \rightarrow \text { Bob }}$ requires Bob's secret, otherwise the underlying system is not secure. Notice that, in a proxy re-signature scheme, both the original signer Alice and the proxy cannot generate signatures on behalf of the delegator Bob individually. Only when they cooperate, can they generate signatures on behalf of Bob. The two signatures, one from the original signer Alice and the other from the proxy on behalf of Bob, can coexist. Both signatures can be publicly verified as being two signatures from two distinct people on the same message. It is a very useful tool for sharing web certificates, forming weak group signatures, and authenticating a network path. The notion of proxy re-signature can be very useful in cases when one user needs to perform signature generation without holding the necessary secret keys.

In 2005, Ateniese and Hohenberger [AH05] proposed an interesting application, in which proxy re-signature schemes can be used as a space-efficient proof that a specific path was taken in a graph without taking any shortcuts. It is suitable for either E-passport to show that a visitor followed a prescribed path, or network to show that a packet followed a prescribed path. The basic idea is that only the first node is given a signing key, all other nodes in the path are given a re-signature key which only allows it to translate signatures from adjacent nodes, but not to generate signatures. This provides several benefits compared with the approach of signing individual signature at every node separately. Firstly, because only the first node has the ability to generate signature, even if an internal node is compromised, no new messages can be injected in the graph. Secondly, only a single signature traverses the path, the verifier is not required to collect signatures and verification keys of every nodes. Finally, no information of the path itself is collected, the actual path traversed could remain private, which means the last node of the path knows that the visitor or the message followed a legitimate path but does not know which one. Of course, one could employ multisignatures or aggregate signatures to solve this problem, but both of these solutions require the verifier to collect the verification keys of all these nodes. The authors of [AH05] emphasized that a proxy re-signature scheme that is both multi-use and unidirectional would be ideal for this application, but no such scheme existed at that time. Later, Libert and Vergnaud [LV08] presented the first such constructions of multi-use unidirectional proxy resignature, which is suitable for the previous application. But it encounters signature size blowing up with the number of translations. To solve the signature size blowing
up problem, we propose a new scheme in this work.
The concept of proxy re-signature is different from the notion of proxy signature. The proxy signature [MUO96b] allows a designated person, called proxy signer, to sign on behalf of the original signer. The proxy signer is given a secret value which is different from the original signer's secret, but a signature created from the proxy signer shows an agreement of the original signer. Different from the proxy re-signature where the proxy is semi-trusted, in proxy signature the proxy is fully trusted, because the proxy signer itself can generate signatures on arbitrary messages on behalf of the original signer. A proxy signature might be regarded as an electronic alternative only to the seal instead of the hand-written signature. A seal can be created by any person that is given a copy of the seal from its original possessor, but the hand-written signature can be created only by the true signer.

Attribute-based signatures have natural applications in many systems where users' capabilities depend on possibly complex combinations of attributes. It attests not to the identity of the individual who endorsed a message, but instead to a claim regarding the attributes she possesses. The roles of the users depend on the combination of attributes they possess. Users obtain multiple attributes from one or more attribute authorities. Attribute-based signatures describe a message and a predicate which is satisfied by the signer's attributes. The signature reveals no more than the fact that a single signer with some set of attributes satisfying the predicate has attested to the message. The signature hides the attributes used to satisfy the predicate. Users cannot collude to pool their attributes together.

Since anonymity is an important property of attribute-based signature, it is meaningless to translate a signature attesting to an attribute set to one on the same message attesting to another attribute set, when both of these attribute sets intend to satisfy the same predicate. In this work, we consider the situation that the signature transformation being proceeded between two different attribute sets which intend to satisfy different predicates.

In case of the attribute authority to revoke the signing capability of the original signer or the delegator to revoke the re-signing capability of the proxy signer, we can specify their valid period when dispatching attribute signing keys and attribute re-signing keys. Another approach to prevent a dishonest proxy signer from creating proxy re-signatures is replacing the original signer's signing key. Different from the traditional identity-based cryptography, for designated public setting, an identity only has one designated secret key. In this attribute-based proxy re-signature
scheme, for designated public setting, even users with the same attribute sets can easily get different secret keys. So, it is feasible to replace signer's secret key when it is necessary.

Compared with the scheme in Chapter 5, these two chapters are both considering computation on authenticated data. However, there are also differences between the work in these two chapters. In Chapter 5, it concentrates more about computing on authenticated data which does not require secret information of the original signer. In other word, any third party can compute on the authenticated data publicly. In this chapter, it concentrates more about computing on authenticated data which requires secret information of the original signer, which means only some designated users who have got some secret information of the original signer can compute on the authenticated data.

Related Work. The notion of proxy re-signature was proposed by Blaze, Bleumer, and Strauss [BBS98]. Its definition is informal and has created some confusion with a distinct but similar sounding definition of proxy signature introduced by Mambo, Usuda, and Okamoto [MUO96a]. Proxy signature [MUO96a] allows Bob to delegate his signing rights to Alice. In this case, Alice acts as a proxy of Bob, because Alice can sign messages on behalf of Bob. The proxy Alice by herself can generate signatures on arbitrary messages on behalf of the delegator Bob. While in proxy re-signature scheme, the proxy transforms a perfectly valid and publicly verifiable signature from Alice into one from Bob on the same message. In particular, definitions in Ivan and Dodis [ID03] are for proxy signatures, although they claimed their work generalizes, simplifies and clarifies the model of "atomic proxy" suggested by Blaze and Strauss [BS98] which is actually a proxy re-signature scheme. Ivan and Dodis [ID03] allows Bob to delegate his signing rights to Alice but only if the proxy cooperates. In their general construction, Bob's signature can be seen as a double signature which includes a signature from Alice and the other one from the proxy. There is clearly no translation between Alice's valid signatures into Bob's ones. So, [ID03] can be seen as a threshold version of proxy signature scheme, rather than a proxy re-signature scheme.

The construction of [BBS98] is bidirectional, which means the proxy information allows translating signatures in either direction, and multi-use, which means the translation of signatures can be performed in sequence and multiple times by distinct proxies without requiring the intervention of signing entities. The design of unidirectional proxy re-signature scheme, which means the proxy is only able to
translate signatures in one direction is an open problem left by [BBS98].
At CCS 2005, Ateniese and Hohenberger [AH05] revisited the notion of proxy re-signature by providing appropriate security definitions and efficient constructions in the random oracle model. They proposed two constructions based on bilinear maps. Their second scheme is unidirectional but single-use. It involves two different signing algorithms. The first-level signatures can be translated by the proxy while the second-level signatures cannot be translated. Signers have a "strong" secret and a "weak" secret that are used to produce the first level and the second level signatures respectively. They left open the problem of designing a multi-use unidirectional scheme where the proxy is able to translate in only one direction and signatures can be re-translated several times.

Libert and Vergnaud [LV08] presented the first multi-use unidirectional proxy re-signature schemes where the proxy can only translate signatures in one direction and messages can be re-signed a polynomial number of times. Like in the previous single-use unidirectional such scheme of [AH05], proxies are not completely transparent since the signatures have different shapes and lengths across successive levels. The size of signatures actually grows linearly with the number of past translations. The design of multi-use unidirectional proxy re-signature scheme where the size of signatures and the verification cost do not grow linearly with the number of translations remains an open problem in [LV08].

Attribute-based signature extends the identity-based signature of Shamir [Sha85] by allowing identity of a signer to be a set of descriptive attributes rather than a single string. Identity-based signature can be seen as a specific case of attributebased signature with both identity size and threshold equal to one. As a related notion to attribute-based signature, fuzzy identity-based signature was proposed and formalized in [YCD08], which enables users to generate signatures with part of their attributes. Maji, prabhakaran, and Rosulek [MPR11] give a general framework for constructing attribute-based signature schemes. They show several practical instantiations based on groups with bilinear pairing operations. One of their schemes has a constant number of group elements in the signature and public-key, which means the signature and public-key size is independent of the security parameter, and depending only on the size of the predicate. It expresses the predicate as a monotone span program, which is the state of the art for attribute-based cryptography [GPSW06, BSW07, Wat11]. Given a collision resistant hash function, attributes can be arbitrary strings in this scheme.

The authors mentioned delegation in the appendix in [MPR11]. But it is entirely different from our scheme. Compared with the delegation mentioned in [MPR11] which only supports delegation of attributes regarding attribute subsets of the delegator, our scheme supports delegation of arbitrary attribute sets. Due to its support of widest class of predicates among the existing attribute-based signature schemes, its almost optimally efficiency, and its constant number of group elements in the signature which depend only on the size of the predicate, we select the scheme in [MPR11] as a building block to design attribute based proxy re-signature scheme.

Generic group model was first introduced by Shoup [Sho97] where one assumes that access to group elements is via a randomly selected representation. Maurer [Mau05] gives more interpretations and generalizations.
Our Contributions. In this work, we introduce the notion of attribute-based proxy re-signature. For the first time, this work presents a provably secure attribute-based proxy re-signature scheme based on bilinear pairing under the generic group model. This scheme solves an open problem left by Libert and Vergnaud in [LV08], which is finding out a multi-use unidirectional proxy re-signature scheme where the size of signatures and the verification cost do not grow linearly with the number of translations.
Organization of This Chapter. The rest of this chapter is organized as follows: In Section 7.2, we provide a formal definition of the attribute-based proxy re-signature scheme. In Section 7.3, we present a security model for the new scheme. In Section 7.4, we present a concrete attribute-based proxy re-signature scheme based on bilinear pairing. Section 7.5 provides the security proofs about correctness, attribute privacy, and existentially unforgeability of our scheme. Section 7.6 concludes this chapter.

### 7.2 Formal Definitions

Let $\mathbb{A}$ be the universe of possible attributes. A predicate over $\mathbb{A}$ is a monotone boolean function, whose inputs are associated with attributes in $\mathbb{A}$. We say that an attribute set $\mathcal{A} \subseteq \mathbb{A}$ satisfies a predicate $\Upsilon$ if $\Upsilon(\mathcal{A})=1$.

An attribute-based proxy re-signature scheme is parameterized by a universe of possible attributes $\mathbb{A}$ and message space $\mathbb{M}$, and consists of the following six algorithms.

Setup: This is a randomized algorithm that takes as input a security parameter $\lambda$ and outputs the global public parameter $P K$ and master key $M K$.

KeyGen: This is a probabilistic algorithm that on input of ( $M K, \mathcal{A} \subseteq \mathbb{A}$ ), outputs a signing key $S K_{\mathcal{A}}$ representing a signer who possesses attribute set $\mathcal{A}$.

RekeyGen: This is a probabilistic algorithm that on input of ( $M K, S K_{\mathcal{A}_{1}}, \mathcal{A}_{2} \subseteq$ A), outputs a re-signing key $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}$ for the proxy. At the same time, this algorithm gives some secure information to the original signer, which is used for generating signatures that can be re-signed. $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}$ allows the proxy to transform signatures on behalf of a signer who possesses attribute set $\mathcal{A}_{1}$ into signatures on behalf of a signer who possesses attribute set $\mathcal{A}_{2}$.

If the message will be allowed to be re-signed by the proxy, the original signer uses the secure information. Otherwise, when the message is very important such that the original signer does not want it to be re-signed by any proxy, the original signer does not use the secure information, which means the original signer does not have to use this secure information in order to sign a message. The original signer still works fine without the secure information. In this case, the originally signed signatures cannot be re-signed by any proxy, even the proxy has got the correct resigning key. In both cases, any third party cannot distinguish whether a signature is originally signed or has been re-signed by a proxy.

Sign: This is a probabilistic algorithm that on input of $\left(P K, S K_{\mathcal{A}}, m \in \mathbb{M}, \Upsilon\right)$, where $\Upsilon(\mathcal{A})=1$, outputs a signature $\sigma$ on message $m$ satisfying predicate $\Upsilon$.

ReSign: This is a probabilistic algorithm that on input of $\left(P K, m, \Upsilon_{1}, \sigma_{1}, R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}\right.$, $\Upsilon_{2}$, where $\Upsilon_{1}\left(\mathcal{A}_{1}\right)=1$ and $\Upsilon_{2}\left(\mathcal{A}_{2}\right)=1$, if $\sigma_{1}$ can be verified as valid on message $m$ satisfying predicate $\Upsilon_{1}$, which means $\operatorname{Verify}\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1$, outputs a resignature $\sigma_{2}$ on the same message $m$ but satisfying predicate $\Upsilon_{2}$.

Verify: This is a deterministic algorithm that on input of ( $P K, m, \Upsilon, \sigma$ ), outputs a boolean value to indicate whether $\sigma$ is a valid signature satisfying the predicate $\Upsilon$ on message $m$.

Algorithms (Setup, KeyGen, Sign, Verify) form the standard setup, key generation, signing, and verification algorithms of an attribute-based signature scheme.

### 7.3 Security Model

## Correctness.

We call an attribute-based proxy re-signature scheme is correct, if both of the original signatures and the proxy re-signatures pass verification.

In terms of the original signatures, for all $(P K, M K) \leftarrow$ Setup, all messages $m \in \mathbb{M}$, all attribute sets $\mathcal{A} \subseteq \mathbb{A}$, all signing keys $S K_{\mathcal{A}} \leftarrow \operatorname{KeyGen}(M K, \mathcal{A})$, all predicates $\Upsilon$ such that $\Upsilon(\mathcal{A})=1$, and all signature $\sigma \leftarrow \operatorname{Sign}\left(P K, S K_{\mathcal{A}}, m, \Upsilon\right)$, we have

$$
\operatorname{Verify}(P K, m, \Upsilon, \sigma)=1
$$

In terms of the proxy re-signatures, for all $(P K, M K) \leftarrow$ Setup, all messages $m \in \mathbb{M}$, all attribute sets $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right) \subseteq \mathbb{A}$, all signing keys $S K_{\mathcal{A}_{1}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{1}\right)$, all re-signing keys $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}} \leftarrow \operatorname{Rekey} \operatorname{Gen}\left(M K, S K_{\mathcal{A}_{1}}, \mathcal{A}_{2} \subseteq \mathbb{A}\right)$, all predicates $\Upsilon_{1}$ and $\Upsilon_{2}$ such that $\Upsilon_{1}\left(\mathcal{A}_{1}\right)=1$ and $\Upsilon_{2}\left(\mathcal{A}_{2}\right)=1$, and all re-signatures $\sigma_{2} \leftarrow$ $\operatorname{ReSign}\left(P K, m, \Upsilon_{1}, \sigma_{1}, R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}, \Upsilon_{2}\right)$, where $\operatorname{Verify}\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1$, we have

$$
\operatorname{Verify}\left(P K, m, \Upsilon_{2}, \sigma_{2}\right)=1
$$

## Attribute Privacy.

In attribute-based signature scheme, a legitimate signer is indistinguishable among all the users whose attributes satisfying the predicate specified in the signature. The signature reveals nothing about the attributes of the signer beyond what is explicitly revealed by the claim being made.

An attribute-based proxy re-signature scheme is attribute private, if both of the original signatures and the proxy re-signatures are attribute private.

In terms of the original signatures, if for all $(P K, M K) \leftarrow$ Setup, all attribute sets $\left(\mathcal{A}_{1}, \mathcal{A}_{2}\right) \subseteq \mathbb{A}$, all signing keys $S K_{\mathcal{A}_{1}} \leftarrow \operatorname{Key} \operatorname{Gen}\left(M K, \mathcal{A}_{1}\right), S K_{\mathcal{A}_{2}} \leftarrow \operatorname{KeyGen}$ $\left(M K, \mathcal{A}_{2}\right)$, all messages $m \in \mathbb{M}$, and all predicates $\Upsilon$ such that $\Upsilon\left(\mathcal{A}_{1}\right)=\Upsilon\left(\mathcal{A}_{2}\right)=1$, the distributions

$$
\operatorname{Sign}\left(P K, S K_{\mathcal{A}_{1}}, m, \Upsilon\right)
$$

and

$$
\operatorname{Sign}\left(P K, S K_{\mathcal{A}_{2}}, m, \Upsilon\right),
$$

are equal.
In terms of the proxy re-signatures, if for all $(P K, M K) \leftarrow$ Setup, all attribute sets $\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}\right) \subseteq \mathbb{A}$, all signing keys $S K_{\mathcal{A}_{1}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{1}\right), S K_{\mathcal{A}_{2}} \leftarrow$
$\operatorname{KeyGen}\left(M K, \mathcal{A}_{2}\right)$, all re-signing keys $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{3}} \leftarrow \operatorname{RekeyGen}\left(M K, S K_{\mathcal{A}_{1}}, \mathcal{A}_{3} \subseteq\right.$ $\mathbb{A}), \operatorname{RSK} K_{\mathcal{A}_{2} \rightarrow \mathcal{A}_{4}} \leftarrow \operatorname{RekeyGen}\left(M K, S K_{\mathcal{A}_{2}}, \mathcal{A}_{4} \subseteq \mathbb{A}\right)$, all messages $m \in \mathbb{M}$, and all predicates $\Upsilon_{1}, \Upsilon_{2}, \Upsilon_{3}$ such that $\Upsilon_{1}\left(\mathcal{A}_{1}\right)=1, \Upsilon_{2}\left(\mathcal{A}_{2}\right)=1$ and $\Upsilon_{3}\left(\mathcal{A}_{3}\right)=\Upsilon_{3}\left(\mathcal{A}_{4}\right)=1$, the distributions

$$
\operatorname{ReSign}\left(P K, m, \Upsilon_{1}, \sigma_{1}, R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{3}}, \Upsilon_{3}\right) \text { where } \operatorname{Verify}\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1
$$

and

$$
\operatorname{ReSign}\left(P K, m, \Upsilon_{2}, \sigma_{2}, R S K_{\mathcal{A}_{2} \rightarrow \mathcal{A}_{4}}, \Upsilon_{3}\right) \text { where } \operatorname{Verify}\left(P K, m, \Upsilon_{2}, \sigma_{2}\right)=1
$$

are equal.
In terms of both the original signatures and the proxy re-signatures, if for all $(P K, M K) \leftarrow$ Setup, all attribute sets $\left(\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}\right) \subseteq \mathbb{A}$, all signing keys $S K_{\mathcal{A}_{1}} \leftarrow$ $\operatorname{Key} \operatorname{Gen}\left(M K, \mathcal{A}_{1}\right), S K_{\mathcal{A}_{2}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{2}\right)$, all re-signing keys $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{3}} \leftarrow$ Rekey $\operatorname{Gen}\left(M K, S K_{\mathcal{A}_{1}}, \mathcal{A}_{3} \subseteq \mathbb{A}\right)$, all messages $m \in \mathbb{M}$, and all predicates $\Upsilon_{1}, \Upsilon_{2}$ such that $\Upsilon_{1}\left(\mathcal{A}_{1}\right)=1, \Upsilon_{2}\left(\mathcal{A}_{2}\right)=\Upsilon_{2}\left(\mathcal{A}_{3}\right)=1$, the distributions

$$
\operatorname{Sign}\left(P K, S K_{\mathcal{A}_{2}}, m, \Upsilon_{2}\right)
$$

and

$$
\operatorname{ReSign}\left(P K, m, \Upsilon_{1}, \sigma_{1}, R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{3}}, \Upsilon_{2}\right) \text { where } \operatorname{Verify}\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1
$$

are equal.
It can be defined using a game between an adversary $\mathcal{D}$ and a challenger $\mathcal{C}$.
The adversary $\mathcal{D}$ even knows the master key of the system. So he could generate all signer's private keys as well as public keys. Its goal is to distinguish between two signers which one generates the valid signature of a message with a predicate such that both of their attributes satisfy the predicate.

Firstly, challenger $\mathcal{C}$ runs the Setup algorithm to get the system's master key $M K$ with respect to the security parameter and the system's public parameter $P K$. Then, $\mathcal{C}$ sends $P K$ as well as the master key $M K$ to adversary $\mathcal{D}$. $\mathcal{D}$ can generate private keys and signatures itself, because he has got the master key of the system.

Challenge: $\mathcal{D}$ outputs a message $m^{*}$, two challenged attribute sets $\mathcal{A}_{0}^{*}, \mathcal{A}_{1}^{*}$ for signature query, where both $\mathcal{A}_{0}^{*}$ and $\mathcal{A}_{1}^{*}$ satisfy a predicate $\Upsilon^{*}$. $\mathcal{C}$ chooses a bit $b \in\{0,1\}$, computes the challenge signature $\sigma^{*}$ satisfying $\Upsilon^{*}$ on behalf of the signer who possesses attribute set $\mathcal{A}_{b}^{*}$ and provides $\sigma^{*}$ to $\mathcal{D}$.

Guess: $\mathcal{D}$ tries to guess which attribute set between $\mathcal{A}_{0}^{*}$ and $\mathcal{A}_{1}^{*}$ was used to generate the challenge signature $\sigma^{*}$. Finally, $\mathcal{D}$ outputs a guess $b^{\prime} \in\{0,1\}$ and wins the game if $b^{\prime}=b$.

If there is no such polynomial-time adversary $\mathcal{D}$ that can win the game described above, which means $\mathcal{D}$ can only output the attribute set used in the challenge signature generation with probability no better than $1 / 2$, we say that the attributebased proxy re-signature scheme holds attribute privacy property.

It is worth noting that this property holds even for the central attribute authority, because the master key is also released to the adversary. If the attribute privacy requirement holds, then a signature does not leak which set of attributes or signing key was used to generate it. This holds even if the adversary is unbounded and has access to the signer's private keys.

## Unforgeability.

The security model of [AH05] protects users from two types of attacks: those launched from parties outside the system (External Security), and those launched from parties inside the system, such as the proxy, another delegation partner, or some collusion between them (Internal Security).

- External security: This security notion protects a user from adversaries outside the system (i.e., excluding the proxy and any delegation partners).

For $i=1$ to $N$ where $N \in \operatorname{poly}(\lambda)$, assume there are $N$ pairs of attribute sets $\mathcal{A}_{i}$ and corresponding predicates $\Upsilon_{i}$. For these $N$ pairs of $\Upsilon_{i}$ and $\mathcal{A}_{i}$, only when the subscripts $i$ of $\Upsilon_{i}$ and $\mathcal{A}_{i}$ are equal then $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=1$, otherwise $\Upsilon_{i}\left(\mathcal{A}_{j}\right) \neq 1$ when $i \neq j$, which implies that for different $\mathcal{A}_{i}$ and $\mathcal{A}_{j}$, neither $\mathcal{A}_{i} \subset \mathcal{A}_{j}$ nor $\mathcal{A}_{j} \subset \mathcal{A}_{i}$. This notion demands that for all PPT algorithms $\mathcal{B}$ the next probability be a negligible function of the security parameter $\lambda$.

$$
\begin{aligned}
& \operatorname{Pr}\left[\left\{S_{\mathcal{A}_{i}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{i}\right)\right\}_{i \in[1, N]},\right. \\
& \quad\left(m, \Upsilon_{k}, \sigma\right) \leftarrow \mathcal{B}^{\mathcal{O}_{S i g n}(\cdot, \cdot,), \mathcal{O}_{\text {ReSign }}(\cdot,, \cdot, \cdot)}(P K): \\
& \operatorname{Verify}\left(P K, m, \Upsilon_{k}, \sigma\right)=1 \\
& \\
& \left.\qquad(1 \leq k \leq N) \wedge\left(m, \Upsilon_{k}, \sigma\right) \notin Q\right] .
\end{aligned}
$$

where the oracle $\mathcal{O}_{\text {Sign }}$ takes as input an attribute set $\mathcal{A}_{i}$, a message $m \in \mathbb{M}$ and a predicate $\Upsilon_{i}$, and produces the output of $\operatorname{Sign}\left(P K, S K_{\mathcal{A}_{i}}, m, \Upsilon_{i}\right)$ where $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=1$; the oracle $\mathcal{O}_{\text {ReSign }}$ takes as input two distinct predicate $\Upsilon_{i}, \Upsilon_{j}$,
a message $m \in \mathbb{M}$, and a signature $\sigma_{i}$ where $\operatorname{Verify}\left(P K, m, \Upsilon_{i}, \sigma_{i}\right)=1$, and produces the output of $\operatorname{ReSign}\left(P K, m, \Upsilon_{i}, \sigma_{i}, R S K_{\mathcal{A}_{i} \rightarrow \mathcal{A}_{j}}, \Upsilon_{j}\right)$ where $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=$ 1 and $\Upsilon_{j}\left(\mathcal{A}_{j}\right)=1$; and $Q$ denotes the set of tuples $(m, \Upsilon, \sigma)$ where $\mathcal{B}$ obtained a signature $\sigma$ on $m$ satisfying predicate $\Upsilon$ by querying $\mathcal{O}_{\text {Sign }}$ on ( $m, \Upsilon$ ) or $\mathcal{O}_{\text {ReSign }}\left(m, \Upsilon_{i}, \sigma_{i}, \Upsilon\right)$.

- Internal security: This security notion protects users against dishonest proxies and colluding delegation partners. Three security guarantees should be ensured.

1. Limited Proxy Security: This notion captures the proxy's inability to sign messages on behalf of the delegatee or to create signatures on behalf of the delegator without the messages were firstly signed by one of the latter's delegatees. If the delegator and the delegatee are both honest, then: (1) the proxy cannot produce signatures for the delegator unless the message was first signed by one of her delegatees, and (2) the proxy cannot create any signatures for the delegatee. This is identical to the external security game, except that instead of a re-signing oracle $\mathcal{O}_{\text {ReSign }}$, $\mathcal{B}$ may directly obtain the re-signing keys via $\mathcal{O}_{\text {RekeyGen }}$. Formally, we consider a game where adversaries have all re-signing keys but are denied access to signers' private keys.

For $i=1$ to $N$ where $N \in \operatorname{poly}(\lambda)$, assume there are $N$ pairs of attribute sets $\mathcal{A}_{i}$ and corresponding predicates $\Upsilon_{i}$. For these $N$ pairs of $\Upsilon_{i}$ and $\mathcal{A}_{i}$, only when the subscripts $i$ of $\Upsilon_{i}$ and $\mathcal{A}_{i}$ are equal then $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=1$, otherwise $\Upsilon_{i}\left(\mathcal{A}_{j}\right) \neq 1$ when $i \neq j$, which implies that for different $\mathcal{A}_{i}$ and $\mathcal{A}_{j}$, neither $\mathcal{A}_{i} \subset \mathcal{A}_{j}$ nor $\mathcal{A}_{j} \subset \mathcal{A}_{i}$. For all PPT algorithms $\mathcal{B}$, The following probability should be negligible:

$$
\begin{aligned}
& \operatorname{Pr}\left[\left\{S_{\mathcal{A}_{i}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{i}\right)\right\}_{i \in[1, N]},\right. \\
& \qquad\left(m, \Upsilon_{k}, \sigma\right) \leftarrow \mathcal{B}^{\mathcal{O}_{\text {Sign }}(\cdot, \cdot \cdot), \mathcal{O}_{\text {RekeyGen }(\cdot, \cdot, \cdot,)}(P K):} \\
& \operatorname{Verify}\left(P K, m, \Upsilon_{k}, \sigma\right)=1 \\
& \\
& \left.\wedge(1 \leq k \leq N) \wedge\left(m, \Upsilon_{k}, \sigma\right) \notin Q\right] .
\end{aligned}
$$

where the oracle $\mathcal{O}_{\text {RekeyGen }}$ takes as input two distinct attribute sets $\mathcal{A}_{i}, \mathcal{A}_{j}$ and returns the output of $R S K_{\mathcal{A}_{i} \rightarrow \mathcal{A}_{j}}=\operatorname{Rekey} \operatorname{Gen}\left(M K, S K_{\mathcal{A}_{i}}, \mathcal{A}_{j}\right)$; and $Q$ denotes the set of tuples $(m, \Upsilon, \sigma)$ where $\mathcal{B}$ obtained a signature
on $m$ satisfying predicate $\Upsilon$ or one of its delegatee predicates by querying $\mathcal{O}_{\text {Sign }}$.
2. Delegatee Security: This notion protects the delegatee from a colluding delegator and proxy. If the delegatee is honest, then she is "safe" from a colluding delegator and proxy. That is, they cannot produce any signatures on her behalf.

For $i=1$ to $N$ where $N \in \operatorname{poly}(\lambda)$, assume there are $N$ pairs of attribute sets $\mathcal{A}_{i}$ and corresponding predicates $\Upsilon_{i}$. For these $N$ pairs of $\Upsilon_{i}$ and $\mathcal{A}_{i}$, only when the subscripts $i$ of $\Upsilon_{i}$ and $\mathcal{A}_{i}$ are equal then $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=1$, otherwise $\Upsilon_{i}\left(\mathcal{A}_{j}\right) \neq 1$ when $i \neq j$, which implies that for different $\mathcal{A}_{i}$ and $\mathcal{A}_{j}$, neither $\mathcal{A}_{i} \subset \mathcal{A}_{j}$ nor $\mathcal{A}_{j} \subset \mathcal{A}_{i}$. We associate the attribute set $\mathcal{A}^{*}$ to the delegatee, and there is a predicate $\Upsilon^{*}$ such that only $\mathcal{A}^{*}$ itself or the superset of $\mathcal{A}^{*}$ can satisfy. $\mathcal{A}^{*}$ is not a subset of any $\left\{\mathcal{A}_{i}\right\}_{i \in[1, N]}$. For all PPT algorithms $\mathcal{B}$, the following probability should be negligible:

$$
\begin{aligned}
& \operatorname{Pr}\left[\left\{S K_{\mathcal{A}_{i}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{i}\right)\right\}_{i \in[1, N]},\right. \\
& \left(m^{*}, \Upsilon^{*}, \sigma^{*}\right) \leftarrow \mathcal{B}^{\mathcal{O}_{\text {Sign }}\left(\mathcal{A}^{*}, \cdot, \cdot\right), \mathcal{O}_{\text {RekeyGen }}(\cdot, \cdot,, \star)}\left(P K,\left\{S K_{\mathcal{A}_{i}}\right\}_{i \in[1, N]}\right): \\
& \quad \operatorname{Verify}\left(P K, m^{*}, \Upsilon^{*}, \sigma^{*}\right)=1 \\
& \\
& \left.\wedge\left(\Upsilon^{*}\left(\left\{\mathcal{A}_{i}\right\}_{i \in[1, N]}\right) \neq 1\right) \wedge\left(m^{*}, \Upsilon^{*}, \sigma^{*}\right) \notin Q\right] .
\end{aligned}
$$

where $\star \neq \mathcal{A}^{*}$; and $Q$ denotes the set of tuples $(m, \Upsilon, \sigma)$ such that $\mathcal{B}$ queried $\mathcal{O}_{\text {Sign }}\left(\mathcal{A}^{*}, m, \Upsilon\right)$ to obtain a signature $\sigma$ on $m$ satisfying predicate $\Upsilon$.
3. Delegator Security: Different from [AH05, LV08] where the proxy resignature has distinct shape with the original signature, in our scheme the proxy re-signature has the same shape with the original signature. It is indeed for this reason that our scheme achieves the goal of multi-use unidirectional proxy re-signature scheme where the size of signatures and the verification cost do not grow linearly with the number of translations. Coupled with the anonymity property of attribute-based signature, in our scheme collusion of the delegatee and the proxy, whose objective attribute set satisfies the delegator's predicate, can obviously generate valid signature on behalf of the delegator. We should slightly change the security model of delegator security of [AH05, LV08]. After modification, the Delegator Security and the Delegatee Security are almost the same,
except that we associate the attribute set $\mathcal{A}^{*}$ to the delegator or the delegatee respectively. This notion protects the delegator from a colluding delegatee and proxy. If the delegator is honest, then he is "safe" from the colluding delegatee and proxy. That is, they cannot produce any signatures on behalf of the delegator.

For $i=1$ to $N$ where $N \in \operatorname{poly}(\lambda)$, assume there are $N$ pairs of attribute sets $\mathcal{A}_{i}$ and corresponding predicates $\Upsilon_{i}$. For these $N$ pairs of $\Upsilon_{i}$ and $\mathcal{A}_{i}$, only when the subscripts $i$ of $\Upsilon_{i}$ and $\mathcal{A}_{i}$ are equal then $\Upsilon_{i}\left(\mathcal{A}_{i}\right)=1$, otherwise $\Upsilon_{i}\left(\mathcal{A}_{j}\right) \neq 1$ when $i \neq j$, which implies that for different $\mathcal{A}_{i}$ and $\mathcal{A}_{j}$, neither $\mathcal{A}_{i} \subset \mathcal{A}_{j}$ nor $\mathcal{A}_{j} \subset \mathcal{A}_{i}$. We associate the attribute set $\mathcal{A}^{*}$ to the delegator, and there is a predicate $\Upsilon^{*}$ such that only $\mathcal{A}^{*}$ itself or the superset of $\mathcal{A}^{*}$ can satisfy. $\mathcal{A}^{*}$ is not a subset of any $\left\{\mathcal{A}_{i}\right\}_{i \in[1, N]}$. For all PPT algorithms $\mathcal{B}$, the following probability should be negligible:

$$
\begin{aligned}
& \operatorname{Pr}\left[\left\{S K_{\mathcal{A}_{i}} \leftarrow \operatorname{KeyGen}\left(M K, \mathcal{A}_{i}\right)\right\}_{i \in[1, N]},\right. \\
& \left(m^{*}, \Upsilon^{*}, \sigma^{*}\right) \leftarrow \mathcal{B}^{\mathcal{O}_{\text {Sign }}\left(\mathcal{A}^{*}, \cdot, \cdot\right), \mathcal{O}_{\text {RekeyGen }}(\cdot,,, \star)}\left(P K,\left\{S K_{\mathcal{A}_{i}}\right\}_{i \in[1, N]}\right): \\
& \quad \operatorname{Verify}\left(P K, m^{*}, \Upsilon^{*}, \sigma^{*}\right)=1 \\
& \\
& \left.\wedge\left(\Upsilon^{*}\left(\left\{\mathcal{A}_{i}\right\}_{i \in[1, N]}\right) \neq 1\right) \wedge\left(m^{*}, \Upsilon^{*}, \sigma^{*}\right) \notin Q\right] .
\end{aligned}
$$

where $\star \neq \mathcal{A}^{*}$; and $Q$ denotes the set of tuples $(m, \Upsilon, \sigma)$ such that $\mathcal{B}$ queried $\mathcal{O}_{\text {Sign }}\left(\mathcal{A}^{*}, m, \Upsilon\right)$ to obtain a signature $\sigma$ on $m$ satisfying predicate $\Upsilon$.

### 7.4 Proposed Scheme

This construction supports all predicates whose monotone span programs have width at most $t_{\max }$, where $t_{\text {max }}$ is an arbitrary parameter. We treat $\mathbb{A}=\mathbb{Z}_{p}^{*}$ as the universe of attributes, where $p$ is the size of the sufficient large cyclic prime order group used in the scheme. Signatures in this scheme consist of exactly $(s+4)$ group elements, where $s$ is the size of the predicate's monotone span program.

Setup: Choose suitable cyclic groups $\mathbb{G}$ and $\mathbb{G}_{T}$ of prime order $p$, equipped with a bilinear pairing $e: \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_{T}$. Choose two collision-resistant hash functions $H:\{0,1\}^{*} \rightarrow \mathbb{G}^{*}, \mathcal{H}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}$. Choose random generators:

$$
\left(g, C, h_{0}, \cdots, h_{t_{\max }}\right) \leftarrow \mathbb{G}^{*}
$$

Choose random $\left(a_{0}, a, b\right) \leftarrow \mathbb{Z}_{p}^{*}$ and set:

$$
\begin{gathered}
A_{0}^{\prime}=h_{0}^{a_{0}} ; \quad A_{0}=h_{0}^{a}, B_{0}=h_{0}^{b} ; \\
A_{j}=h_{j}^{a} \text { and } B_{j}=h_{j}^{b} \quad\left(\forall j \in\left[t_{\max }\right]\right) .
\end{gathered}
$$

The master key is $M K=\left(a_{0}, a, b\right)$. The public key $P K$ is a description of the groups $\mathbb{G}, \mathbb{G}_{T}$ and their pairing function, as well as:

$$
\left(H, \mathcal{H}, g, C, h_{0}, \cdots, h_{t_{\max }}, A_{0}^{\prime}, A_{0}, \cdots, A_{t_{\max }}, B_{0}, \cdots, B_{t_{\max }}\right)
$$

KeyGen: On input of $M K$ as above and attribute set $\mathcal{A}_{1} \subseteq \mathbb{A}$, choose random generator $K_{\mathcal{A}_{1}} \leftarrow \mathbb{G}^{*}$. Set:

$$
K_{0}=K_{\mathcal{A}_{1}}^{1 / a_{0}} ; \quad K_{u_{i 1}}=K_{\mathcal{A}_{1}}^{1 /\left(a+b u_{i 1}\right)} \quad\left(\forall u_{i 1} \in \mathcal{A}_{1}\right) .
$$

The signing key is then:

$$
S K_{\mathcal{A}_{1}}=\left(K_{\mathcal{A}_{1}}, \quad K_{0}, \quad\left\{K_{u_{i 1}} \mid u_{i 1} \in \mathcal{A}_{1}\right\}\right)
$$

in which $u_{i 1}$ is an attribute in the attribute set $\mathcal{A}_{1}$.
RekeyGen: On input of $M K$ as above, a signing key $S K_{\mathcal{A}_{1}}$ corresponding to attribute set $\mathcal{A}_{1} \subseteq \mathbb{A}$, and attribute set $\mathcal{A}_{2} \subseteq \mathbb{A}$, the attribute authority chooses random $r \leftarrow \mathbb{Z}_{p}^{*}$. Set:

$$
K_{u_{i 2}}=K_{\mathcal{A}_{1}}^{r /\left(a+b u_{i 2}\right)} \quad\left(\forall u_{i 2} \in \mathcal{A}_{2}\right)
$$

The re-signing key that is able to transform signatures on behalf of a signer who possesses attribute set $\mathcal{A}_{1}$ to signatures on behalf of another signer who possesses attribute set $\mathcal{A}_{2}$ is:

$$
R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}=\left\{K_{u_{i 2}} \mid u_{i 2} \in \mathcal{A}_{2}\right\}
$$

in which $u_{i 2}$ is an attribute in the attribute set $\mathcal{A}_{2}$.
The attribute authority also gives the randomness $r$ to the original signer via a secure channel.

In order to conduct consecutive proxy re-signing, while the multiple proxy signers are specified, the attribute authority should use a unique $r$ to compute re-signing key for every proxy signer with respect to each original signer.

Sign: On input of ( $M K, S K_{\mathcal{A}}, m, \Upsilon$ ) such that $\Upsilon(\mathcal{A})=1$, first convert $\Upsilon$ to its corresponding monotone span program $\mathcal{M} \in\left(\mathbb{Z}_{p}\right)^{l \times t}$, with row labeling function
$u:[l] \rightarrow \mathbb{A}$. Note that the range of this labeling function are attributes, so we use the symbol $u$ representing this function, which is the same as that used in the signing key and re-signing key representing attributes. Also compute the vector $\vec{v}$ that corresponds to the satisfying assignment $\mathcal{A}$. Compute $\mu=\mathcal{H}(m \| \Upsilon)$.

For generating an original signature, a signer chooses random numbers $\alpha \leftarrow \mathbb{Z}_{p}^{*}$ and $\left(r_{1}, \cdots, r_{l}\right) \leftarrow \mathbb{Z}_{p}^{*}$ and computes:

$$
\begin{aligned}
& H_{0}=h_{0}^{r \cdot \alpha} ; \\
& H_{1}=h_{1}^{r \cdot \alpha} ; \\
& Y=\left(K_{\mathcal{A}} \cdot H(m)\right)^{r \cdot \alpha} ; \\
& W=K_{0}^{r \cdot \alpha} ; \\
& S_{i}=\left(K_{u(i)}^{v_{i}}\right)^{r \cdot \alpha} \cdot\left(C g^{\mu}\right)^{r_{i}} \quad \text { for } \quad(i \in[l]) ; \\
& P_{j}=\prod_{i=1}^{l}\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j} \cdot r_{i}} \quad \text { for } \quad(j \in[t]) ;
\end{aligned}
$$

The signer may not have $K_{u(i)}$ for every attribute $u(i)$ mentioned in the predicate. But when this is the case, $v_{i}=0$. So the value is not needed. The signature is:

$$
\sigma=\left(H_{0}, H_{1}, Y, W, S_{1}, \cdots, S_{l}, P_{1}, \cdots, P_{t}\right)
$$

In order to let a specified proxy to be able to re-sign the original signature, the randomness $R=\alpha$ also should be sent to the specified proxy signer via secure channel. Otherwise, if the original signer does not allow his signature to be re-signed, this step is not required. In this case, the proxy cannot re-sign the signature even the proxy has got the correct re-signing key.

ReSign: On input of ( $P K, m, \Upsilon_{1}, \sigma_{1}, R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}, \Upsilon_{2}$ ) along with the randomness $R$ such that $\Upsilon_{1}\left(\mathcal{A}_{1}\right)=1$ and $\Upsilon_{2}\left(\mathcal{A}_{2}\right)=1$, the proxy firstly checks the validity of the signature $\sigma_{1}$ and $R$. If $\operatorname{Verify}\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1$, the proxy takes any attribute $u_{i}$ included in the re-signing key and continues to check whether

$$
e\left(K_{u_{i}}^{R}, A_{0} \cdot B_{0}^{u_{i}}\right) \stackrel{?}{=} e\left(W, A_{0}^{\prime}\right)
$$

If this equation also holds, the signature $\sigma_{1}$ can be re-signed using the re-signing key $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}$. Let the original signature $\sigma_{1}=\left(H_{0}, H_{1}, Y, W, S_{1}, \cdots, S_{l}, P_{1}, \cdots, P_{t}\right)$, the re-signing key $R S K_{\mathcal{A}_{1} \rightarrow \mathcal{A}_{2}}=\left\{K_{u_{i 2}} \mid u_{i 2} \in \mathcal{A}_{2}\right\}$. The proxy converts $\Upsilon_{2}$ to its corresponding monotone span program $\mathcal{M}^{\prime} \in\left(\mathbb{Z}_{p}\right)^{l^{\prime} \times t^{\prime}}$, with row labeling $u^{\prime}:\left[l^{\prime}\right] \rightarrow$ A. Also compute the vector $\overrightarrow{v^{\prime}}$ which corresponds to the satisfying assignment $\mathcal{A}_{2}$. Compute $\mu^{\prime}=\mathcal{H}\left(m \| \Upsilon_{2}\right)$.

The proxy chooses randomness $\left(\beta, r_{1}^{\prime}, \cdots, r_{l^{\prime}}^{\prime}\right) \leftarrow \mathbb{Z}_{p}^{*}$ and computes:

$$
\begin{aligned}
& H_{0}^{\prime}=H_{0}^{\beta}=h_{0}^{r \cdot R \cdot \beta} ; \\
& H_{1}^{\prime}=H_{1}^{\beta}=h_{1}^{r \cdot R \cdot \beta} ; \\
& Y^{\prime}=Y^{\beta}=\left(K_{\mathcal{A}_{1}} \cdot H(m)\right)^{r \cdot R \cdot \beta} ; \\
& W^{\prime}=W^{\beta}=K_{0}^{r \cdot R \cdot \beta} ; \\
& S_{i}^{\prime}=\left(K_{u^{\prime}(i)}^{v^{\prime}}\right)^{R \cdot \beta} \cdot\left(C g^{\mu^{\prime}}\right)^{r_{i}^{\prime}} \quad \text { for } \\
& P_{j}^{\prime}=\prod_{i=1}^{l}\left(A_{j} B_{j}^{u^{\prime}(i)}\right)^{\mathcal{M}_{i j}^{\prime} \cdot r_{i}^{\prime}} \quad \text { for } \quad\left(i \in\left[l^{\prime}\right]\right) ; \\
&
\end{aligned} \quad\left(j \in\left[t^{\prime}\right]\right) ;
$$

The re-signature is:

$$
\sigma_{2}=\left(H_{0}^{\prime}, H_{1}^{\prime}, Y^{\prime}, W^{\prime}, S_{1}^{\prime}, \cdots, S_{l^{\prime}}^{\prime}, P_{1}^{\prime}, \cdots, P_{t^{\prime}}^{\prime}\right)
$$

It has the same shape as that of signatures generated by Sign algorithm. In this case, the randomness $R^{\prime}=R \cdot \beta$ also should be sent to the next specified proxy via secure channel, if this re-signature is also for re-signing.

Both of the signatures generated by the Sign algorithm and the ReSign algorithm can be as input of this ReSign algorithm, so this scheme is multi-use.

Verify: On input of $\left(P K, m, \Upsilon, \sigma=\left(H_{0}, H_{1}, Y, W, S_{1}, \cdots, S_{l}, P_{1}, \cdots, P_{t}\right)\right.$ ), first convert $\Upsilon$ to its corresponding monotone span program $\mathcal{M} \in\left(\mathbb{Z}_{p}\right)^{l \times t}$, with row labeling $u:[l] \rightarrow \mathbb{A}$. Compute $\mu=\mathcal{H}(m \| \Upsilon)$. Check the following constraints:

$$
\begin{gathered}
e\left(W, A_{0}^{\prime}\right) \cdot e\left(H(m), H_{0}\right) \stackrel{?}{=} e\left(Y, h_{0}\right), \\
e\left(H(m), H_{1}\right) \cdot \prod_{i=1}^{l} e\left(S_{i},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1}}\right) \stackrel{?}{=} e\left(Y, h_{1}\right) \cdot e\left(C g^{\mu}, P_{1}\right), \\
\prod_{i=1}^{l} e\left(S_{i},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j}}\right) \stackrel{?}{=} e\left(C g^{\mu}, P_{j}\right) \quad \text { for } \quad(j>1 \& j \in[t]) .
\end{gathered}
$$

Return 1 if all the above checks succeed, and 0 otherwise.

### 7.5 Security Analysis

Theorem 7.1 This attribute-based proxy re-signature scheme is correct in terms of signatures generated by both the Sign algorithm and the ReSign algorithm.

Proof. For signatures generated by the Sign algorithm.

For the formula $e\left(W, A_{0}^{\prime}\right) e\left(H(m), H_{0}\right) \stackrel{?}{=} e\left(Y, h_{0}\right)$.

$$
\begin{aligned}
& e\left(W, A_{0}^{\prime}\right) \cdot e\left(H(m), H_{0}\right) \\
= & e\left(\left(K_{\mathcal{A}}\right)^{\alpha / a_{0}}, h_{0}^{a_{0}}\right) \cdot e\left(H(m), h_{0}^{\alpha}\right) \\
= & e\left(\left(K_{\mathcal{A}} \cdot H(m)\right)^{\alpha}, h_{0}\right) \\
= & e\left(Y, h_{0}\right) .
\end{aligned}
$$

The left hand side equals to the right hand side.
For the formula

$$
\begin{aligned}
& \quad e\left(H(m), H_{1}\right) \cdot \prod_{i=1}^{l} e\left(S_{i},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1}}\right) \stackrel{?}{=} e\left(Y, h_{1}\right) \cdot e\left(C g^{\mu}, P_{1}\right) . \\
& \\
& e\left(H(m), H_{1}\right) \cdot \prod_{i=1}^{l} e\left(S_{i},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1}}\right) \\
& = \\
& =e\left(H(m), h_{1}^{\alpha}\right) \cdot \prod_{i=1}^{l} e\left(\left(K_{u(i)}^{v_{i}}\right)^{\alpha},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1}}\right) \cdot \prod_{i=1}^{l} e\left(\left(C g^{\mu}\right)^{r_{i}},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1}}\right) \\
& = \\
& \left.=e\left(H(m)^{\alpha}, h_{1}\right) \cdot \prod_{i=1}^{l} e\left(K_{\mathcal{A}}^{\frac{1}{\left(a+b u_{i}\right)} \cdot v_{i} \cdot \alpha},\left(h_{1}^{a+b u(i)}\right)^{\mathcal{M}_{i 1}}\right) \cdot h_{1}\right) \cdot e\left(K_{\mathcal{A}}^{\alpha}, h_{1}\right)^{\sum_{i=1}^{l} v_{i} \cdot \mathcal{M}_{i 1}} \cdot \prod_{i=1}^{l} e\left(C g^{\mu},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1} \cdot r_{i}}\right) \\
& = \\
& \left.\left.=e\left(\left(H(m) \cdot K_{\mathcal{A}}\right)^{\alpha}, h_{1}\right) \cdot \prod_{i=1}^{u(i)}\right)^{\mathcal{M}_{i 1} \cdot r_{i}}\right) \\
& =\left(C g^{\mu},\left(A_{1} B_{1}^{u(i)}\right)^{\mathcal{M}_{i 1} \cdot r_{i}}\right)
\end{aligned}
$$

The left hand side equals to the right hand side.
When $j>1 \& j \in[t]$, for the formula

$$
\begin{gathered}
\prod_{i=1}^{l} e\left(S_{i},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j}}\right) \stackrel{?}{=} e\left(C g^{\mu}, P_{j}\right) \\
\prod_{i=1}^{l} e\left(S_{i},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j}}\right) \\
=\prod_{i=1}^{l} e\left(\left(K_{u(i)}^{v_{i}}\right)^{\alpha},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j}}\right) \cdot \prod_{i=1}^{l} e\left(\left(C g^{\mu}\right)^{r_{i}},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j}}\right)
\end{gathered}
$$

$$
\begin{aligned}
& =\prod_{i=1}^{l} e\left(K_{\mathcal{A}}^{\frac{1}{\left(a+b u_{i}\right)} \cdot v_{i} \cdot \alpha},\left(h_{j}^{a+b u(i)}\right)^{\mathcal{M}_{i j}}\right) \cdot \prod_{i=1}^{l} e\left(C g^{\mu},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j} \cdot r_{i}}\right) \\
& =e\left(K_{\mathcal{A}}^{\alpha}, h_{j}\right)^{\sum_{i=1}^{l} v_{i} \cdot \mathcal{M}_{i j}} \cdot \prod_{i=1}^{l} e\left(C g^{\mu},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j} \cdot r_{i}}\right) \\
& =\prod_{i=1}^{l} e\left(C g^{\mu},\left(A_{j} B_{j}^{u(i)}\right)^{\mathcal{M}_{i j} \cdot r_{i}}\right) \\
& =e\left(C g^{\mu}, P_{j}\right) .
\end{aligned}
$$

The left hand side equals to the right hand side.
For signatures generated by the ReSign algorithm, the correctness can also be proved in a similar way as above.

Theorem 7.2 This attribute-based proxy re-signature scheme is attribute private.
Proof. Setup: $\mathcal{C}$ runs the normal Setup algorithm and sends the public parameters $P K$ as well as the master key $M K$ to adversary $\mathcal{D}$.

Challenge: The adversary outputs two attribute sets $\mathcal{A}_{0}^{*}$ and $\mathcal{A}_{1}^{*}$. Both the adversary $\mathcal{D}$ and the challenger $\mathcal{C}$ can generate secret keys corresponding to these two attribute sets as $S K_{\mathcal{A}_{0}^{*}}$ and $S K_{\mathcal{A}_{1}^{*}}$ respectively. Then, the adversary outputs a message $m^{*}$ and a predicate $\Upsilon^{*}$ where $\Upsilon^{*}\left(\mathcal{A}_{0}^{*}\right)=\Upsilon^{*}\left(\mathcal{A}_{1}^{*}\right)=1$. The adversary $\mathcal{D}$ asks the challenger to generate a signature on the message $m^{*}$ satisfying $\Upsilon^{*}$ from either $\mathcal{A}_{0}^{*}$ or $\mathcal{A}_{1}^{*}$. The challenger $\mathcal{C}$ chooses a random bit $b \in\{0,1\}$, and outputs a signature $\sigma^{*}=\left(H_{0}^{*}, H_{1}^{*}, Y^{*}, W^{*}, S_{1}^{*}, \cdots, S_{l}^{*}, P_{1}^{*}, \cdots, P_{t}^{*}\right)$ by running the Sign algorithm using the secret key $S K_{\mathcal{A}_{b}^{*}}$.

As described in the Sign and the Verify algorithms, the signing key of any attribute set which satisfies the predicate $\Upsilon^{*}$ can generate a valid signature $\sigma^{*}$. During the generation of the signature, different attribute sets $\mathcal{A}_{0}^{*}$, $\mathcal{A}_{1}^{*}$ corresponds to different vector $\vec{v}_{0}, \vec{v}_{1}$, but the monotone span program $\mathcal{M}^{*}$ corresponding to the predicate $\Upsilon^{*}$ is identical. Since both $\Upsilon^{*}\left(\mathcal{A}_{0}^{*}\right)=1$ and $\Upsilon^{*}\left(\mathcal{A}_{1}^{*}\right)=1, \vec{v}_{0} \mathcal{M}^{*}=\vec{v}_{1} \mathcal{M}^{*}=1$. Thus, both signatures generated by $S K_{\mathcal{A}_{0}^{*}}$ and $S K_{\mathcal{A}_{1}^{*}}$ on the same message $m^{*}$, which have the same shape, are uniformly distributed, subject to the constraint that $\operatorname{Verify}\left(P K, m^{*}, \Upsilon^{*}, \sigma^{*}\right)=1$.

So, the challenge signature can be regarded as generated by a signer who possesses signing keys corresponding to attribute sets satisfying the predicate $\Upsilon^{*}$. Thus, if this challenge signature is generated by using the secret key $S K_{\mathcal{A}_{0}^{*}}$, it can also be
generated by using the secret key $S K_{\mathcal{A}_{1}^{*}}$ since the secret key $S K_{\mathcal{A}_{1}^{*}}$ also satisfy the situation mentioned above. Similarly, if this challenge signature is generated by using the secret key $S K_{\mathcal{A}_{1}^{*}}$, it can also be generated by using the secret key $S K_{\mathcal{A}_{0}^{*}}$.

In our scheme, the original signatures and the proxy re-signatures have the same shape. So, the above proof can be extended to the proxy re-signature case. Similarly, it can also be extended to one is the original signature and the other is proxy resignature case.

Therefore, even the adversary has access to the master key and has unbounded computation ability, he cannot distinguish between two signers which one generates a valid signature with respect to a predicate such that both of their attributes satisfying the predicate.

Theorem 7.3 This attribute-based proxy re-signature scheme is unforgeable in the generic group model.

Proof. Following the proof of unforgeability in [MPR11], we will show our scheme is unforgeable in the generic group model.

The main difference of our scheme is there exists a hash value $H(m)$ of the message $m$ in element $Y$. In order to let the simulator keep track of its discrete logarithm by means of a multivariate rational functions in the generic group model, we should provide a random oracle H -oracle to the adversary. For every query to the H-oracle, if the message $m$ has never been queried, the simulator randomly selects a number $\Delta_{m} \leftarrow \mathbb{Z}_{p}^{*}$, and returns $g^{\Delta_{m}}$ as the hash value. Then the simulator records this record. If the message has been queried, the simulator only returns the corresponding hash value to the adversary.

Since our proof is very similar with that of [MPR11], we will only point out the differences. More details can be found in [MPR11].

The simulation associates each group element with some rational function. The functions are associated with the group elements in the simulation as follows:

1. Public key components generated by Setup:
(a) 1 , representing the generator $g$.
(b) c, representing $C=g^{c}$.
(c) $\Delta_{0}$, representing $h_{0}=g^{\Delta_{0}}$.
(d) $\left\{\Delta_{j} \mid j \in\left[t_{\max }\right]\right\}$, representing $h_{j}=g^{\Delta_{j}}$.
(e) $\Delta_{0} a_{0}$, representing $A_{0}^{\prime}=h_{0}^{a_{0}}$.
(f) $\Delta_{0} a$, representing $A_{0}=h_{0}^{a}$.
(g) $\Delta_{0} b$, representing $B_{0}=h_{0}^{b}$.
(h) $\left\{\Delta_{j} a \mid j \in\left[t_{\text {max }}\right]\right\}$, representing $A_{j}=h_{j}^{a}$.
(i) $\left\{\Delta_{j} b \mid j \in\left[t_{\max }\right]\right\}$, representing $B_{j}=h_{j}^{b}$.
2. Signing key components given by KeyGen.

Let $\mathcal{A}_{k_{1}}$ be the $k_{1}$ th set of attributes queried to KeyGen:
(a) $x_{k_{1}}$, representing $K_{\mathcal{A}_{k_{1}}}^{\left(k_{1}\right)}=g^{x_{k_{1}}}$.
(b) $x_{k_{1}} / a_{0}$, representing $K_{0}^{\left(k_{1}\right)}=g^{x_{k_{1}} / a_{0}}$.
(c) $\left\{x_{k_{1}} /(a+b u) \mid u \in \mathcal{A}_{k_{1}}\right\}$, representing $K_{u}^{\left(k_{1}\right)}=g^{x_{k_{1}} /(a+b u)}$.
3. Re-Signing key components given by RekeyGen.

Let $\mathcal{A}_{k_{2}}$ be the $k_{2}$ th set of attributes queried to RekeyGen, which is based on the $k_{1}$ th signing key generated by KeyGen.
(a) $\left\{x_{k_{1}} \cdot r /(a+b u) \mid u \in \mathcal{A}_{k_{2}}\right\}$, representing $K_{u}^{\left(k_{2}\right)}=g^{x_{k_{1}} \cdot r /(a+b u)}$.
4. Signature queries.

Suppose the $q$-th signature query is on message $m^{(q)}$ under the predicate $\Upsilon^{(q)}$. Let $\mathcal{M}^{(q)} \in\left(\mathbb{Z}_{p}\right)^{l^{(q)} \times t^{(q)}}$ be the corresponding monotone span program, with row labeling $u^{(q)}:\left[l^{(q)}\right] \rightarrow \mathbb{A}$. Let $\mu^{(q)}=\mathcal{H}\left(m^{(q)} \| \Upsilon^{(q)}\right)$.
(a) $\Delta_{0}$, representing $H_{0}=h_{0}^{\alpha}$.
(b) $\Delta_{1}$, representing $H_{1}=h_{1}^{\alpha}$.
(c) $y^{(q)}+\Delta_{m}^{(q)}$, representing $Y^{(q)}=\left(K_{\mathcal{A}} \cdot H(m)\right)^{\alpha}=g^{y^{(q)}+\Delta_{m}^{(q)}}$.
(d) $y^{(q)} / a_{0}$, representing $W=K_{0}^{\alpha}=g^{y^{(q)} / a_{0}}$.
(e) $\left\{s_{i}^{(q)} \mid i \in\left[l^{(q)}\right]\right\}$, representing $S_{i}=g^{s_{i}^{(q)}}$.
(f) $\left\{p_{j}^{(q)} \mid j \in\left[t^{(q)}\right]\right\}$, where

$$
p_{j}^{(q)}=\frac{\Delta_{j}}{c+\mu^{(q)}}\left[\sum_{i=1}^{l^{(q)}} s_{i}^{(q)}\left(a+u^{(q)}(i) b\right) \mathcal{M}_{i, j}^{(q)}-y^{(q)} z_{j}\right],
$$

where $\vec{z}=[1,0, \cdots, 0]$, representing $P_{j}^{(q)}=g^{p_{j}^{(q)}}$.

## 5. Re-Signature Queries

Suppose the $q$-th re-signature query is on message $m^{(q)}$ under the predicate $\Upsilon_{2}^{(q)}$, the signature intended to be transformed is $\sigma_{1}$ under the predicate $\Upsilon_{1}$. If Verify $\left(P K, m, \Upsilon_{1}, \sigma_{1}\right)=1$, output $\mathcal{O}_{\text {Sign }}\left(\cdot, m, \Upsilon_{2}\right)$ via calling oracle $\mathcal{O}_{\text {Sign }}$.

The simulator returns a distinct handle for each group element that is associated with a distinct function over the formal variables.

After the adversary outputs a purported forgery signature $\sigma^{*}$ on a policy $\Upsilon^{*}$ and message $m^{*}$ such that $\left(m^{*}, \Upsilon^{*}\right) \neq\left(m^{(q)}, \Upsilon^{(q)}\right)$ for all $q$. Let $\mathcal{M}^{*} \in \mathbb{Z}_{p}^{L^{*} \times t^{*}}$ be the corresponding monotone span program with row labeling $u^{*}(\cdot)$. Let $\mu^{*}=\mathcal{H}\left(m^{*}| | \Upsilon^{*}\right)$, and suppose the signature has the form $\sigma^{*}=\left(g^{h_{0}^{*}}, g^{h_{1}^{*}}, g^{y^{*}}, g^{w^{*}}, g^{s_{1}^{*}}, \cdots, g^{s_{l}^{*}}, g^{p_{1}^{*}}, \cdots, g^{p_{t}^{*}}\right)$.

Then each of these group elements must be associated with a function which must be a multilinear combination of the functions given as input to the adversary (public key, signing keys, re-signing keys, signature query responses, and re-signature query responses).

To be a forgery, we need $y^{*} \neq 0$, and $w^{*} \cdot \Delta_{0} a_{0}+\Delta_{m}^{*} \cdot \Delta_{0}=\left(y^{*}+\Delta_{m}^{*}\right) \cdot \Delta_{0}$, and

$$
\begin{aligned}
& \Delta_{m}^{*} \Delta_{1}+\sum_{i=1}^{l^{*}} s_{i}^{*} \mathcal{M}_{i, 1}^{*}\left(a+u^{*}(i) b\right) \Delta_{1}=\left(y^{*}+\Delta_{m}^{*}\right) \Delta_{1}+\left(c+\mu^{*}\right) p_{1}^{*}, \\
& \sum_{i=1}^{l^{*}} s_{i}^{*} \mathcal{M}_{i, j}^{*}\left(a+u^{*}(i) b\right) \Delta_{j}=\left(c+\mu^{*}\right) p_{j}^{*} \quad \text { for } \quad(j>1 \quad \& j \in[t]),
\end{aligned}
$$

for a random assignment of the formal variables.
This is identical to the requirement in [MPR11] which is $w^{*}=y^{*} / a_{0}$, and

$$
\sum_{i=1}^{l^{*}} s_{i}^{*} \mathcal{M}_{i, j}^{*}\left(a+u^{*}(i) b\right) \Delta_{j}=y^{*} z_{j} \Delta_{j}+\left(c+\mu^{*}\right) p_{j}^{*} \quad\left(\forall j \in\left[t^{*}\right]\right) .
$$

The difference between our scheme and [MPR11] does not introduce any new items into the multilinear homogeneous polynomial sets to which $y^{*}$ and $p_{j}^{*}$ belongs.

Identical to the proof in [MPR11]. We assume these constraints are functionally equivalent, and eventually obtaining a contradiction: that there exists a $k_{0} \in[n]$ such that $\Upsilon^{*}\left(\mathcal{A}_{k_{0}}\right)=1$. In other words, the adversary could have generated a signature legitimately with the signing key for $\mathcal{A}_{k_{0}}$, and thus the output is not a forgery. More details can be found in [MPR11].

Compared with the security model about unforgeability in [MPR11], our security model adds the ReKeyGen oracle and the ReSign oracle.It is worth noting that
even when the RekeyGen oracle is added, there is no change about the multilinear homogeneous polynomial sets to which $y^{*}$ and $p_{j}^{*}$ belongs. Furthermore, the ReSign oracle is implemented by calling the Sign oracle. It also does not introduce any change about the multilinear homogeneous polynomial sets to which $y^{*}$ and $p_{j}^{*}$ belongs. So the security about unforgeability of this scheme, including both external security and internal security, have been proved.

### 7.6 Summary

We proposed the notion of attribute-based proxy re-signature. Using this cryptographic primitive, a semi-trusted proxy can convert a signature satisfying a predicate into a signature satisfying another different predicate on the same message. At the same time, the proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either the delegator or the delegatee by himself. Our scheme is multi-use unidirectional, which means the proxy is only able to translate in one direction and signatures can be re-translated several times. More important, the size of signatures and the verification cost do not grow linearly with the number of translations in our scheme. This solves the open problem left by Libert and Vergnaud at CCS 2008. We also proved that our scheme is existentially unforgeable under the generic group model and equipped with the attribute-privacy property, which is a fundamental requirement of attribute-based signatures.

Compared with existing schemes, the goal of letting the size of proxy re-signature does not blow up with the number of translations is achieved at the expense of the unforgeability property is only proved in the generic group model.

## Chapter 8

## Conclusion

### 8.1 Summary of Contributions

In this thesis, we investigate several cryptographic primitives in the identity-based setting and the attribute-based setting. The contributions of this thesis can be summarized in the following four aspects: digital signatures with message recovery both in the identity-based multisignature setting and the attribute-based setting, identity-based authenticated encryption with authenticated header, identity-based quotable ring signature, attribute-based proxy re-signature.

In Chapter 3, an identity-based multisignature with message recovery scheme was proposed. In this scheme, multiple signers generate a single constant size multisignature on the same message regardless of the number of signers. The size of the multisignature is the same as that of a signature generated by one signer. Furthermore, it does not require transmission of the original message to verify the multisignature, since the original message can be recovered from the multisignature. Therefore, this scheme minimizes the total length of the original message and the appended multisignature. The proposed scheme is proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the CDH problem is hard.

In Chapter 4, a generic construction of identity-based authenticated encryption with authenticated header was proposed. The generic construction composed of an identity-based signature with message recovery scheme and a symmetric encryption scheme. This notion has potential applications in the environment with big data. Using this cryptographic primitive, everyone can check the validity of the authenticated ciphertext and access to the authenticated header; only the designated receiver can recover the payload. Additionally, the designated receiver is given the liberty
whether to decrypt the payload or not by only checking the corresponding authenticated header. The construction is proven to be existentially unforgeable against adaptively chosen message attacks and indistinguishable under adaptive chosen ciphertext attacks, given the underlying identity-based signature with message recovery scheme and the symmetric encryption scheme are secure in the same manner, respectively. We also gave a concrete instance of the identity-based authenticated encryption with authenticated header scheme based on bilinear pairing, and gave concrete security analysis of the instance. The instance addressed a problem which was not considered in the symmetric key setting counterpart.

In Chapter 5 , an identity-based quotable ring signature scheme was proposed. In this scheme, we extended the ring signature scheme to be quotable. Using this cryptographic primitive, anyone could derive new ring signatures on a substring of an original message from a ring signature on the original message. There are two different types of ring signatures. The first one could be quoted further down to these two types of ring signatures. The other one could not be quoted any further, but will be a shorter signature. We also proved that our scheme is anonymous under the assumption that the subgroup decision problem is hard, selectively unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the CDH problem is hard, and strongly context hiding, which means the verifier could not distinguish whether a signature is originally generated or is quoted from another ring signature.

In Chapter 6, two attribute-based signature with message recovery schemes were proposed. The first scheme allows the signer to embed short original message in the signature without the need of sending the original message to the verifier, while keeping the same signature size. The second scheme is extended from the first one in order to deal with large messages. The signature size of the new schemes is the same as that of existing attribute-based signature scheme, but it does not require the transmission of the original message for the signature verification. The proposed schemes support flexible threshold predicates and are proven to be existentially unforgeable against adaptively chosen message attacks in the random oracle model under the assumption that the Computational Diffie-Hellman problem is hard. We demonstrate that the proposed schemes are also equipped with the attribute privacy property.

In Chapter 7, an attribute-based proxy re-signature scheme was proposed. In
this scheme, only the designated proxy who gets some secret information of the delegator can re-sign the original signature. The semi-trusted proxy acts as a translator to convert a signature satisfying one predicate into a signature satisfying another different predicate on the same message, while the proxy cannot learn any signing key and cannot sign arbitrary messages on behalf of either the delegator or the delegatee. Our scheme is multi-use unidirectional, which means the proxy is only able to translate in one direction and signatures can be re-translated several times. More important, the size of signatures and the verification cost do not grow linearly with the number of translations in our scheme. It solves an open problem left by Libert and Vergnaud at CCS 2008 [LV08]. We also proved that our scheme is existentially unforgeable under the generic group model and equipped with the attribute-privacy property, which is a fundamental requirement of attribute-based signatures.

### 8.2 Future Work

In our identity-based quotable ring signature scheme, there are two different types of ring signatures. The first one could be quoted further down to these two types of ring signatures. The other one could not be quoted any further, but will be a shorter signature. Finding such a scheme that both could be quoted further and enjoys a shorter signature size might be an interesting future work.

Although our attribute-based proxy re-signature scheme achieves the goal of finding out multi-use unidirectional proxy re-signature scheme where the size of signatures and the verification cost do not grow linearly with the number of translations, the scheme is proved in the generic group model. Finding such a scheme that can be proved in more standard hard problem assumptions might be another interesting future work.
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