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# ABSTRACT <br> Contributions to Information-based Complexity, Image Understanding, and Logic Circuit Design 
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This work consists of three parts. The first two describe new results in information-based complexity and applications of the general theory to the field of computer vision. The last presents an average case result of a different sort: the design of a binary comparator.

Part I is joint work with G. W. Wasilkowski. In this part, we study approximation of linear functionals on a separable Banach space equipped with a Gaussian measure. We study optimal information and optimal algorithms in average case, probabilistic and asymptotic settings, for a general error functional. We prove that adaptive information is not more powerful than nonadaptive information and that $\mu$-spline algorithms, which are linear, are optimal in all three settings. We specialize our results to spaces of functions with continuous rth derivatives, equipped with a Wiener measure. In particular, we show that the interpolation by the natural splines of degree $r+1$ yields the optimal algorithms. We apply the general results to the problem of integration.

Part II of this work studies the following image understanding problems: $2 \&$ 1/2 D sketch, shape from shading, and optical flow. We point out how known general optimality results in the worst case model may be applied to these problems. We indicate some preliminary results and work in progress, concerning the numerical solution of these problems. Algorithms which differ from those currently used in practice are proposed.

Part IIl provides a design of a binary comparator with completion signal, for the purpose of optimizing the average processing time. The average propagation delay is a constant, independent of $n$, the number of inputs, while the logic complexity is a linear function of $n$.

## Table of Contents

1. Chapter 1 ..... 1
1 Introduction ..... 2
2 Average Case Setting ..... 7
2.1 Gaussian Measures ..... 8
2.2 Spline Algorithms are Optimal on the Average ..... 10
2.3 Adaption Does not Help on the Average ..... 16
2.4 Optimal Information ..... 18
3 Probabilistic Setting ..... 20
3.1 Spline Algorithms are Optimal in the Probabilistic Setting ..... 20
3.2 Adaption does not help in the Probabilistic Setting ..... 22
3.3 Optimal Information in Probabilistic Setting ..... 23
4 Asymptotic Setting with a Measure ..... 25
5 Applications ..... 28
5.1 Wiener measures ..... 28
5.2 Spline Algorithms and their Errors ..... 32
5.3 Standard Information ..... 33
5.4 Integration Problem ..... 35
5.5 Worst Case Setting and Average Case Setting - a Comparison ..... 36
5.6 Complexity ..... 38
6 Appendix ..... 40
2. Chapter 2 ..... 46
1 Introduction ..... 47
2 Some Basics of Information-based Complexity ..... 48
$32 \& 1 / 2$ D Sketch in Shape from Stereo ..... 49
3.1 Choosing the Class of Surfaces ..... 49
3.2 Quantify Surface Cues as Information ..... 50
3.3 Surface Consistence Constraint ..... 51
3.4 Spline Algorithm is Strongly Optimal ..... 51
3.5 Norms on $\mathrm{F}_{2}$ and the Radius of Information ..... 52
3.6 Implementing the Spline Algorithms ..... 53
3.6.1 Basis Spline Approach ..... 53
3.6.2 Reproducing Kernel Approach ..... 53
3.7 Adaption Does not Help ..... 54
4 Shape from Shading ..... 56
4.1 Numerical Shape from Shading and Occluding Boundaries ..... 57
4.1.1 Gaussian Sphere and Stereographic Projection ..... 57
4.1.2 Image-Irradiance Equation and Boundary Conditions ..... 57
4.1.3 Consistency Constraint ..... 58
4.1.4 An Iterative Algorithm ..... 59
4.2 A New iterative Algorithm ..... 61
4.2.1 Matrix A ..... 81
4.2.2 A New Iterative Algorithm ..... 63
4.2.3 Convergence of the Algorithm ..... 64
4.2.4 An Example ..... 68
4.2.5 Implementation of the Algorithm and its Complexity ..... 69
4.3 Interpolating Spline and its Optimality ..... 70
5 Optical Flow
71
71
5.1 Spline-smoothing ..... 72
5.1.1 Gauss-Seidel Iterative Method ..... 73
5.1.2 Conjugate Gradient Iterative Method ..... 74
5.1.3 Chebyshev Iterative Method ..... 76
5.1.4 Existence and Uniqueness of the Solution
78
78
5.2 Interpolating Splines ..... 78
5.2.1 Matrix $\mathrm{M}^{*}$ ..... 80
5.2.2 Iterative Methods and their Implementation ..... 82
3. Chapter 3 ..... 83
1 Introduction ..... 84
2 A Binary Comparator with Completion Signal ..... 85
3 Delay analysis ..... 87

## List of Figures

Figure 1-1: Tree Circuit of Binary Comparator ..... 94
Figure 1-2: P-module Function ..... 95
Figure 1-3: 1-module Function ..... 96
Figure 2-1: Coding ..... 97
Figure 2-2: P-module, its Truth Table, and Logic Expressions ..... 98
Figure 2-3: I-module, its Truth Table, and Logic Expressions ..... 99
Figure 2-4: Binary Comparator with Completion Sigan C and Outputs E, S, and G 100

List of Tables

Table 1 38

## ACKNOWLEDGMENTS

I am grateful to Professors J. R. Kender, J. F. Traub, S. H. Unger, G. W. Wasilkowski and H. Wozniakowski, for their encouragement, advice and help during this work.

1. Chapter 1

# Approximation of Linear Functionals on a Banach Space 

with a Gaussian Measure
(Joint Work with G. W. Wasilkowski)


#### Abstract

We study approximation of linear functionals on separable Banach spaces equipped with a Gaussian measure. We study optimal information and optimal algorithms in average case, probabilistic and asymptotic settings, for a general error criterion. We prove that adaptive information is not more powerful than nonadaptive information and that $\mu$-spline algorithms, which are linear, are optimal in all three settings. Some of these results hold for approximation of linear operators. We specialize our results to space of functions with continuous $r$ th derivatives, equipped with a Wiener measure. In particular, we show that the natural splines of degree $2 r+1$ yields the optimal algorithms. We apply the general results to the problem of integration.


## 1 Introduction

We illustrate the concepts and results of this paper by an integration example. We discuss this example at considerable length in the introduction, because it gives a simple illustration of the more general results obtained in this work. We state results for this example here, and defer the proofs until Section 5.

Suppose we want to approximate the integral of $f, S f=\int_{0}^{1} f(t) d t$, where $f$ is a function with regularity $r$, i.e., $f \in C^{r}[0,1]$. We assume that instead of knowing $f$, we have information $N(f)$, which consists of $n$ function or derivative values at adaptively chosen points $\boldsymbol{t}_{\boldsymbol{i}}$. The problem is to find the optimal
information and the optimal algorithms to minimize the approximation error. Much is known about this problem for the worst case setting. For instance, see [37], Ch.6, for a list of references. In that setting, the error of an algorithm is measured by its performance for the worst integrand. It was shown that information consisting of function values at equi-spaced points is almost optimal. Furthermore, for this information the algorithm based on perfect splines of degree $r$ is optimal, with error $\theta\left(n^{-r}\right)$.

In this paper, we study three settings: average case, probabilistic and asymptotic. We assume that the space $C^{r}(0,1)$ is equipped with a probability measure, which reflects a belief of how often a function may occur as an integrand. We choose a Wiener measure, which is an example of a Gaussian measure. We study Wiener measures because they are among the most widely used and studied measures on function spaces and because they are of interest to physicists and statisticians. We seek optimal information and optimal algorithms. The following results are obtained for all three settings:
(i) The same algorithm based on interpolation by natural splines of degree $2 r+1$ is optimal.
(ii) The same information, function values at equi-spaced points, is almost optimal.
(iii) Adaptive information is not more powerful than nonadaptive information.

We now comment on these results. We first elaborate on result (i), and compare it with the corresponding result for the worst case setting.

The optimal algorithm has the following properties:

- in the average case setting, it has the minimal average error,
- in the probabilistic setting, it has the maximal probability of not exceeding a prescribed error bound;
- in the asymptotic setting, the sequence of optimal algorithms has the best rate of convergence for almost all functions.

The minimal average error is equal to the square of the error of the $l_{2}$ -approximation of a certain function by splines of degree r. This $l_{2}$ -approximation error is equal to $\theta\left(n^{-(r+1)}\right)$, as proven in [31]. Hence the average error is $\Theta\left(n^{-(r+1)}\right)$ and the best rate of convergence is $n^{-(r+1)}$.

There is a number of statistical papers addressing relations between splines or smoothing splines to the problem of Bayesian estimation, see e.g., [4, 19, 20, 45]. Our results specialized to the integration problem may be viewed as a continuation of this study; see also Remark 5.1.

For the average case, probabilistic and asymptotic settings, the probability measure supplies additional information to that provided by the integrand values. Therefore, we expect different optimality results than in the worst case setting. Indeed, in the worst case setting, the optimal algorithm is based on perfect splines of degree $r$, where $r$ is the regularity of the underlying function space $\left.C^{r} / 0,1\right]$. In the three settings of this paper, the optimal algorithm is based on natural splines of degree $2 r+1$. In terms of approximation error, the worst case error of the optimal algorithm is $\theta\left(n^{+}\right)$, and the best possible rate of convergence is roughly $n^{-r}$. Therefore, the average case error of the optimal algorithm is an order smaller and the best possible rate of convergence in the average case setting is an order faster than that in the worst case setting. Furthermore, the resulting
optimal $\mu$-spline algorithm is linear. Hence, if precomputation is used, we have a very simple and easy to implement optimal algorithm, which is desirable from the practical point of view.

Result (ii), which is a conclusion from [31] and the general results of Sections 2, 3 and 4, states that evaluating the integrand at equi-spaced points is almost optimal in all three settings. Result (iii) states that one can use information with a priori chosen points, which cannot be improved by any adaptively chosen points. Notice that this is a very desirable property from the practical point of view, since:

- nonadaptive information has much simpler structure than adaptive information, and in seeking optimal information, we can confine ourselves to nonadaptive information only;
- nonadaptive information can be computed very efficiently in parallel, whereas adaptive information is ill-suited for parallel computation.

The above reported results for integration are consequences of a more general approach, which is studied in the first part of this paper. In the general setting, we study approximation of a linear functional defined on a separable Banach space, equipped with a Gaussian measure. Information consists of adaptive continuous linear functionals. We study optimal information and optimal algorithms in average case, probabilistic and asymptotic settings. The following results are obtained in all three settings:
(i) the $\mu$-spline algorithm is uniquely optimal;
(ii) the same information is optimal;
(iii) adaptive information is not more powerful than nonadaptive information.

Comments similar to that of the integration problem with a Wiener measure, which we used for illustration, hold in general. Some of these results hold even for approximation of linear operators which need not be continuous; we point it out when it occurs.

We want to add that there exists a statistical literature addressing the approximation of linear functionals defined on function spaces with information consisting of function and derivative evaluations, see e.g., [19, 20, 22, 31, 34, 45]. There are also papers dealing with the approximation of linear operators defined on separable Hilbert spaces with arbitrary adaptive linear functional evaluations as information, see e.g., [16, 46, 49, 50]. We know no literature addressing approximation problems defined on general separable Banach spaces.

## 2 Average Case Setting

In this section we study optimal algorithms and optimal information on the average. We begin with the definitions of basic concepts.

Let $S$ be a continuous linear functional defined on a real separable Banach space $F_{1}$,

$$
\begin{equation*}
S: F_{1} \rightarrow R \tag{1}
\end{equation*}
$$

We wish to construct $x=x(f) \in R$, which approximates $S f$ with a possibly small error. The error between $S f$ and $x$ is measured by $E(S f-x)$, where

$$
E: R \rightarrow R_{+}, R_{+}=[0,+\infty)
$$

is called an error functional. The error between $S f$ and $x$ is often measured by the absolute value of the difference, $S f-x$. This corresponds to the error functional $E(\cdot)=|\cdot|$, which is convex and symmetric. These two properties of $E$ are crucial for our analysis. We assume that the error functional $E$ is convex and symmetric. (Some results hold even when $E$ is neither convex nor symmetric and when $S$ is a linear operator. In fact, it is enough to assume that $E$ is an arbitrary function so that $E(S(\cdot)-g)$ is measurable for any fixed $g \in S\left(F_{1}\right)$. We will point it out when it occurs.)

We assume that the element $f$ is unknown. Instead, we know $N f$, where $N$ is called an information operator (or information). In this paper, we assume that $N: F_{1} \rightarrow R^{n}$ has the form

$$
\begin{equation*}
N f=\left[L_{1}(f), \ldots, L_{n}(f)\right), \quad \forall f \in F_{1} \tag{2}
\end{equation*}
$$

where $L_{1}, \ldots L_{n}$ are continuous linear functionals. Without loss of generality, we assume that $L_{1}, \ldots, L_{n}$ are linearly independent. The number $n$ is called the cardinality of $N$ and is denoted by $\operatorname{card}(N)=n$.

Knowing $N f$, we construct an approximation $x$ to $S f$ by an algorithm $\phi, x=$ $\phi(N f)$. By an algorithm $\phi$ that uses $N$, we mean any mapping

$$
\begin{equation*}
\phi: N\left(F_{1}\right)=R^{n} \rightarrow R . \tag{3}
\end{equation*}
$$

In the average case setting the error of $\phi$ is measured by the average value of $E(S f-\phi(N f))$, i.e.,

$$
\begin{equation*}
e^{a v g}(\phi, N)=\int_{F_{1}} E(S f-\phi(N f)) \mu(d f) \tag{4}
\end{equation*}
$$

where $\mu$ is a probability measure defined on the $\sigma$-field $\mathbf{B}\left(F_{i}\right)$ of Borel sets from $F_{1}$. To guarantee that the error of $\phi$ is well defined, we assume that $\phi$ is measurable. However, this assumption is not restrictive, as is discussed in [48].

We seek algorithms whose average error is as small as possible; such algorithms are called optimal. Note that the error of an algorithm $\phi$ depends on the error functional $E$ and on the probability measure $\mu, e^{a v g}(\phi, N)=e^{a v g}(\phi, N ; E, \mu)$. Hence the optimal algorithm also depends on $E$ and $\mu$. In this paper we assume that the measure $\mu$ is Gaussian. We recall the definition and basic properties of Gaussian measures in Section 2.1.

### 2.1 Gaussian Measures

Let $F_{1}^{*}$ be the dual space of $F_{1}$, i.e., $F_{1}{ }^{*}$ is the space of all continuous linear functionals $L: F_{1} \rightarrow R$. Let $\mu$ be a probability measure defined on $\mathbf{B}\left(F_{1}\right)$. Then $\mu$ is a Gaussian measure iff the characteristic functional $\psi_{\mu}$ of $\mu$, is of the form

$$
\begin{equation*}
\psi_{\mu}(L)=\exp \{i L(a)-L(V L) / R\}, \quad \forall L \in F_{1}^{*}, \quad i=\sqrt{-1}, \tag{5}
\end{equation*}
$$

for some element $a \in F_{1}$ and a linear operator $V: F_{1}{ }^{*} \rightarrow F_{1}$. The characteristic functional $\psi_{\mu}$ of $\mu$ is defined by

$$
\psi_{\mu}(\mathrm{L})=\int_{\mathrm{F}_{1}} \exp \{\mathrm{iL}(\mathrm{f})\} \mu(\mathrm{df}), \quad \forall L \in F_{1}^{*}
$$

It is known, see [44], that for a Gaussian measure $\mu$, with $\psi_{\mu}$ of the form (5), the mean element $m_{\mu}$ is equal to $a$, i.e.,

$$
\begin{equation*}
L(a)=L\left(m_{\mu}\right)=\int_{F_{1}} L(f) \mu(d f), \quad \forall L \in F_{1}^{*} \tag{6}
\end{equation*}
$$

and the correlation operator $C_{\mu}$ is equal to $V$, i.e.,

$$
\begin{align*}
& L_{1}\left(L_{Q}\right)=L_{1}\left(C_{\mu} L_{Q}\right)=  \tag{7}\\
& \int_{F_{1}}^{L_{1}\left(f-m_{\mu}\right) L_{2}\left(f-m_{\mu}\right) \mu(d f), \quad \forall L_{1}, L_{2} \in F_{1}^{*}}
\end{align*}
$$

The correlation operator $C_{\mu}$ of a Gaussian messure $\mu$ has a number of important properties (some of which will be discussed below). We remark that not every operator
$V: F_{1}{ }^{*} \rightarrow F_{1}$ can be a correlation operator of some Gaussian measure. If $F_{1}$ is a separable Hilbert space, then $V$ is a correlation operator of some Gaussian measure $\mu$ iff $V$ is symmetric, nonnegative definite and has finite trace. If $F_{1}$ is, as in this paper, a separable Banach space, then the complete characterization of correlation operators of Gaussian measures remains an open problem.

Lèt $C_{\mu}$ be the correlation operator of a Gaussian measure $\mu$. Then $C_{\mu}$ is symmetric,

$$
L_{1}\left(C_{\mu} L_{2}\right)=L_{2}\left(C_{\mu} L_{1}\right), \quad \forall L_{1}, L_{2} \in F_{1}^{*}
$$

and nonnegative definite,

$$
L\left(C_{\mu} L\right) \geq 0, \quad \forall L \in F_{1}^{*}
$$

Hence, the correlation operator $C_{\mu}$ generates a semi-innerproduct on $F_{1}{ }^{*}$,

$$
<L_{1}, L_{2}>_{\mu}=L_{1}\left(C_{\mu} L_{2}\right), \forall L_{1}, L_{2} \in F_{1}^{*}
$$

and the corresponding semi-norm on $F_{1}{ }^{*}$,

$$
\|L\|_{\mu}=\left(\langle L, L\rangle_{\mu}\right)^{1 / 2}, \forall L \in F_{1}^{*}
$$

Here $<\cdot, \cdot>_{\mu}$ and $\|\cdot\|_{\mu}$ are an innerproduct and a norm, respectively, iff $C_{\mu}$ is one-to-one, or equivalently, iff $C_{\mu}$ is positive definite, i.e., $L\left(C_{\mu} L\right)>0, \forall L \in$ $F_{1}{ }^{*}, L \neq 0$.

### 2.2 Spline Algorithms are Optimal on the Average

From now on, let $\mu$ be the Gaussian measure on $\mathbf{B}\left(F_{1}\right)$ with mean element zero and correlation operator $C_{\mu}$ as in (7), and let $N(f)=\left[L_{1}(f), \ldots, L_{n}(f)\right]$ be information. Without loss of generality we assume that the functionals $L_{1}, \ldots, L_{n}$ are orthonormalized such that

$$
\begin{equation*}
\left\langle L_{i}, L_{j}\right\rangle_{\mu}=\delta_{i, j}, \forall i, j=1,2, \ldots, n, \tag{8}
\end{equation*}
$$

where $\delta_{i, j}$ is the Kronecker delta.

For $y=\left|y_{1}, y_{g}, \ldots, y_{n}\right| \in R^{n}$, let

$$
\begin{equation*}
\sigma(y, N)=\sum_{j=1}^{n} y_{j} C_{\mu} L_{j} \tag{9}
\end{equation*}
$$

Then $\sigma=\sigma(y, N) \in C_{\mu}\left(F_{1}\right)$ for every $y \in R^{n}$. The element $\sigma$ has the following two properties:
(i) $\boldsymbol{\sigma}$ interpolates $y$,

$$
\begin{equation*}
N(\sigma)=y \tag{10}
\end{equation*}
$$

(ii) for every functional $L^{\wedge} \in F_{1}^{*}$ such that $C_{\mu} L^{\wedge}=\sigma, L^{\wedge}$ has the minimal semi-norm,

$$
\begin{equation*}
\left\|L^{\wedge}\right\|_{\mu}=\min \left\{\|L\|_{\mu}: L \in F_{1}^{*} \text { and } N\left(C_{\mu} L\right)=y\right\} \tag{11}
\end{equation*}
$$

Indeed, $L_{i}(\sigma)=\sum_{j=1}^{n} y_{j}<L_{i}, L_{j}>_{\mu}=y_{i}$ which proves (10). To prove (11), take
$L \in F_{1}^{*}$ such that $N\left(C_{\mu} L\right)=y$. Let $f=C_{\mu} L$. Then $f=\sigma+h$, where $N(h)$
$=0$. Define $R=L-L^{\wedge}$. Then $R \in F_{1}^{*}$ and $C_{\mu} R=f-\sigma=h$. Thus, $N\left(C_{\mu} R\right)=0$, i.e., $L_{j}\left(C_{\mu} R\right)=R\left(C_{\mu} L_{j}\right)=0, j=1,2, \ldots, n$. Observe that $\|L\|_{\mu}^{2}=\left\|L^{\wedge}\right\|_{\mu}^{2}+\|R\|_{\mu}^{2}+2\left\langle L^{\wedge}, R\right\rangle_{\mu}$, where $\left\langle L^{\wedge}, R\right\rangle_{\mu}=R\left(C_{\mu} L^{\wedge}\right)=R \sigma$ $=\sum_{j=1} y_{j} R\left(C_{\mu} L_{j}\right)=0$. Thus $\|L\|_{\mu} \geq\left\|L^{\wedge}\right\|_{\mu}$ as claimed in (11).

Note that if $C_{\mu}$ is one-to-one, then $L^{\wedge}=C_{\mu}{ }^{-1} \sigma$ and $\left\|L^{\wedge}\right\|_{\mu}{ }^{2}=\left(C_{\mu}{ }^{-1} \sigma\right) \sigma=$ $\sum_{j=1}^{n} y_{j}$. Then, (11) can be rewritten as

$$
\sum_{j=1}^{n} y_{j}^{z}=\left(C_{\mu}^{-1} \sigma\right) \sigma=\min \left\{\left(C_{\mu}^{-1} f\right) f: f \in C_{\mu}\left(F_{1}^{*}\right) \text { and } N f=y\right\}
$$

The element $\sigma(y, N)$ satisfying (i) and (ii) is called in the literature the spline interpolating $y$ or, briefly, the spline. To stress the dependence of $\sigma$ on the measure $\mu$, we shall call $\sigma=\sigma(y, N)$ the $\mu$-spline.

We define the $\mu$-spline algorithm that uses $N$ by

$$
\begin{equation*}
\phi^{s}(y)=S \sigma(y, N)=\sum_{j=1}^{n} y_{j} S\left(C_{\mu} L_{j}\right), \quad \forall y \in R^{n} . \tag{12}
\end{equation*}
$$

Thus, the $\mu$-spline algorithm is linear in $y$. We now prove that it is optimal.

Let the average radius of information $N$ be defined as the minimal error among all algorithms that use $N$,

$$
\begin{equation*}
r^{a v g}(N)=\inf _{\phi} e^{a v g}(\phi, N) . \tag{13}
\end{equation*}
$$

By an optimal algorithm we mean any algorithm $\phi^{*}$ with

$$
e^{a v g}\left(\phi^{*}, N\right)=r^{a v g}(N)
$$

Theorem 2.1 Let $N$ be of the form (8). Then the $\mu$-spline algorithm $\phi^{3}$ is optimal and

$$
\begin{equation*}
e^{a v g}\left(\phi^{d}, N\right)=r^{a v g}(N)=\int_{F_{1}} E(S f) \nu(d f, N) \tag{14}
\end{equation*}
$$

Here $\nu(; N)$ is the Gaussian measure on $\mathbf{B}\left(F_{1}\right)$ with mean element zero and correlation operator

$$
\begin{equation*}
C_{\nu}=\left(I-\sigma_{N}\right) C_{\mu} \tag{15}
\end{equation*}
$$

where the operator $\sigma_{N}: F_{1} \rightarrow F_{1}$ is given by $\sigma_{N}(f)=\sum_{j=1}^{n} L_{j}(f) C_{\mu} L_{j}, \forall f \in$ $F_{1} \cdot \square$

## Proof.

The proof follows from the fact that the $\mu$-spline is the mean of conditional (a posteriori) measure $\mu(\cdot \mid N(f)=y)$ which turns out to be equal to a translated measure $\nu$ (see the Appendix).

In Lemma 6.3 of the Appendix, we prove that for every $\phi$,

$$
\begin{aligned}
& e^{a v g}(\phi, N)= \\
& \int_{R^{n}}(2 \pi)^{-n / \varepsilon}\left\{\int_{F_{1}} E(S(f+\sigma(y, N))-\phi(y)) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{\varepsilon} / 2\right\} d y .
\end{aligned}
$$

Hence, due to linearity of $S$,

$$
\begin{align*}
& e^{a v g}(\phi, N)= \\
& \int_{R^{n}}(2 \pi)^{-n / 2}\left\{\int_{F_{1}} E(S f-(\phi(y)-S \sigma(y, N))) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y . \tag{16}
\end{align*}
$$

In particular, we have

$$
e^{a v g}\left(\phi^{\delta}, N\right)=\int_{R^{n}}(2 \pi)^{-n / 2}\left\{\int_{F_{1}} E(S f) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y
$$

$$
\begin{equation*}
=\int_{F_{1}} E(S f) \nu(d f, N) \tag{17}
\end{equation*}
$$

On the other hand, (16) yields

$$
\begin{aligned}
\int_{R^{n}}^{a v g}(N) & = \\
& (2 \pi)^{-\pi / 2}\left\{\inf _{g \in \mathbf{R}} \int_{F_{1}} E(S f-g) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}{ }^{2} / 2\right\} d y \\
& =\inf _{g \in \mathbf{R}} \int_{F_{1}} E(S f-g) \nu(d f, N) .
\end{aligned}
$$

Since $\nu(, N)$ is symmetric, i.e., $\nu(A, N)=\nu(-A, N)$, and $E$ is symmetric, then, changing the variable $f$ to $-f$, we get

$$
r^{a v g}(N)=\inf _{g \in \mathrm{R}} \int_{F_{1}}\{\{E(S f-g)+E(S f+g)\} / 2\} \nu(d f, N)
$$

Convexity of $E$ yields $E(S f) \leq(E(S f-g)+E(S f+g)) / 2$. Thus,

$$
r^{a v g}(N)=\int_{F_{1}} E(S f) \nu(d f, N)=e^{a v g}\left(\phi^{s}, N\right)
$$

Hence the $\mu$-spline algorithm is optimal. []

Remark 2.1. It is possible to generalize Theorem 2.1 without assuming that $E$ is convex and symmetric and that $S$ is a functional. Let $S: F_{1} \rightarrow F_{2}$ be a linear operator into a linear space $F_{\mathcal{Z}}$ Let $E$ be an arbitrary functional from $F_{\mathcal{Z}}$ into $\mathbf{R}$, such that for every element $g \in F_{Z}$ the functional $E(S(\cdot)-g)$ is measurable. The proof of Theorem 2.1 yields that

$$
r^{a v g}(N)=\inf _{g \in F_{2}} \int_{F_{1}} E(S f-g) \nu(d f, N)
$$

Suppose that there exists an element $g^{*} \in R$ such that

$$
r^{a v g}(N)=\int_{F_{1}} E\left(S f-g^{*}\right) \nu(d f, N)
$$

Define the translated $\mu$-spline algorithm $\phi^{*}$ by

$$
\phi^{*}(N f)=\phi^{*}(N f)+g^{*} .
$$

Then

$$
\begin{aligned}
& e^{a v g}\left(\phi^{*}, N\right)= \\
&\left.\int_{R^{n}}(2 \pi)^{-n / \varepsilon_{2}} \int_{F_{1}} E\left(S f-\left(\phi^{*}(y)-\phi^{d}(y)\right)\right) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{2} / g\right\} d y \\
&=\int_{F_{1}} E\left(S f-g^{*}\right) \nu(d f, N)=r^{a v g}(N)
\end{aligned}
$$

Thus, if $g^{*}$ exists, then $\phi^{*}$ is optimal. On the other hand, if $g^{*}$ does not exist, then there is no optimal algorithm, i.e., $r^{a v g}(N)<e^{a v g}(\phi, N), \forall \phi$. However, taking $g^{*}$ so that

$$
\int_{F_{1}} E\left(S f-g^{*}\right) \nu(d f, N)
$$

is close to $r^{a v g}(N)$, we get an algorithm $\phi^{*}(N f)=\phi^{\delta}(N f)+g^{*}$ with almost minimal average error. []

We end this section by exhibiting an explicit formula for the radius of information $N$.

Theorem 2.2. Let $N$ be of the form (8). Then

$$
\begin{equation*}
r^{a v g}(N)=(2 / \pi)^{1 / 2} \int_{0}^{\infty} E\left(t c(N)^{1 / 2}\right) \exp \left\{-t^{2} / 2\right\} d t, \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
c(N)=S(C, S)=\|S\|_{\mu}^{2} \cdot \sum_{j=1}^{n}<S, L_{j}>_{\mu}^{2} \tag{19}
\end{equation*}
$$

## Proof.

Define the induced probability measure on $\mathbf{B}(R)$ by

$$
\begin{equation*}
\lambda(B, N)=\nu\left(S^{-1}(B), N\right), \quad \forall B \in \mathbf{B}(R) \tag{20}
\end{equation*}
$$

Since $\nu(, N)$ is Gaussian with mean element zero and correlation operator $C_{\nu}, \lambda(\cdot$ ,$N$ ) is the Gaussian (normal) measure on $\mathrm{B}(R)$ with mean element (value) zero and correlation operator (value) given by

$$
c(N)=S\left(C_{\nu} S\right)=\langle S, S\rangle_{\mu}-\sum_{j=1}^{n}\left\langle S, L_{j}\right\rangle_{\mu}^{2}
$$

Changing variables in $r^{a v g}(N)=\int_{F_{1}} E(S f) \nu(d f, N)$ by $x=S f$, we get

$$
\begin{aligned}
& r^{a v g}(N)=\int_{R} E(x) \lambda(d x, N) \\
& \left.\quad=(2 \pi c(N))^{-1 / 2} \int_{-\infty}^{\infty} E(x) \exp \left\{-x^{2} / l 2 c(N)\right]\right\} d x
\end{aligned}
$$

From this and symmetry of $E$, we get (18).

Theorem 2.2 states that the average radius of $N$ is fully characterized by $c(N)$. Note that due to (8), $c(N)$ can be rewritten as

$$
\begin{aligned}
c(N) & =\left\|S \cdot \sum_{j=1}^{n}<S, L_{j}>_{\mu} L_{j}\right\|_{\mu}^{2} \\
& =\inf \left\{\|S-G\|_{\mu}^{2}: G \in \operatorname{lin}\left\{L_{1}, \ldots, L_{n}\right\}\right\}
\end{aligned}
$$

Thus, the correlation value $c(N)$ is equal to the error of the least square approximation of $S$ by $\operatorname{lin}\left\{L_{1}, \ldots, L_{n}\right\}$ with respect to $\left.<\cdot, \cdot\right\rangle_{\mu}$.

### 2.3 Adaption Does not Help on the Average

Up to now we have considered information of the form $N(f)=L_{1}(f), \ldots$, $L_{n}(f)$. This means that $N$ consists of $n$ evaluations of continuous linear functionals $L_{i}, i=1,2, \ldots, n$, which are chosen independently of $f$. This is why $N$ is called nonadaptive, denoted by $N^{n o n}$. In practice, a more general kind of information is often used. Namely, information consists of evaluations of $n$ continuous linear functionals, which are chosen adaptively, depending on previously computed values. That is

$$
\begin{equation*}
N^{a}(f)=\left(L_{1}(f), L_{2}\left(f, y_{1}\right), \ldots, L_{n}\left(f, y_{1}, \ldots, y_{n-1}\right)\right) \tag{21}
\end{equation*}
$$

where $y_{1}=y_{1}(f)=L_{1}(f), y_{i}=y_{i}(f)=L_{i}\left(f, y_{1}, \ldots, y_{i-1}\right), i=2, \ldots, n$. We assume that for a fixed $y=\left(y_{1}, \ldots, y_{n} l \in R^{n}, L_{i, y}=L_{i}\left(\cdot, y_{1}, \ldots, y_{i-1}\right)\right.$ is linear and continuous and that the mappings $G_{i}: R^{n} \rightarrow F_{1}{ }^{*}, G_{i}(y)=L_{i, y}$, are Borel measurable. Such information $N^{a}$ is called adaptive.

Since adaptive information has much richer structure than nonadaptive information, one might hope to achieve more by using adaptive information. We now prove that this hope is groundless. That is, adaption does not help on the average. (For similar results in Hilbert spaces, see [46, 49, 50]. This shows that the restriction to nonadaptive information, which we made in previous sections, is without loss of generality.

To prove that adaption does not help, we construct, for any adaptive $N^{\text {a }}$, nonadaptive information of a similar structure to $N^{a}$, which is not less powerful. The construction is obtained by fixing $y_{i}$ in (21). More precisely, given $N^{a}, N^{a}(f)$ $=/ L_{1}(f), L_{2}\left(f, y_{1}\right), \ldots, L_{n}\left(f, y_{1}, \ldots, y_{n-1}\right)$ with $y_{i}=y_{i}(f)=L_{i}\left(f, y_{1}(f), \ldots\right.$, $y_{i-1}(f) \nmid$, and given an element $y^{*}=\left|y_{1}^{*}, \ldots, y_{n}^{*}\right| \in R^{n}$, let

$$
\left.N_{y}^{n o n} \alpha f\right)=\left[L_{1}(f), L_{q, y}(f), \ldots, L_{n, y}(f)\right], \quad \forall f \in F_{1}
$$

Of course, $N^{n o n}{ }_{y}^{*}$ is nonadaptive.
Theorem 2.3 For every adaptive $N^{a}$, there exists an element $y^{*} \in R^{n}$, such that

$$
r^{a v g}\left(N^{n o n} y^{*}\right) \leq r^{a v g}\left(N^{a}\right)
$$

## Proof.

We only sketch the proof, since it is similar to that of [48] Th.3.1. Without loss of generality, we can assume that for every $y=\left|y_{1}, \ldots, y_{n}\right| \in R^{n}$,

$$
<L_{i, y}, L_{j, y}>_{\mu}=\delta_{i, j}, \forall i, j=1,2, \ldots, n
$$

It can be shown that for any algorithm $\phi,(1 B)$ holds with $\nu(, N)$ replaced by $\nu(\cdot$ ,$N^{n o n}{ }_{y}$ ). That is,

$$
\begin{aligned}
& e^{a v g}\left(\phi, N^{a}\right)= \\
& \int_{R^{n}}(2 \pi)^{n / \ell_{\{ }} \int_{F_{1}} E\left(S f-\left(\phi(y)-S \sigma\left(y, N_{y}^{n o n}\right)\right) v\left(d f, N^{m o n}{ }_{y}\right)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}{ }^{z} / 2\right\} d y .
\end{aligned}
$$

From this and (14) (see also Remark 2.1),

$$
\begin{align*}
& \int_{R^{n}}^{a v g}\left(N^{a}\right)= \\
&(2 \pi)^{-n / \varepsilon}{\left.\underset{g \in R}{ } \inf _{F_{1}} E(S f-g) \nu\left(d f, N_{y}^{n o n_{y}}\right)\right\} \exp \left\{\cdot \sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y}=\int_{R^{n}}(2 \pi)^{-n / 2} r^{a v g}\left(N_{y}^{n o n}\right) \exp \left\{\cdot \sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y
\end{align*}
$$

Suppose it were true that for any element $y \in R^{n}$,

$$
r^{a v g}\left(N^{d}\right)<r^{a v g}\left(N_{y}^{n o n}\right)
$$

Integrating over $y$, we would have

$$
r^{a v g}\left(N^{a}\right)<\int_{R^{n}}(2 \pi)^{-n / 2} \quad r^{a v g}\left(N_{y}^{n o n}\right) \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y,
$$

which contradicts (22). Thus, there exists an element $y^{*} \in R^{n}$, such that

$$
r^{a v g}\left(N_{y^{*}}^{n o n}\right) \leq r^{a v g}\left(N^{a}\right),
$$

which completes the proof. []

Theorem 2.3 states that to find optimal information, it is sufficient to consider only nonadaptive information.

Remark 2.2 In the proof of Theorem 2.3 we do not use convexity or symmetry of $E$ and the fact that $S$ is a functional. Hence this theorem holds for $S$ and $E$ as in Remark 2.1. []

### 2.4 Optimal Information

Up to now we have assumed that the information operator $N=/ L_{1}, \ldots, L_{n} /$ is fixed. Suppose now that we can choose functionals $L_{i}$, which form information $N$. Let $\mathbf{L}$ be a given class of permissible functionals $L$. We want to find $n$ functionals $L_{i}{ }^{*}$ from $L$ such that the average radius of $N_{n}{ }^{*}, N_{n}{ }^{*}=/ L_{1}{ }^{*}, \ldots$, $L_{n}{ }^{*} /$ is minimal. Such information is called nth optimal information, and its radius is called the nth minimal radius (with respect to $\mathbf{L}$ ),

$$
r^{a v g}\left(N_{n}\right)=r^{a v g}(n, \mathrm{~L})=\inf \left\{r^{a v g}(N): N=\left[L_{1}, \ldots, L_{n}, L_{i} \in \mathrm{~L}\right\}\right.
$$

We use Theorem 2.2 to exhibit optimal information. Due to that theorem, the radius of $N$ is given by

$$
r^{a v g}(N)=(2 / \pi)^{1 / 2} \int_{0}^{\infty} E\left(t c(N)^{1 / 2}\right) \exp \left\{-t^{2} / 2\right\} d t
$$

Since $E$ is convex and symmetric, $E$ is nondecreasing on $R_{+}$. Thus to minimize $r^{a v g}(N)$, it is enough to minimize $c(N)$. Let

$$
\begin{align*}
c(n, \mathrm{~L}) & =\inf \left\{c(N): N=\left\{L_{1}, \ldots, L_{n}\right], L_{i} \in \mathrm{~L}\right\}  \tag{23}\\
& =\inf \left\{\|S-G\|_{\mu}^{2}: G \in \operatorname{lin}\left\{L_{1}, \ldots, L_{n}\right\}, \quad L_{i} \in \mathbf{L}\right\} .
\end{align*}
$$

Then

$$
\begin{equation*}
r^{a v g}(n, \mathrm{~L})=(2 / \pi)^{1 / 2} \int_{0}^{\infty} E\left(t c(n, \mathrm{~L})^{t / 2}\right) \exp \left\{-t^{2} / 2\right\} d t . \tag{24}
\end{equation*}
$$

This means that the nth minimal radius is fully characterized by the least square error of approximating $S$ by a functional from $n$ dimensional spaces spanned by elements from $\mathbf{L}$. Let $L_{1}{ }^{*}, \ldots, L_{n}{ }^{*} \in \mathbf{L}$ be such that

$$
\begin{equation*}
c(n, \mathrm{~L})=\operatorname{in} f\left\{\|S-G\|_{\mu}^{2}: G \in \operatorname{lin}\left\{L_{1}^{*}, \ldots, L_{n}^{*}\right\}\right\} \tag{25}
\end{equation*}
$$

Then $N_{n}{ }^{*}$,

$$
\begin{equation*}
N_{n}^{*}(f)=\left(L_{1}^{*}(f), \ldots, L_{n}^{*}(f)\right) \tag{26}
\end{equation*}
$$

is $n$th optimal.

## 3 Probabilistic Setting

In this section we study optimal algorithms and optimal information in the probabilistic setting. Let $S, E, N$ and $\phi$ be defined as in Section 2. As for the average case setting we wish to approximate $S f$ by $\phi(N f)$ so that $E(S f-\phi(N f))$ is small. In the probabilistic setting, the performance of $\phi$ is measured by the probability of success, i.e., by the probability that $E(S f-\phi(N f))$ is small. More precisely, given $\epsilon \geq 0$, let

$$
\begin{equation*}
\operatorname{prob}(\phi, N, \epsilon)=\mu\left(\left\{f \in F_{1}: E(S f-\phi(N f)) \leq \epsilon\right\}\right) \tag{27}
\end{equation*}
$$

and let

$$
\begin{equation*}
\operatorname{prob}(N, \epsilon)=\sup _{\phi} \operatorname{prob}(\phi, N, \epsilon) . \tag{28}
\end{equation*}
$$

We seek an optimal algorithm $\phi^{*}$, i.e., an algorithm with the largest probability of success,

$$
\operatorname{prob}\left(\phi^{*}, N, \epsilon\right)=\operatorname{prob}(N, \epsilon) .
$$

### 3.1 Spline Algorithms are Optimal in the Probabilistic Setting

For nonadaptive $N$ let $\phi^{\phi}$ be the $\mu$-spline algorithm and let $c(N)$ be defined as in Section 2. For convex and symmetric $E$ let

$$
E^{-1}(\epsilon)=\sup \{t \in R: E(t) \leq \epsilon\} .
$$

To avoid some unimportant complications, we assume that $E(0)=0$, i.e., $E^{-1}(\epsilon)$ is well defined for any $\in \in R_{+}$.

Theorem 3.1 For every nonadaptive $N$ of the form (8), the $\mu$-spline algorithm $\phi^{\mathbf{*}}$ is optimal in the probabilistic setting,

$$
\begin{equation*}
\operatorname{prob}(N, \epsilon)=\operatorname{prob}\left(\phi^{s}, N, \epsilon\right)=(2 / \pi)^{1 / 2} \int_{0}^{b} \exp \left\{-t^{2} / 2\right\} d t \tag{29}
\end{equation*}
$$

with $b=b(N, \epsilon)=E^{-1}(\epsilon) / c(N)^{1 / 8}$. Here, by convention, $x / 0=+\infty, \forall x \in R_{+}$

## Proof.

As in the proofs of Theorems 2.1 and 2.2. we conclude that

$$
\begin{aligned}
& \operatorname{prob}(\phi, N, \epsilon)= \\
& (2 \pi)^{-n / 2} \int_{R^{n}}^{\nu\left(\left\{f \in F_{1}: E\left(S f-\left(\phi(y)-\phi^{8}(y)\right)\right) \leq \epsilon\right\}, N\right) \exp \left\{-\sum_{j=1}^{n} y_{j}^{\varepsilon} / 2\right\} d y .}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \operatorname{prob}(N, \epsilon)= \\
& \begin{aligned}
&(2 \pi)^{-n / 2} \int_{\left.R^{n}\right\}} \in \mathbf{R u p} \\
&\left.=\sup _{g \in \mathbf{R}} \nu\left(\left\{f \in F_{1}: E(S f-g) \leq \epsilon\right\}, N\right) \exp \left\{-\sum_{j=1}^{n} y_{j}{ }^{2} / 2\right\}\right\} d y \\
&=\sup _{g \in \mathbf{R}} \lambda(\{t \in R: E(t f-g) \leq \epsilon\}, N)
\end{aligned}
\end{aligned}
$$

where $\lambda(, N)$ is defined by (20). Since $E$ is nondecreasing, closure $\{t \in R: E(t-g) \leq \epsilon\}=\left\{t \in R:|t-g| \leq E^{-1}(\epsilon)\right\}$, and therefore

$$
\operatorname{prob}(N, \epsilon)=\sup _{g \in \mathrm{R}}(2 \pi)^{-1 / 2} \int_{a_{1}}^{a_{2}} \exp \left\{-t^{2} / 2\right\} d t
$$

with $a_{1}=a_{1}(g)=\left(g-E^{-1}(\epsilon)\right) / c(N)^{1 / 2}$ and $a_{2}=a_{g}(g)=(g+$ $\left.E^{-1}(\epsilon)\right) / c(N)^{1 / 2}$. It is easy to check that the supremum is attained for $g=0$ and therefore

$$
\operatorname{prob}(N, \epsilon)=(2 / \pi)^{1 / 2} \int_{0}^{b} \exp \left\{-t^{2} / 2\right\} d t
$$

For the $\mu$-spline algorithm $\phi^{s}$ we get

$$
\operatorname{prob}\left(\phi^{*}, N, \epsilon\right)=\nu\left(\left\{f \in F_{1}: E(S f) \leq \epsilon\right\}, N\right)=\operatorname{prob}(N, \epsilon) .
$$

Hence $\phi^{3}$ is optimal. []

Remark 3.1 Similar to Remark 2.1 one can easily prove the optimality of a translated $\boldsymbol{\mu}$-spline algorithm for an arbitrary linear operator $\mathbf{S}$ and an arbitrary measurable $E$. More precisely, if there exists an element $g^{*} \in R$ for which $\nu(\{f \in$ $\left.\left.F_{1}: E\left(S f-g^{*}\right) \leq \epsilon\right\}, N\right)$ attains its maximal value, then the algorithm $\phi^{*}(N f)$ $=\phi^{3}(N f)+g^{*}$ is optimal. If such $g^{*}$ does not exist, then there is no optimal algorithm. []

### 3.2 Adaption does not help in the Probabilistic Setting

Theorem 3.2 For every adaptive information $N^{a}$, there exists an element $y^{*} \epsilon$ $R^{n}$, such that

$$
\operatorname{prob}\left(N_{y} *^{n o n}, \epsilon\right) \geq \operatorname{prob}\left(N^{3}, \epsilon\right)
$$

Since the proof is similar to that of Theorem 2.3, we omit it.

We want to add that Theorem 3.2 holds also for $S$ and $E$ as in Remark 2.1. In that case the element $\boldsymbol{y}^{*}$ might strongly depend on $\epsilon$ and in particular might be quite different than the corresponding element from Theorem 2.3. However, if $S$ is a linear functional and $E$ is convex and symmetric, as we assume in this paper, one can choose a common element $y^{*}$ such that both

$$
r^{a v g}\left(N_{y}{ }^{n o n}\right) \leq r^{a v g}\left(N^{a}\right)
$$

and

$$
\operatorname{prob}\left(N_{y},{ }^{n o n}, \epsilon\right) \geq \operatorname{prob}\left(N^{a}, \epsilon\right), \forall \epsilon \geq 0
$$

holds at the same time. That is, instead of $N^{a}$ one can use $N_{y}{ }^{\text {non }}$ which is at least as good as $N^{a}$ in both the average case and the probabilistic settings for every $\epsilon$. For instance, if in $f_{y} c\left(N_{y}^{n o n}\right)$ is attained for $y=z$, one can set $y^{*}=$ z. Otherwise, $y^{*}$ should be so that $c\left(N_{y}{ }^{n o n}\right)$ is close enough to the above infimum.

### 3.3 Optimal Information in Probabilistic Setting

We want to find optimal information for the probabilistic setting. As in Section 2.4 let $L$ be a given class of linear functionals. The nth maximal prabability (with respect to $\mathbf{L}$ ) is defined as

$$
\operatorname{prob}(n, \mathbf{L}, \epsilon)=\sup \left\{\operatorname{prob}(N, \epsilon): N=\left[L_{1}, \ldots, L_{n}\right], \quad L_{i} \in \mathbf{L}\right\}
$$

and the $n$th optimal information $N_{n}^{*}$ is defined by

$$
\operatorname{prob}\left(N_{n}^{*}, \epsilon\right)=\operatorname{prob}(n, L, \epsilon)
$$

Similar to Section 2.4, we maximize $\operatorname{prob}(N, \epsilon)$ iff the correlation value $c(N)$ is minimized. Thus,

$$
\operatorname{prob}(n, L, \epsilon)=(2 / \pi)^{1 / 2} \int_{0}^{b^{*}} \exp \left\{-t^{2} / 2\right\} d t,
$$

where $b^{*}=b^{*}(n, \epsilon)=E^{-1}(\epsilon) / c(n, L)^{1 / 2}$ and $c(n, L)$ is given by (23). Since for $N_{n}^{*}$ defined by $(26), c\left(N_{n}^{*}\right)=c(n, L)$, the information operator $N_{n}^{*}$ is also
optimal in the probabilistic setting. Note that $N_{n}^{*}$ does not depend on $\epsilon$. This and the optimality of the $\mu$-spline algorithm tell us that using $N_{n}^{*}$ and $\phi_{\mathrm{n}}{ }^{*}$, we maximize the probability of success for every $\epsilon$.

## 4 Asymptotic Setting with a Measure

In this section, we report very briefly about the optimality of $\mu$-spline algorithms in the asymptotic setting, based on a recent paper [50]. Unlike in the average case and probabilistic settings, we do not fix the cardinality of information. Instead, we let $n=\operatorname{card}\left(N_{n}\right)$ go to infinity, and we investigate bow to approximate $S f$ by $\phi_{n}\left(N_{n} f\right)$ so that $\mid S f-\phi_{n}\left(N_{n} f\right\rangle$
tends to zero as fast as possible for almost all $f \in F_{1}$. That is, we have a sequence of adaptive information operators $\left\{N_{n}\right\}$ as defined in Section 2.3, and we seek a sequence of algorithms which enjoys the best possible rate of convergence of $\mid S f-\phi_{n}\left(N_{n} f\right\rangle$ for almost all $f \in F_{i}$. We assume that $N_{n}$ is contained in $N_{n+1}$, i.e.,

$$
N_{n+1}(f)=\left[N_{n}(f), L_{n+1}\left(f, y_{1}, \ldots, y_{n}\right)\right]
$$

which is not a restrictive assumption in practice.

The asymptotic setting has been recently investigated in [50] for linear problems in Hilbert spaces with a measure; that is, for approximation of $S: F_{1} \rightarrow F_{g}$, where $F_{1}, F_{Z}$ are separable Hilbert spaces, $F_{1}$ is equipped with a Gaussian measure, and $S$ is a continuous linear operator. Recall that here $F_{1}$ is a separable Banach space and $S$ is a continuous linear functional. However, knowing that $\lambda$, the induced measure in (20), is Gaussian, one can obtain all the results from [50] for the case studied in this paper. We have

Theorem 4.1 For every sequence of adaptive information $\left\{N_{n}\right\}$, the $\mu$-spline algorithms $\left\{\phi_{n}{ }^{8}\right\}$ are optimal, i.e., for every sequence of algorithms $\left\{\phi_{n}\right\}$

$$
\begin{equation*}
\mu\left(\left\{f \in F_{1}: \lim m_{n \rightarrow \infty} \mid S f-\phi_{n}\left(N_{n}(f) M / S \int-\phi_{n}^{s}\left(N_{n}(f) X=0\right\}\right)=0 .\right.\right. \tag{30}
\end{equation*}
$$

This theorem states that some algorithms might be better than the $\mu$-spline algorithms only on a set of $\mu$-measure zero. Hence the best rate of convergence is achieved by the $\mu$-spline algorithms. This rate is characterized in

Theorem 4.2 For every sequence of adaptive information $\left\{N_{n}\right\}$,

$$
\begin{equation*}
\mu\left(\left\{f \in F_{1}: \lim _{n \rightarrow \infty} \mid S f-\phi_{n}{ }^{8}\left(N_{n} f \lambda / c\left(N_{n}, f\right)^{1 / 2}=0\right\}\right)=0\right. \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu\left(\left\{f \in F_{1}: \lim _{n \rightarrow \infty} c\left(N_{n}, f\right)^{1 / 2} / \mid S f-\phi_{n}^{s}\left(N_{n} f \lambda=0\right\}\right)=0\right. \tag{32}
\end{equation*}
$$

where $c\left(N_{n}, f\right)=c\left(N_{n}^{n o n}, N_{n} f\right)$ is the correlation value of $\lambda\left(;, N_{n, N_{n} f}\right)$, see (19). []

Theorems 4.1 and 4.2 state close relations between the asymptotic setting with a Gaussian measure and the average case setting.

We now comment on optimal information. In the asymptotic setting information $\left\{N_{n}{ }^{* *}\right\}$ is optimal if it provides the best possible rate of convergence. Due to Theorem 4.2, this means that $c\left(N_{n}{ }^{* *}\right)$ goes to zero with the best rate of convergence. Due to Theorems 4.1 and 4.2 , no sequence of algorithms using any sequence of information operators has rate of convergence better than $c(n, L)$. Can this rate be achieved? Note that for $N_{n}{ }^{*}$, as in Sections 2.4 and 3.4, $c\left(N_{n}{ }^{*}\right)=$ $c(n, \mathbf{L})$. However, for some specific $\mathbf{L}, N_{n}{ }^{*}$ need not contain $N_{n-1}$. In this case we use the following approach, suggested by [56]. Let $N_{n}{ }^{* *}$ be a sequence of information operators, such that $N_{n}{ }^{* *} \subseteq N_{n+1}{ }^{* *}$, and for $n=2^{k}-1$,

$$
\begin{equation*}
N_{n}{ }^{*}(f)=\left[N_{1}^{*}(f), N_{2}^{*}(f), N_{1}^{*}(f), \ldots, N_{2^{k-1}} *(f)\right] . \tag{33}
\end{equation*}
$$

Then for every $n, N_{n}{ }^{* *}$ contains $N_{f / 2]^{*}}$, and therefore,

$$
c\left(N_{n}^{* *}\right) \leq c\left(N^{*}(n / \ell)=c(m / 2 / \mathbf{L})\right.
$$

Now, if $c(m / 2 /, \mathbf{L})=\Theta(c(n, L))$, which holds, for instance, for $c(n, \mathbf{L})=\Theta\left(n^{-r}\right)$, then

$$
c\left(N_{n}^{* *}\right)=\Theta(c(n, \mathbf{L})),
$$

and therefore $\left\{N_{n}{ }^{* *}\right\}$ is optimal.

## 5 Applications

In this section we apply the results reported in the previous sections to linear problems in a space of regular functions equipped with a Wiener measure. Since the original work by Wiener in the 1920 's, Wiener measures have received a great deal of attention. They are among the most widely used and studied measures on function spaces, and they are of interest to statisticians and physicists, see [4, 22, 31, 34, 45, 51, 52].

We begin with the definition and some properties of Wiener measures.

### 5.1 Wiener measures

Let $C^{r}[0,1]$ be the class of $r$ times continuously differentiable functions defined on $[0,1]$. Let $C_{0}{ }^{r}=\left\{f \in C^{r}\left(0,1 \mid: f^{(j)}(0)=0, j=0,1, \ldots, r\right\}, r=0,1, \ldots\right.$ . Obviously, $C_{0}{ }^{r}$ equipped with the norm $\|f\|=\sup \left\{\left|f^{(r)}(t)\right|: t \in[0,1 /\}\right.$, is a separable Banach space. Let $D^{r}$ be the rth derivative operator, $D^{r} f=f^{(r)}$ for every $f$ from $C^{r}(0,1)$. Note that $D^{r}$, restricted to $C_{0}{ }^{r}$, is one-to-one and $D^{r}\left(C_{0}^{r}\right)$ $=C_{0}{ }^{0}$.

The Wiener measure $\mu$ on $\mathbf{B}\left(C_{0}{ }^{r}\right)$ is defined by

$$
\begin{equation*}
\mu(B)=w\left(D^{r}(B)\right), \quad \forall B \in \mathbf{B}\left(C_{0}^{r}\right) \tag{34}
\end{equation*}
$$

where $w$ is the classical Wiener measure on $\mathbf{B}\left(C_{0}{ }^{0}\right)$, uniquely defined by

$$
\begin{align*}
& w\left(\left\{f \in C_{0}^{0}: f\left(t_{j}\right)-f\left(t_{j-1}\right) \in\left(a_{j}, b_{j}\right), j=1, \ldots, k\right\}\right)= \\
& \left.\prod_{j=1}^{k}\left(2 \pi\left(t_{j}-t_{j-1}\right)\right)^{-1 / 2} \int_{a_{1}}^{b_{1}} \int_{a_{k}}^{b_{k}} \exp \left\{-\sum_{j=1}^{k} y_{j}^{g} / / 2\left(t_{j}-t_{j-1}\right)\right]\right\} d y,  \tag{35}\\
& \text { for any } 0=t_{0}<t_{1}<\ldots<t_{k} \leq 1 \text { and } a_{j}<b_{j}, \text { see }[21] .
\end{align*}
$$

Take an operator $T$ defined on the space of integrable functions on $[0,1]$

$$
\begin{equation*}
(T f)(x)=\int_{0}^{x} f(t) d t \tag{96}
\end{equation*}
$$

Then for $m \geq 0$,

$$
\begin{align*}
\left(T^{m} f\right)(x) & =\int_{0}^{x} \int_{0}^{t_{1}} \ldots \int_{0}^{t_{m-1}} f\left(t_{m}\right) d t_{m} \ldots d t_{1} \\
& =\int_{0}^{x}\left\{(x-t)^{m-1} /(m-1)!\right\} f(t) d t  \tag{97}\\
& =\int_{0}^{1}\left\{(x-t)_{+}^{m-1} /(m-1)!\right\} f(t) d t
\end{align*}
$$

where for $k \geq 1$
$(x-t)_{+}^{k}=\left\{\begin{array}{cc}(x-t)^{k} & \text { if } t \leq x, \\ 0 & \text { if } t>x,\end{array}\right.$
and

$$
(x-t)_{+}^{0}= \begin{cases}1 & \text { if } t \leq x \\ 0 & \text { if } t>x\end{cases}
$$

Note that $T^{m}$ is one-to-one and $T^{m}\left(C_{0}^{j}\right)=C_{0}^{j+m}$. Furthermore $D^{m} T^{m}=I$.

For every $L \in\left(C_{0}{ }^{r}\right)^{*}$, take a function $s_{L}:[0,1] \rightarrow \mathbf{R}$, which is of bounded variation, continuous from the left and $s_{L}(1)=0$, such that

$$
\begin{equation*}
L(f)=\int_{0}^{1} f^{r}(t) d\left(s_{L}(t)\right), \quad \forall f \in C_{0}^{r} . \tag{38}
\end{equation*}
$$

Such a function $s_{L}$ exists due to Riesz Representation Theorem and the fact that $f=T f^{(r)}$.

For every $r \geq 0$, the Wiener measure $\mu$ on $\mathbf{B}\left(C_{0}{ }^{r}\right)$ is the Gaussian measure with mean element zero and correlation operator $C_{\mu}$,

$$
\begin{equation*}
C_{\mu} L=-T^{r+1} s_{L} \tag{39}
\end{equation*}
$$

or equivalently,

$$
\left(C_{\mu} L\right)(x)=L\left(T^{r} g_{x}\right),
$$

where $g_{\boldsymbol{z}}(t)=\left|x^{r+1}-(x-t)_{+}^{r+1} / /(r+1)\right|, \forall x, t \in[0,1]$. For completeness, we present a proof. For $r=0, \mu=w$ and the characteristic functional of $\mu$ is equal to

$$
\begin{aligned}
\psi_{w}(L) & =\int_{C_{0}^{0}} \exp \{i L(f)\} w(d f) \\
& =\int_{C_{0}} \exp \left\{i \int_{0}^{1} f(t) d\left(s_{L}(t)\right)\right\} w(d f) \\
& =\exp \left\{-\int_{0}^{1}{ }^{2}{ }_{L}^{2}(t) d t / 2\right\} \\
& =\exp \left\{\int_{0}^{1}\left(T s_{L} \backslash(t) d\left(s_{L}(t)\right) / 2\right\}\right. \\
& =\exp \left\{-L\left(-T s_{L}\right) / 2\right\} .
\end{aligned}
$$

For the third equality see [21] Th. 5.1, p.82. Thus, for $r=0, C_{w} L=-T s_{L}$. Hence $w$ is Gaussian with mean element zero and correlation operator $C_{w} L=$ - $T_{s}$. For $r \geq 1, \mu=w D^{r}$, and therefore

$$
\psi_{\mu}(L)=\int_{C_{0}{ }^{r}} \exp \{i L(f)\} \mu(d f)=\int_{C_{0}{ }^{0}} \exp \left\{i L T^{r}(f)\right\} w(d f)
$$

$$
=\psi_{w}\left(L T^{r}\right), \quad \forall L \in\left(C_{0}^{r}\right)^{*}
$$

Since $L T^{r} \in\left(C_{0}{ }^{0}\right)^{*}$, we get

$$
\Psi_{\mu}(L)=\exp \left\{-L T^{r}\left(C_{w}\left(L T^{r}\right)\right) / 2\right\}
$$

Note that $L(f)=\int_{0}^{t} f^{(r)}(t) d\left(s_{L}(t)\right)$ and $L T^{r}(f)=L\left(T^{r} f\right)=\int_{0}^{1} f(t) d\left(s_{L}(t)\right)$.
Therefore $C_{w}\left(L T^{r}\right)=-T s_{L}$, and $L T^{r}\left(C_{w}\left(L T{ }^{r}\right)\right)=L\left(T^{r}\left(-T s_{L}\right)\right)=$ $L\left(-T^{r+1} s_{L}\right)=L\left(C_{\mu} L\right)$. Thus, $\psi_{\mu}(L)=\exp \left\{-L\left(C_{\mu} L\right) / 2\right\}$ which proves that $\mu$ is the Gaussian measure on $\mathbf{B}\left(C_{0}{ }^{r}\right)$ with mean element zero and correlation operator $C_{\mu}, C_{\mu} L=-T^{r+1} s_{L}$. We now prove that $\left(C_{\mu} L\right)(x)=L\left(T^{r} g_{x}\right)$. Indeed,

$$
\begin{aligned}
& L\left(T^{r} g_{x}\right)= \int_{0}^{1}\left(D^{r} T^{r} g_{x}\right)(t) d\left(s_{L}(t)\right)=\int_{0}^{1} g_{x}(t) d\left(s_{L}(t)\right) \\
&=x^{r+1} /(r+1)!\int_{0}^{1} 1 d\left(s_{L}(t)\right)-\int_{0}^{1}(x-t)_{+}^{r+1} /(r+1)!d\left(s_{L}(t)\right) \\
&=-x^{r+1} /(r+1)!s_{L}(0)+\int_{0}^{1} s_{L}(t) d\left((x-t)_{+}^{r+1} /(r+1)!\right)+ \\
&(x-0)_{+}^{r+1} /(r+1)!s_{L}(0) \\
&=\left(T^{r+1} s_{L}\right)(x)
\end{aligned}
$$

as claimed. From (39) we see that for every $L \in\left(C_{0}^{r}\right)^{*}, C_{\mu} L$ is a function from $C_{0}^{r}$ with ( $r+1$ )at derivative of bounded variation.

### 5.2 Spline Algorithms and their Errors

In this section we apply results from Section 2 to 4 for $F_{1}=C_{0}{ }^{r}$, where $\mu$ is the Wiener measure. Without loss of generality we consider only nonadaptive information, since we know that adaption does not help. Let $N, N(f)=L_{1}(f)$, $\left.L_{Q}(f), \ldots, L_{n}(f)\right]$ be given. Then

$$
\begin{equation*}
L_{i}(f)=\int_{0}^{1} f^{(r)}(t) d\left(s_{i}(t)\right) \tag{40}
\end{equation*}
$$

for some $s_{i}$ of bounded variation, continuous from the left and $s_{i}(1)=0$. Note that

$$
\begin{align*}
& \left\langle L_{i}, L_{j}\right\rangle_{\mu}=L_{i}\left(C_{\mu} L_{j}\right)=L_{i}\left(-T^{r+t_{s}}\right) \\
& =\int_{0}^{1} s_{j}(t) s_{i}(t) d(t)=\left\langle s_{i}, s_{j}\right\rangle_{l_{2}} \tag{41}
\end{align*}
$$

Thus, the assumption (8) that $\left\langle L_{i}, L_{j}\right\rangle_{\mu}=\delta_{i, j}$ means that the functions $s_{i}$ are orthonormal in $l_{2}$-norm. Then the $\mu$-spline element interpolating $y=N(f)$ is of the following form

$$
\begin{equation*}
\sigma(y, N)=-\sum_{j=1}^{n} y_{j} T^{r+1} s_{j} . \tag{42}
\end{equation*}
$$

For the $\mu$-spline algorithm $\phi^{s}, \phi^{s}(y)=S \sigma(y, N)$, we have

$$
\begin{align*}
& e^{a v g}\left(\phi^{\theta}, N\right)=(2 / \pi)^{t / 2} \int_{0}^{\infty} E\left(t c(N)^{1 / 2}\right) \exp \left\{-t^{2} / 2\right\} d t \\
& \operatorname{prob}\left(\phi^{s}, N, \epsilon\right)=(2 / \pi)^{t / 2} \int_{0}^{b} \exp \left\{-t^{2} / 2\right\} d t \tag{43}
\end{align*}
$$

where $b=b(N, \epsilon)=E^{-1}(\epsilon) / c(N)^{1 / 2}$ and

$$
\begin{equation*}
c(N)=\operatorname{in} \int\left\{\|S-G\|_{\mu}^{2}: G \in \operatorname{lin}\left\{L_{1}, \ldots, L_{n}\right\}\right\} \tag{44}
\end{equation*}
$$

Since $S$ belongs to $\left(C_{0}^{r}\right)^{*}$, there exists a function $s$ of bounded variation, continuous from the left and $s(1)=0$, such that

$$
S(f)=\int_{0}^{t} f^{(r)}(t) d(s(t))
$$

Due to (41), we get

$$
\begin{equation*}
c(N)=\inf \left\{\int_{0}^{1}(s(t)-g(t))^{2} d t: g \in \operatorname{lin}\left\{s_{0}, \ldots, s_{n}\right\}\right\} \tag{45}
\end{equation*}
$$

Hence $c(N)$ equals to the square of the error of least square approximation of $s$ by
$\operatorname{lin}\left\{s_{1}, \ldots, s_{n}\right\}$ with respect to the $l_{g}$-norm.

### 5.3 Standard Information

From now on we assume that $N$ consists of function and derivatives evaluations,

$$
\begin{equation*}
N(f)=\left(f\left(t_{1}\right), \ldots, f^{\left(k_{1}\right)}\left(t_{1}\right), \ldots, f\left(t_{p}\right), \ldots, f^{\left(k_{p}\right)}\left(t_{p}\right), \quad \forall f \in C_{0}^{r}\right. \tag{46}
\end{equation*}
$$

where $0=t_{0}<t_{1}<\ldots<t_{p} \leq t$ and $k_{1}, \ldots, k_{p} \in\{0, \ldots, r\}$. Then the cardinality of $N$ is given by

$$
n=\operatorname{card}(N)=\sum_{i=1}^{p}\left(k_{i}+1\right)
$$

Let $L_{i, j}(f)=f^{(j)}\left(t_{i}\right)$. Then

$$
\begin{equation*}
L_{i, j}(f)=\int_{0}^{1} f^{(r)}(t) d\left(s_{i, j}(t)\right) \tag{47}
\end{equation*}
$$

with

$$
s_{i, j}(t)=\epsilon_{j}\left(t_{i}-t\right)_{+}^{r-j} /(r-j)!, i=1, \ldots, p, \quad j=0, \ldots, k_{i}
$$

and $\epsilon_{j} 1$ if $j=r$, and -1 otherwise. In order to construct the $\mu$-spline algorithm one can take linear combinations of $s_{i, j}$ to normalize them as in (41). Then the $\mu$-spline algorithm is given by (42) with $y_{i}$ and $s_{i}$ replaced by the corresponding linear combinations of $f^{(j)}\left(t_{i}\right)$ and $s_{i, j}$. Observe that the $\mu$-spline element $\sigma=\sigma(N(f), N)$ is a linear combination of $s_{i, j}$, i.e., it is a piecewise polynomial interpolating $y=N(f)$,

$$
\begin{aligned}
& \sigma^{(j)}\left(t_{i}\right)=f^{(j)}\left(t_{i}\right), i=1, \ldots, p, j=0, \ldots, k_{i}, \\
& \text { and } \sigma^{(j)}(0)=0, j=0, \ldots, r .
\end{aligned}
$$

Furthermore (11) and (39) yield that $\left\|C_{\mu}^{-1} \sigma\right\|_{\mu}^{2}=\left(C_{\mu}^{-1} \sigma\right)(\sigma)=\left\|\sigma^{(r+1)}\right\|_{l_{2}}$ is minimal among all functions $g$ such that $g^{(j)}\left(t_{i}\right)=f^{(j)}\left(t_{i}\right), i=1, \ldots, p, j=0$, $\ldots, k_{i}$, and $g^{(j)}(0)=0, j=0, \ldots, r$. Thus, $\sigma(\cdot)=\sigma(N(f), N)(\cdot)$ is the natural spline of degree $2 r+1$ interpolating $f$ at points $0=t_{0}, t_{1}, \ldots, t_{p} \leq 1$, with multiplicities $m_{0}=r+1, m_{1}=k_{1}+1, \ldots, m_{p}=k_{p}+1$, respectively. We have therefore the following

Theorem 5.1 For any information $N$ of the form (46) and for any $r \geq 0$, the spline algorithm $\phi^{8}(y)=S \sigma(y, N)$ based on the natural spline $\sigma(y, N)(\cdot)$ of degree 2r +1 is optimal for both the average case and probabilistic settings. Furthermore, the best rate of convergence in the asymptotic setting is achieved by the sequence of the spline algorithms. []

Remark 5.1 Theorem 5.1 states, in particular, that the natural spline of degree $2 r+1$ is the mean of the conditional (a posteriori) measure. This fact is
mentioned in the statistical literature. For instance, it is written in [4], p.110, that this result is a well-known part of the folklore. We were unable to find the proof of this result. There is a number of very interesting papers, see e.g., [19, 20, 45], where similar problems are analyzed and relations between Bayesian statistics and spline functions are exhibited. In particular, [19] show that for a number of stochastic processes (excluding the Wiener case) spline functions (different than natural splines) are the means of conditional measures. []

### 5.4 Integration Problem

We now assume a specific form of the functional $S$. Let $S f=\int_{0}^{1} f(t) d t$. For any $f \in C_{0}{ }^{r}$ we can rewrite this as

$$
S f=\int_{0}^{1} f(t) d t=-\int_{0}^{1} f^{(r)}(t) d\left\{(t-t)^{r+1} /(r+1)!\right\} .
$$

We know that $\phi^{s}$ is optimal. We want to find optimal information of the form (46), i.e., with $L=\left\{L: \exists x, \exists j \leq r, L(f)=f^{(j)}(x) \forall f \in C_{0}^{r}\right\}$. Due to Sections 2.4 and 3.3 , we need only to minimize $c(N)$. Note that for every $N$ of the form (46),

$$
\begin{aligned}
& \qquad c(N)^{=} \\
& \inf \left\{\int_{0}^{1}\left\{(1-t)^{r+1} /(r+1)!-q(t)\right\}^{2} d t: q \in \mathbf{P}(N)\right\} \\
& \text { where } \\
& \qquad \mathbf{P}(N)=\operatorname{lin}\left\{\left(t_{i}-\cdot\right)_{+}^{r-j} /(r-j)!: i=1, \ldots, p, j=0, \ldots, k_{i}\right\} .
\end{aligned}
$$

This means that to find $n$th optimal information one needs to find optimal points and their multiplicity so that the $l_{2}$-error of approximating $s(x)=(1-t)^{r+1} /(r$ +1 )! by spline functions of degree $r$ is minimal. This minimization is a special
instance of a more general problem studied in [31]. In particular, they proved that

$$
\begin{equation*}
c(n, L)=\theta\left(n^{-g(r+1)}\right) \tag{48}
\end{equation*}
$$

and, this is achieved by the following information $N^{*}$,

$$
\begin{equation*}
N^{*}(f)=[f(1 /(n+1)), f(2 /(n+1)), \ldots, f(n /(n+1))], \quad \forall f \in C_{0}^{r} . \tag{49}
\end{equation*}
$$

This result and the results from Sections 2 and 3 imply that

Theorem 5.2 The information $N^{*}$ defined by (49) is almost optimal for every $r \geq 0$ in the average case and probabilistic settings. []

For $n=2^{k}-1$, taking $\left\{N_{n}^{* *}\right\}$ such that $N_{n}^{* *}=\left[N_{1}{ }^{*}, N_{2}^{*}, N_{4}^{*}, \ldots\right.$, $N_{e^{k-1}}{ }^{*}$, as in Section 4, we conclude that

Theorem 5.3 The information $\left\{N_{n}{ }^{* *}\right\}$ is optimal for the asymptotic setting for every $r \geq 0$. The best possible rate of convergence $n^{-(r+1)}$ is achieved by the sequence of $\mu$-spline algorithms that use $\left\{N_{n}{ }^{* *}\right\}$. []

### 5.5 Worst Case Setting and Average Case Setting - a Comparison

For the integration problem, we compare the optimality results in the average case setting with that in the worst case setting. In the latter setting, we approximate $S f=\int_{0}^{1} f(t) d t$ by using an algorithm $\phi$, based on information $N$, so that $\mid S f-\phi(N f\rangle /\|f\|$ is small for every $f \in C_{0}{ }^{r}$. By $\|\|$ we mean the norm on the space $F_{1}=C_{0}{ }^{r}$ as before, i.e.,
$\|f\|=\sup \left\{\left|f^{(r)}(t)\right|: t \in[0,1]\right\}$. The worst case error of $\phi$ is defined by $e^{w}(\phi, N)=\sup \left\{\mid S f-\phi(N(f)\rangle /\|J\|: f \in C_{0}{ }^{r}\right\}$,
and the worst case radius of $N$ is

$$
r^{w}(N)=\inf \left\{e^{w}(\phi, N): \phi\right\} .
$$

Let $\phi^{*}$ be an optimal algorithm, i.e.,

$$
e^{w}\left(\phi^{*}, N\right)=r^{w}(N)
$$

From [38] Appendix E, it follows that for an optimal algorithm $\phi^{*}$

$$
\begin{aligned}
e^{*}\left(\phi^{*}, N\right)= & \sup \left\{\mid S f-\phi^{*}(N f \lambda:\|f\| \leq 1\}=\right. \\
& \inf _{\phi} \sup \{\mid S f-\phi(N f\rangle:\|f\| \leq 1\} .
\end{aligned}
$$

Gaffney and Powell [ 8 ] proved that for every $f$ with $\|f\| \leq 1$,

$$
p_{1}(x) \leq f(x) \leq p_{2}(x), \quad \forall x \in[0,1]
$$

where $p_{1}$ and $p_{2}$ are lower and upper envelopes obtained from the perfect splines of degree $r$ with $n-r+1$ knots interpolating $f, N\left(p_{1}\right)=N\left(p_{g}\right)=N(f)$. Thus, the algorithm $\phi^{*}$,

$$
\phi^{*}(N f)=S\left(p_{1}+p_{q}\right) / 2
$$

provided by the perfect splines of degree $r$ with $n-r+1$ knots interpolating $f$ is optimal in the worst case setting. Information $N^{*}{ }_{n}$ remains almost optimal in the worst case setting, but its worst case radius is proportional to $n^{-r}$, instead of $n^{-(r+1)}$, as in the average case setting with $E(\cdot)=\|$.

We summarize and contrast the optimality results of these two settings in Table 1.


## Table 1

The optimality results of the two settings are quite different. In the worst case setting, the optimal algorithm is based on the perfect splines of degree $r$ with $n$ r+1 knots. On the contrary, in the average case setting, the optimal algorithm is based on the natural splines of degree $2 r+1$. Furthermore, the average error of the $\mu$-spline algorithm is an order smaller that the worst case error of the optimal algorithm $\boldsymbol{\phi}^{*}$. This is due to the fact that the probability measure $\boldsymbol{\mu}$ is concentrated on the set of functions with regularity almost $r+1 / 2$, and therefore, supplies additional smoothness to the problem. This quantifies how much information is carried by the measure.

### 5.6 Complexity

We now discuss the above reported results from the complexity point of view. For the sake of simplicity we only consider the average case setting with $E()=$. 1.1.

Suppose that we want to approximate the integral of $f$ with an average
(expected) error not exceeding a preassigned accuracy $\epsilon$. Obviously, we would like to have information $N$ and an algorithm $\phi$ with an average cost as small as possible. We assume that each function or derivative evaluation costs unity, and that the cost of each arithmetic operation is small compare to unity. Then the cost of each algorithm that uses information of cardinality $n$ is at least $n$, and the cost of the spline algorithm is close to $n$, since it is a linear algorithm. On the other hand, no algorithm has average error less than or equal to $\epsilon$, unless it uses information of cardinality at least $n^{*}=n^{*}(\epsilon)$, where

$$
n^{*}=\min \left\{n: r^{a v g}(n, L) \leq \epsilon\right\}=\theta\left(1 / \epsilon^{1 /(r+1)}\right)
$$

This implies that the complexity (i.e., the minimal cost) of the integration problem is $\Theta\left(1 / \epsilon^{1 /(r+1)}\right.$, and that the spline algorithm that uses $n^{*}(\epsilon)$ function values at equispaced points is almost optimal from the complexity point of view.

We stress that we have restricted the considered algorithms to those that use information of fixed cardinality, whereas, in practice, information of varying cardinality is commonly used. As will be reported in a forthcoming paper (see [47]), this restriction is without loss of generality. Hence, the spline algorithm that uses $n^{*}(\epsilon)$ function values at equispaced points remains almost optimal in the class of algorithms that use information of varying cardinality.

## 6 Appendix

In this appendix, we prove some properties of Gaussian measures, which were used in previous sections.

We begin with the following simple observation. Let $\mu$ be the Gaussian measure with mean element $m_{\mu}$ and correlation operator $C_{\mu}$. Then for a continuous linear functional $L, L \in F_{1}^{*}$, the induced measure $\mu L^{-1}$ is the Gaussian measure on $\mathbf{B}(R)$ with mean $L\left(m_{\mu}\right)$ and correlation $\langle L, L\rangle_{\mu}$. That is, if $\langle L, L\rangle_{\mu}$ is positive, then

$$
\begin{align*}
& \mu\left(L^{-1}(B)\right)=  \tag{50}\\
& \left(2 \pi<L, L>_{\mu}\right)^{-1 / 2} \int_{A} \exp \left\{-\left(t-L\left(m_{\mu}\right)^{2} /\left(2<L, L>_{\mu}\right)\right\} d t, \forall B \in \mathbf{B}(R),\right.
\end{align*}
$$

and if $\langle L, L\rangle_{\mu}=0$, then

$$
\mu(B)= \begin{cases}1 & \text { if } L\left(m_{\mu}\right) \in B \\ 0 & \text { if } L\left(m_{\mu}\right) \notin B\end{cases}
$$

Indeed, the characteristic functional $\psi$ of $\mu L^{-1}$ is given by $\psi(x)=\psi_{\mu}(x L), \forall_{x}$ $\in \cdot R$, and therefore $\psi(x)=\exp \left\{i x L\left(m_{\mu}\right)-x^{2}<L, L>_{\mu} / 2\right\}$, as claimed.

Let now $N=\left[L_{1}, \ldots, L_{n} /\right.$ be of the form (8), i.e., $\left\langle L_{i}, L_{j}\right\rangle_{\mu}=\delta_{i, j}$, and let $m_{\mu}=0$. For the induced probability measure $\mu N^{-1}$ defined on $\mathbf{B}\left(R^{n}\right)$, we have

Lemma 6.1 The measure $\mu N^{-1}$ is Gaussian with mean element zero and correlation matrix identity, i.e.,

$$
\begin{equation*}
\mu N^{-1}(A)=\mu\left(N^{-1}(A)\right)=(2 \pi)^{-n / 2} \int_{A} \exp \left\{-\sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y \tag{51}
\end{equation*}
$$

Proof.

For the characteristic functional $\psi_{\mu N^{-1}}$ of $\mu N^{-1}$, we have

$$
\begin{aligned}
\psi_{\mu N^{-1}}(x) & =\int_{R^{n}} \exp \left\{i \sum_{j=1}^{n} x_{j} y_{j}\right\} \mu N^{-1} d y \\
& =\int_{F_{1}} \exp \left\{i \sum_{j=1}^{n} x_{j} L_{j}(f)\right\} \mu(d f) \\
& =\psi_{\mu}\left(\sum_{j=1}^{n} x_{j} L_{j}\right) \\
& =\exp \left\{-\sum_{j, k=1}^{n} x_{j} x_{k}<L_{j}, L_{k}>_{\mu} / 2\right\} \\
& =\exp \left\{-\sum_{j=1}^{n} x_{j}^{q} / 2\right\} \\
& =\exp \{-<x, x>/ 2\}, \quad \forall x \in R^{n} .
\end{aligned}
$$

This completes the proof. []

From [29] Th.8.1 p.147, we know that there exists a unique (up to a set of $\mu N^{-1}$ measure zero in $\mathbf{B}\left(R^{n}\right)$ ) family of probability measures $\nu(\cdot \mid y, N)$ defined on $\mathbf{B}\left(\mathbf{F}_{1}\right)$ and indexed by $y \in R^{n}$, such that for sll $B \in \mathbf{B}\left(F_{1}\right)$,

$$
\begin{align*}
& \nu\left(N^{-1}(y) \mid y, N\right)=1, \quad \forall y \in R^{n}, \text { a.e. } \\
& \nu(B \mid ; N) \text { is } \mu N^{-1} \text {-integrable, }  \tag{52}\\
& \mu(B)=\int_{R^{n}} \nu(B \mid y, N) \mu N^{-1}(d y)
\end{align*}
$$

This family, called conditional measure, is crucial for our study, since for every measurable mapping $H, H: F_{1} \rightarrow R$,

$$
\int_{F_{1}} H(f) \mu(d f)=\int_{R^{n}}\left\{\int_{F_{1}} H(f) \nu(d f \mid y, N)\right\} \mu N^{-1}(d y),
$$

and due to Lemma 6.1,

$$
\begin{aligned}
& \int_{F_{1}} H(f) \mu(d f)= \\
& (2 \pi)^{-n / z} \int_{R^{n}}\left\{\int_{N^{-1}\{y\}} H(f) \nu(d f \mid y, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y .
\end{aligned}
$$

In particular, we have

$$
\begin{aligned}
& e^{a v g}(\phi, N)= \\
& \quad(2 \pi)^{-n / 2} \int_{R^{n}}\left\{\int_{F_{1}} E(S f-\phi(y)) \nu(d f \mid y, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y
\end{aligned}
$$

and

$$
\begin{aligned}
& \operatorname{prob}(\phi, N, \epsilon)= \\
& (2 \pi)^{n / 2} \int_{R^{n}} \nu\left(\left\{f \in F_{1}: E(S f-\phi(y)) \leq \epsilon\right\} \mid y, N\right) \exp \left\{-\sum_{j=1}^{n} y_{j}^{\ell} / 2\right\} d y .
\end{aligned}
$$

Lemma 6.2 For every $N$ of the form (8), $\nu(\mid y, N)$ is the Gaussian measure on $\mathbf{B}\left(F_{i}\right)$ with mean element $m_{y}=\sigma(y, N)$ and correlation operator $C_{\nu}=\left(I-\sigma_{N}\right)$ $C_{\mu}$. $]$

## Proof.

We first prove that for every $y$ there exists a Gaussian measure with mean element $\sigma(y, N)$ and correlation operator $C_{\nu}=\left(I-\sigma_{N}\right) C_{\mu}$. For this purpose, let $X$ be a functional from $F_{1}^{*}$ into $\mathbf{C}$ defined by

$$
\chi(L)=\exp \left\{-L\left(C_{\nu} L\right) / 2\right\}, \quad \forall L \in F_{1}^{*}
$$

Note that

$$
\begin{aligned}
& \chi(L)= \\
& \exp \left\{-L\left(C_{\mu} L\right) / 2\right\} \exp \left\{\sum_{j=1}^{n}<L, L_{j}>_{\mu}^{2} / 2\right\} \geq \exp \left\{-L\left(C_{\mu} L\right) / 2\right\}=\psi_{\mu}(L) .
\end{aligned}
$$

Thus, $0 \leq 1-\chi(L) \leq 1-\psi_{\mu}(L), \forall L \in F_{1}^{*}$. Since $\psi_{\mu}$ is the characteristic functional of the measure $\mu, \chi$ is also the characteristic functional of some probability measure defined on $\mathbf{B}\left(F_{i}\right)$, see [44] p.115. Therefore, $\exp \{i L(\sigma(y, N))$ - $\left.L\left(C_{\nu} L\right) / 2\right\}$ is also a characteristic functional of a probability measure. Hence there exists a family of probability measures $\beta_{y}$ such that

$$
\psi_{\beta_{y}}(L)=\exp \left\{i L(\sigma(y, N))-L\left(C_{\nu} L\right) / 2\right\}, \quad \forall L \in F_{1}^{*}
$$

Due to the definition of Gaussian measures, $\boldsymbol{\beta}_{\boldsymbol{y}}$ is Gaussian with mean element $\sigma(y, N)$ and correlation operator $C_{\nu}=\left(I-\sigma_{N}\right) C_{\mu}$.

We now prove that $\nu(\cdot \mid y, N)=\beta_{y}(\cdot)$. To prove this equality, we only need to show that $\beta_{y}$ satisfies (52). Since for all $y$ 's, $\beta_{y}$ are Gaussian with a common correlation operator and mean elements $\sigma(y, N)$, respectively, they are translations of $\beta_{0}$, i.e.,

$$
\beta_{y}(B)=\beta_{0}(B-\sigma(y, N)), \quad \forall B \in \mathbf{B}\left(F_{1}\right) .
$$

Hence to prove that $\beta_{y}\left(N^{-1}(y)\right)=1$, it is enough to show that $\beta_{0}\left(N^{-1}(0)\right)=1$, since

$$
\begin{aligned}
& N^{-1}(y)=N^{-1}(0)+\sigma(y, N) \text { Let } G(f)=\sum_{j=1}^{n} L_{j}^{g}(f) \text { Then } \\
& \int_{F_{1}} G(f) \beta_{d}(d f)=\sum_{j=1}^{n} \int_{F_{1}} L_{j}^{g}(f) \beta_{d}(d f)=\sum_{j=1}^{n} L_{j}\left(C_{\nu} L_{j}\right),
\end{aligned}
$$

since $\boldsymbol{\beta}_{0}$ has correlation operator $C_{\nu}$ and mean element $\sigma(0, N)=0$. A simple calculation yields that $L_{j}\left(C_{\nu} L_{j}\right)=0, j=1,2, \ldots, n$. Thus

$$
\int_{F_{1}} G(f) \beta_{0}(d f)=0
$$

Since $G(f) \geq 0$, and $G(f)>0$ iff $f \notin N^{-1}(0)$, this proves that $\beta_{0}\left(F_{1}-N^{-1}(0)\right)$ $=0$, and hence, $\beta_{0}\left(N^{-1}(0)\right)=1$.

It is easy to observe that $\beta_{y}(B)$, as a function of $y$, is $\mu N^{-1}$-integrable for every $B \in \mathbf{B}\left(F_{1}\right)$. To complete the proof, we need only to show the last equality in (52). Let

$$
\mu^{\wedge}(B)=\int_{R^{n}} \beta_{y}(B) \mu^{-1}(d y), \forall B \in \mathbf{B}\left(F_{1}\right) \text {. Of course, } \mu^{\wedge} \text { is a probability }
$$ measure on $\mathbf{B}\left(F_{1}\right)$ whose characteristic functional $\psi^{\wedge}$ is given by

$$
\begin{aligned}
& \psi^{\wedge}(L)=(2 \pi)^{-n / 2} \int_{R^{n}}\left\{\int_{F_{1}} \exp \{i L(f)\} \beta_{y}(d f)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y \\
& =(2 \pi)^{-n / 2} \int_{R^{n}} \exp \left\{i L(\sigma(y, N))-L\left(C_{\nu} L\right) / 2\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y \\
& =\exp \left\{-L\left(C_{\nu} L\right) / 2\right\}(2 \pi)^{-n / 2} \int_{R^{n}} \exp \left\{i L(\sigma(y, N)) \exp \left\{-\sum_{j=1}^{n} y_{j}^{q} / 2\right\} d y .\right.
\end{aligned}
$$

The last integral is equal to

$$
\begin{aligned}
& (2 \pi)^{-n / 2} \int_{R^{n}} \exp \left\{i \sum_{j=1}^{n} y_{j}<L, L_{j}>_{\mu}\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{\varepsilon} / 2\right\} d y \\
& =\exp \left\{-<L, L>_{\mu} / 2+L\left(C_{\nu} L\right) / 2\right\} .
\end{aligned}
$$

Thus we have

$$
\left.\psi^{\wedge}(L)=\exp \{-<L, L\rangle_{\mu} / 2\right\}=\psi_{\mu}(L)
$$

Hence $\mu^{\wedge}=\mu$, and the uniqueness of conditional measures implies that $\nu(\cdot \mid$ $y, N)=$
$\beta_{y}()$. This completes the proof.

Lemma 0.3 For $N$ of the form (8), let $\nu(\cdot, N)$ be the Gaussian measure on $\mathbf{B}\left(F_{1}\right)$ with mean element zero and correlation operator $C_{\nu}=\left(I-\sigma_{N}\right) C_{\mu}$. Then for every algorithm $\phi$, we have

$$
\begin{equation*}
e^{a v g}(\phi, N)= \tag{53}
\end{equation*}
$$

$$
(2 \pi)^{-n / 2} \int_{R^{n}}\left\{\int_{F_{1}} E(S(f+\sigma(y, N))-\phi(y)) \nu(d f, N)\right) \exp \left\{-\sum_{j=1}^{n} y_{j}^{q} / 2\right\} d y
$$

and

$$
\begin{align*}
& \operatorname{prob}(\phi, N, \epsilon)= \\
& (2 \pi)^{n / 2} \int_{R^{n}}^{\nu}\left(\left\{f \in F_{1}: E(S(f+\sigma(y, N))-\phi(y)) \leq \epsilon\right\}, N\right) \operatorname{cxp}\left\{-\sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y . \tag{54}
\end{align*}
$$

0

## Proof.

From (52) and Lemma 8.2, we get

$$
\begin{align*}
& e^{a v g}(\phi, N)=  \tag{55}\\
& (2 \pi)^{-n / 2} \int_{R^{n}} \int_{F_{1}} E(S f-\phi(y)) \beta_{y}(d f) \exp \left\{-\sum_{j=1}^{n} y_{j}^{2} / 2\right\} d y, d r l
\end{align*}
$$

where $\beta_{y}$ is the Gaussian measure with mean element $\sigma(y, N)$ and correlation operator $C_{\nu}$. Hence $\beta_{0}=\nu(, N)$. Furthermore, since $\beta_{y}(B)=\beta_{\alpha}(B-\sigma(y, N))=$ $\nu(B-\sigma(y, N), N), \forall B \in \mathbf{B}\left(F_{1}\right)$, we can rewrite (55) as

$$
\begin{aligned}
& e^{a v g}(\phi, N)= \\
& (2 \pi)^{-n / \varepsilon} \int_{R^{n}}\left\{\int_{F_{1}} E(S(f+\sigma(y, N))-\phi(y)) \nu(d f, N)\right\} \exp \left\{-\sum_{j=1}^{n} y_{j}^{g} / 2\right\} d y,
\end{aligned}
$$

which proves (53). Since the proof of (54) is similar, we omit it. []
2. Chapter 2

Optimal Algorithms for
Image Understanding


#### Abstract

We study the following three image understanding problems: $2 \& 1 / 2 \mathrm{D}$ sketch, shape from shading, and optical flow.


## 1 Introduction

One important application domain of information-based complexity is Image Understanding (IU). The characteristic feature of IU is the construction of a rich structure of a scene from limited, contaminated and priced information present in an image. In general, what is desired in the construction is some "best function" that fits the data derived from binocularity, projection, shading, motion, etc. Mathematically, this can be cast as an approximation (or interpolation) problem subject to some error criterion. For the purpose of approximation, one seeks appropriate algorithms, and much work has been done [7, 10, 11, 13, 15, 17, 18, 35].

In this part, we discuss three image understanding problems: $2 \otimes 1 / 2 D$ sketch, shape from shading, and optical flow. We point out how known general optimality results in information-based complexity theory may be applied to some of these problems. We indicate some preliminary results and work in progress, concerning the numerical solution of these problems. Algorithms which differ from those currently used in practice are proposed.

We first review briefly the relevant part of the theory, the worst case model, and then discuss the following problems in turn: $2 \& 1 / 2 \mathrm{D}$ sketch, shape from shading, and optical flow.

## 2 Some Basics of Information-based Complexity

We approximate a linear operator $\mathrm{S}: \mathrm{F}_{1} \rightarrow \mathrm{~F}_{2}$, where $\mathrm{F}_{1}$ is a linear space and $F_{2}$ is a normed space with norm $\left\|\|\right.$. We recover $S f$, for $f \in F_{1}$, based on information about $f: N(f)=\left[L_{1}(f), \cdots, L_{n}(f)\right]$, where $L_{i}$ is a functional on $F_{1}$, and $N: F_{1} \rightarrow R^{n}$. An algorithm $\phi$ uses this information to construct an approximation $\phi(N(f)) \in F_{2}$, where $\phi: R^{n} \rightarrow F_{2}$ is an arbitrary mapping. Since any $\mathrm{Sf}^{\wedge}$, such that $\mathrm{N}\left(\mathrm{f}^{\wedge}\right)=\mathrm{N}(\mathrm{f})$, could be the element we want to approximate, and since in practice, we only consider $f^{\wedge}$ in a subset of $F_{1}, F_{0}$, we define the worst case local algorithm error as

$$
\begin{equation*}
\mathrm{e}(\phi, N, f)=\sup _{\substack{f \in F_{0} \\ N\left(f^{\wedge}\right)=N(f)}}\left\|S f^{\wedge}-\phi(N(f))\right\|, \quad f \in F_{1} \tag{1}
\end{equation*}
$$

We seek a strongly optimal algorithm, denoted by $\phi^{*}$, which minimizes the local algorithm error, for each $f$ in $F_{1}$, among all algorithms. If a strongly optimal algorithm exists, its algorithm error is the lower bound of all algorithm errors. We define the radius of information, [37], as

$$
\begin{equation*}
r(N)=\sup _{f \in F_{1}} e\left(\phi^{*}, N, f\right), \quad \text { where } \phi^{*} \text { is a strongly optimal algorithm. } \tag{2}
\end{equation*}
$$

In the following discussion of IU problems, we use the notation and terminology given above.

## $32 \& 1 / 2$ D Sketch in Shape from Stereo

The slight disparities in the images received from the left and right eyes enable humans to determine the shape and relative depth of visible surfaces. Marr-Poggio-Grimson's stereo vision algorithm is one such algorithm that intends to model the stereo processing of the human visual system. For the details, see [7].

We discuss only one stage of this algorithm: the $2 \& 1 / 2 \mathrm{D}$ sketch. After previous processing, disparity values are recorded. Based on these values, triangulations provide some depth values of the surface to be recovered. The problem of the derivation of the $2 \& 1 / 2 \mathrm{D}$ sketch is the determination of the best possible interpolation for smoothly completing the surface from the discrete set of depth values.

We address this issue from the point of view of information-based complexity. We first formulate the problem in the setting of the general theory. We then study the optimality of the spline algorithm and its implementation. Finally, we discuss possible decomposition of information for parallel or distributed computation.

### 3.1 Choosing the Class of Surfaces

Evidence from psychology indicates that human visual system is able to segment the surface into smooth patches of order two and to recover each patch. We assume that the part of the real world surface we want to recover is smooth and is viewed from a position free of accidental alignments. We further assume that it has been segmented from other nearby surfaces.

Formally, the surfaces can be represented as real valued functions of two variables defined on a region $D$,

$$
\begin{equation*}
f: D \rightarrow R, D \subseteq R^{2} \tag{3}
\end{equation*}
$$

We assume that $f$ and its first and second order partial derivatives are all square integrable. That is, the class of surfaces are located with respect to a given background - the region $D$, and are smooth at least up to the local curvature: their curvatures are square-integrable. This class of surfaces is a linear space, denoted by $\mathrm{F}_{1}$, as in Section 2.

The surface we expect to "see" is part of the real world surface $f$, restricted to a bounded region $G \subseteq D$. This class of surfaces is also a linear space. Assume that this linear space is equipped with a norm for measuring the approximation error, and we denote this normed space by $\mathrm{F}_{\mathbf{2}}$, as in Section 2.

Let $S$ be the mapping which restricts a surface from $D$ to $G$. Then $S$ is a linear operator from $F_{1}$ to $F_{2}$. If $f$ is the original surface in $F_{1}$, then, as described in Section 2, our goal is to recover $\mathbf{S f}$. We are interested in a strongly optimal a!gorithm, which minimizes the local algorithm error among all algorithms.

### 3.2 Quantify Surface Cues as Information

.To recover a surface $S$ f, we need information about $f$, or surface cues, which is, in this case, the depth values of the surface $f$ at $n$ points. Formally, as in Section 2, information is given by

$$
\begin{align*}
& N(f)=\left\{L_{1}(f), \cdots, L_{n}(f)\right]  \tag{4}\\
& =\left[f\left(x_{1}, y_{1}\right), \cdots, f\left(x_{n}, y_{n}\right)\right],\left(x_{i}, y_{i}\right) \in D, i=1, \cdots, n .
\end{align*}
$$

### 3.3 Surface Consistence Constraint

A natural constraint from practice is the surface consistency constraint, see [7], which states that between known data, the surface cannot change in a radical manner. The change of a surface is quantified by its variation $\theta$, defined as

$$
\begin{equation*}
\theta(f)=\left\{\int_{D}\left[\left(f_{x x}\right)^{2}+2\left(f_{x y}\right)^{2}+\left(f_{y y}\right)^{2}\right] d x d y\right\}^{1 / 2} \tag{5}
\end{equation*}
$$

As in Section 2, we confine ourselves to the class of surfaces $F_{0}$, which has uniformly bounded surface variation. For simplicity,, we assume that the bound is 1, i.e., $F_{0}=\left\{f \in F_{1}: \theta(f) \leq 1\right\}$.

### 3.4 Spline Algorithm is Strongly Optimal

Grimson [7] further explored the surface consistency constraint and proposed a spline interpolation, which interpolates the data and minimizes $\theta$. This is the spline algorithm.

We are interested in strongly optimal algorithms, which minimize the local algorithm error as defined in (1). It is known (see e.g. [37] ch.4) that

Proposition 3.1 The spline algorithm $\phi^{*}$ is strongly optimal and linear. It has the form

$$
\begin{equation*}
\phi^{( }(N(f))=S \sigma_{N(\eta)}=\sum_{i=1}^{n} f\left(x_{i}, y_{i}\right) S \sigma_{i} \tag{6}
\end{equation*}
$$

where the spline

$$
\begin{equation*}
\sigma_{\mathrm{N}(\mathrm{n})}=\sum_{i=1}^{\mathrm{n}} \mathrm{f}\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right) \sigma_{\mathrm{i}} \tag{7}
\end{equation*}
$$

and $\sigma_{\mathrm{i}}$ is a basis apline, i.e., the function of minimal surface variation such that $\sigma_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{j}}, \mathrm{y}_{\mathrm{j}}\right)=\delta_{\mathrm{i}, \mathrm{j}}$, and $\delta_{\mathrm{i}, \mathrm{j}}$ is the Kronecker delta.

### 3.5 Norms on $F_{2}$ and the Radius of Information

As in (1), a norm on $F_{2}$ measures the approximation error of an algorithm. There are infinitely many norms which can be assigned to $F_{2}$, and one might expect that the optimality of algorithms depends on the norms. However, it turns out that the optimality of the spline algorithm is invariant with respect to the norms on $F_{2}$, see e.g. [37] ch.4.

On the other hand, it is obvious that the algorithm error itself does depend on the norms on $F_{2}$. For a fixed norm on $F_{2}$, the radius of information is, [37] ch.4,

$$
\begin{equation*}
r(N)=\sup _{h \in \operatorname{ker}} N \frac{\|S h\|}{\theta(h)}, \text { where ker } N=\left\{f \in F_{1}: N(f)=0\right\} . \tag{8}
\end{equation*}
$$

To provide an example, we assume that $\mathrm{F}_{2}$ is equipped with a supremum norm. We also assume that information is depth data on a regular grid of a unit square region G. It is known, [1] p.46, that $r^{\prime}(N)=\theta\left(n^{-1}\right)$, where $n$ is the number of data points, for

$$
\begin{equation*}
\theta^{\prime}(f)=\left\{\int_{D}\left[\left(f_{x x}\right)^{2}+\left(f_{y y}\right)^{2}\right] d x d y\right\}^{1 / 2} \tag{9}
\end{equation*}
$$

Since $\theta^{\prime}(f) \leq \theta(f)$ for all $: \in F_{1}$, from (8), it is obvious that $r(N) \leq r^{\prime}(N)$. Therefore, $r(N)=O\left(n^{-1}\right)$.

### 3.6 Implementing the Spline Algorithms

Implementing the spline algorithms is important in practice. From (6), we only have to construct the spline $\sigma_{\mathrm{N}(\mathrm{n})}$, or $\sigma$ for short. Much effort has been devoted to it by image understanding researchers, see [7, 35].

We now briefly discuss two different approaches. The first is to use the basis splines, and the second is to use an approach based on the reproducing kernel.

### 3.6.1 Basis Spline Approach

From (6), the spline is a linear combination of basis splines $\sigma_{i}$, and the coefficients are known depth values. The basis splines are data independent and can be precomputed. However, for large n, it may not be feasible to compute and store all basis splines because of time and space limitation. To implement the spline algorithm using this approach, one may have to explore efficient ways of storing and retrieving the basis splines.

### 3.6.2 Reproducing Kernel Approach

We discuss the construction of the spline using the reproducing kernel with the following further assumptions. Assume that $D=R^{2}$ and $G$ is the unit square in $\mathrm{R}^{2}$ and that $\mathrm{f} \in \mathrm{F}_{2}$ is a Schwartz distribution (see [24]), with all the partial derivatives interpreted in the distributional sense. It is known [5] that there exists a reproducing kernel, from the semi-Hilbert norm (5), of the form $\mathrm{K}(\mathrm{x}, \mathrm{y} ; \mathrm{u}$, $\mathrm{v})=(1 / 16 \pi)^{-1}\left[(\mathrm{x}-\mathrm{u})^{2}+(\mathrm{y}-\mathrm{v})^{2}\right] \log \left[(\mathrm{x}-\mathrm{u})^{2}+(\mathrm{y}-\mathrm{v})^{2}\right]$. The reproducing kernel is useful for representing the splines.

Let $\left(\mathrm{x}_{\alpha}, \mathrm{y}_{\alpha}\right),\left(\mathrm{x}_{\beta}, \mathrm{y}_{\beta}\right)$ and ( $\left.\mathrm{x}_{\gamma}, \mathrm{y}_{\gamma}\right)$ be arbitrary three non-colinear sampling points. Let $p_{j}$ be the unique solution in $\operatorname{lin}\{1, x, y\}$ for $p_{j}\left(x_{i}, y_{i}\right)=\delta_{i, j}$, where $\mathrm{i}, \mathrm{j} \in \mathrm{J}=\{\alpha, \beta, \gamma\}$, and $\delta_{\mathrm{i}, \mathrm{j}}$ is the Kronecker delta.

It is known [25] that

$$
\begin{align*}
& \sigma(x, y)-\sum_{j \in J} f\left(x_{j}, y_{j}\right) p_{j}(x, y)  \tag{10}\\
& =\sum_{i \in \in \cdot J} a_{i} \omega\left(x, y ; x_{i}, y_{j}\right)
\end{align*}
$$

where $I=\{1, \cdots, n\}, n$ is the number of depth data and

$$
\begin{align*}
& \omega(x, y ; u, v)=K(x, y ; u, v)-  \tag{II}\\
& \sum_{i \in J} p_{j}(x, y) K\left(x_{j}, y_{j} ; u, v\right)-\sum_{\mathcal{E},} p_{j}(u, v) K\left(x, y ; x_{j}, y_{j}\right) \\
& +\sum_{\{\in S} \sum_{\in \in S} p_{j}(x, y) p_{k}(u, v) K\left(x_{j}, y_{j} ; x_{k}, y_{k}\right) .
\end{align*}
$$

Therefore, to construct the spline $\sigma$, we only need to compute $a_{i}$. Since the spline interpolates the depth data, i.e., $\sigma\left(x_{r}, y_{r}\right)=f\left(x_{r}, y_{r}\right)$, to derive $a_{1}$, one has to solve a system of linear equations:

$$
\begin{align*}
& \sum_{i \in 1 . J} \omega\left(x_{r}, y_{r} ; x_{i}, y_{i}\right) a_{i}  \tag{12}\\
& =f\left(x_{r}, y_{r}\right)-\sum_{f \in J} f\left(x_{j}, y_{j}\right) p_{j}\left(x_{r}, y_{r}\right), \quad r \in I-J .
\end{align*}
$$

The coefficient matrix is symmetric and positive definite. To solve this system of linear equations, Cholesky factorization is studied in [24], with cost $O\left(n^{3}\right)$. It remains open if (12) can be solved in time essentially less than $O\left(n^{3}\right)$.

### 3.7 Adaption Does not Help

Information in (4) for 2 \& $1 / 2 \mathrm{D}$ sketch is depth data. This is nonadaptive information, since the sampling location of the ith depth value of $N(f),\left(x_{i}, y_{i}\right)$, does not depend on the previously computed (i-1) depth values of $N(f)$. If the sampling location of the ith depth value does depend on the (i-1) depth values
obtained, then we call it adaptive information. More precisely, adaptive information is defined as

$$
\begin{equation*}
N^{2}(f)=z=\left[z_{1}, \cdots, z_{n}\right] \tag{13}
\end{equation*}
$$

where $z_{i}=f\left(x_{i}, y_{i}\right)$ and

$$
x_{i}=x_{i}\left(z_{1}, \cdots, z_{i-1}\right), y_{i}=y_{i}\left(z_{1}, \cdots, z_{i-1}\right), \quad i=2, \cdots, n .
$$

Adaptive information has a richer structure than nonadaptive information. One might hope that the previously computed (j-1) depth values supply additional information for determining where to sample for the ith depth value. Counterintuitively, adaptive information cannot aid $2 \& 1 / 2 \mathrm{D}$ sketch and some other image understanding problems, since for any adaptive information $N^{\mathbf{2}}$, there exists nonadaptive information $N^{\text {non }}$, such that $r\left(N^{n o 0}\right) \leq r\left(N^{2}\right)$, see [37] ch. 2 and [38] ch.4. Therefore, in seeking the best places to sample, we can confine ourselves to nonadaptive information only, which is simple and can be collected in parallel, which is favorable for parallel or distributed computation.

## 4 Shape from Shading

Research in shape from shading explores the relationship between image brightness and object shape. A great deal of information is contained in the image brightness values, since image brightness is related to surface orientation. Information can also be obtained from occiuding boundaries and other boundary conditions, see [15].

Algorithms are designed to determine shape from shading, including characteristic strip expansion $[2,9,10,11,53,54]$, photometric stereo [12, 13, 32, 5S], and numerical shape from shading and occluding boundaries [15]. Characteristic strip expansion method resorts to solving nonlinear partial differential equations. Photometric stereo requires more than two images taken with different light sources. Numerical shape from shading and occluding boundaries results in a large system of nonlinear equations [15], and an iterative algorithm was proposed for solving it. The existence and uniqueness of the solution remain a problem. Furthermore, the convergence of the iterative method has not been established.

We will propose using a new iterative algorithm for solving the system of nonlinear equations derived in [15], and we will discuss its convergence. We study the existence and the uniqueness of the solution of the system as well. Finally, we discuss a preliminary approach based on the general theory of information-based complexity.

### 4.1 Numerical Shape from Shading and Occluding Boundaries

The goal of numerical shape from shading and occluding boundaries is to determine surface orientations from image brightness and boundary conditions. We discuss representation of surface orientations first, and then the algorithm proposed by Ikeuchi and Horn in [15].

### 4.1.1 Gaussian Sphere and Stereographic Projection

Surface orientation is quantified by the surface normal, a unit vector in $\mathbf{R}^{\mathbf{z}}$. A surface normal can be represented by a point on a unit sphere, called the Gaussian sphere. The part of the surface facing us corresponds to the northern hemisphere, while points on the occluding boundaries correspond to the points on the equator.

The northern hemisphere is then projected into a plane, the $\xi-\eta$ plane, which is tangent to the sphere at the north pole. The projection center is the south pole. This is called stereographic projection. This is a conformal mapping, and the northern hemisphere is mapped onto a closed disc of radius 2 in the $\xi-\eta$ plane. Therefore, points in this dise represent the surface orientations. Notice that orientations of the occluding boundaries correspond to the points on the circumference of that disc.

### 4.1.2 Image-Irradiance Equation and Boundary Conditions

The surface orientations are related to the image brightness by the following image-irradiance equation,

$$
\begin{equation*}
\mathrm{R}(\xi, \eta)=\mathrm{E}(\mathrm{x}, \mathrm{y}), \quad(\mathrm{x}, \mathrm{y}) \in \mathrm{D} \tag{14}
\end{equation*}
$$

where $D$ is a unit square region, $\xi=\xi(x, y)$ and $\eta=\eta(x, y)$ represent the
surface orientation, $\mathrm{E}(\mathrm{x}, \mathrm{y}) \in \mathrm{C}$ is the brightness measured at the point $(\mathrm{x}, \mathrm{y})$, and $R\left(., \cdot \in C^{1}\right.$ can be determined experimentally or theoretically if some information is available about the incident, emittant and phase angles, see [13, 27]. The image-irradiance equation provides information for determining the surface orientation from image brightness.

From (14) alone, one cannot determine the surface orientation ( $\xi, \eta$ ) at each point ( $x, y$ ). We need supplementary information from boundary conditions. The outline of the projection of an object in the image plane is called its silhouette. Some parts of it may correspond to sharp edges on the surface, and some parts to places where the surface curves around smoothly. The smooth parts of the surface correspond to the parts of the silhouette, called occluding boundaries, which supply important information about the shape of an object. Other information can also be obtained from self-shadow boundaries, specular points and singular points, see [15]. All these boundary conditions provide useful initial values for the iterative algorithm, which we will discuss next.

Without loss of generality, we assume that $R(\xi, \eta), E(x, y) \geq 0$, and that $E(x, y)$ $=0$ if and only if ( $x, y$ ) belongs to the occluding boundaries if and only if $\xi^{2}(x, y)$ $+\eta^{2}(x, y)=4$ if and only if $R(\xi(x, y), \eta(x, y))=0$. We further assume that the surface orientations on the boundaries of $D$ is known.

### 4.1.3 Consistency Constraint

We assume that the surface we perceive is smooth. More specifically, we assume that the first order partial derivatives of $\xi(x, y)$ and $\eta(x, y)$ are square integrable. We also assume that real world surfaces tend to be stable, and the stability is measured by

$$
\begin{equation*}
\nu=\nu(\xi, \eta)=\int_{D}\left[\left(\xi_{x}\right)^{2}+\left(\xi_{y}\right)^{2}+\left(\eta_{x}\right)^{2}+\left(\eta_{y}\right)^{2}\right] d x d y \tag{15}
\end{equation*}
$$

where $\xi_{\mathrm{x}}, \xi_{\mathrm{y}}, \eta_{\mathrm{x}}$ and $\eta_{\mathrm{y}}$ denote the partial derivatives of $\boldsymbol{\xi}$ and $\boldsymbol{\eta}$ with respect to $x$ and $y$. The surface consistency constraint is quantified as minimizing $\nu$.

Thus, observing the image-irradiance equation (14) and boundary information, we are seeking functions $\xi(x, y)$ and $\eta(x, y)$, which tend to minimize (15). An approach used in [15] is spline-smoothing, see [23], i.e., to find $\xi$ and $\eta$ which minimize

$$
\begin{align*}
& \mu=\mu(\xi, \eta)=  \tag{16}\\
& \int_{D}\left\{\left[\left(\xi_{x}\right)^{2}+\left(\xi_{y}\right)^{2}+\left(\eta_{x}\right)^{2}+\left(\eta_{y}\right)^{2}\right]+\lambda[\mathrm{R}(\xi, \eta)-\mathrm{E}(\mathrm{x}, \mathrm{y})]^{2}\right\} d x d y
\end{align*}
$$

where the penalty parameter $\lambda$ is set according to the accuracy of the measurement of the image brightness and the preciseness of the modeling of the lighting environment by $R$. The noisier the measurement and the less precise the modeling, the smaller the parameter $\lambda$. For example, in [15], $\lambda$ is set, heuristically, in inverse proportion to the root-mean-square of the noise in the image brightness measurements.

### 4.1.4 An Iterative Algorithm

In the previous discussion, we described the image-irradiance equation, boundary conditions, the smoothness and consistency constraint, and arrived at splinesmoothing. All quantities involved are continuous functions.

We discretize the unit square region $D$ in the $x y$-plane with mesh size $h$, and
discretize $\mu$ by using difference operators instead of differential operators, and summations instead of integrals. The corresponding discrete amoothing-spline, or DSS for short, minimizes

$$
\begin{equation*}
\mu=\sum_{i, j}\left(s_{i, j}+\lambda r_{i, j}\right) \tag{17}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{s}_{\mathrm{i}, \mathrm{j}}= \\
& {\left[\left(\xi_{\mathrm{i}+1, \mathrm{j}}-\xi_{\mathrm{i}, \mathrm{j}}\right)^{2}+\left(\xi_{\mathrm{i}, \mathrm{j}+1}-\xi_{\mathrm{i}, \mathrm{j}}\right)^{2}+\left(\eta_{i+1, \mathrm{j}}-\eta_{\mathrm{i}, \mathrm{j}}\right)^{2}+\left(\eta_{\mathrm{i}, \mathrm{j}+\mathrm{i}}-\eta_{\mathrm{i}, \mathrm{j}}\right)^{2} / \mathrm{h}^{2},\right.} \\
& \mathrm{r}_{\mathrm{i}, \mathrm{j}}=\left[\mathrm{R}\left(\xi_{\mathrm{i}, \mathrm{j}}, \eta_{\mathrm{i}, \mathrm{j}}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right]^{2}
\end{aligned}
$$

$\xi_{i, j}$ and $\eta_{i, j}$ represent the surface orientation at the regular grid point (ih,jh), and $\mathrm{E}_{\mathrm{i}, \mathrm{j}}$ is the brightness measured at the grid point (ib,jh). The above minimization is subject to the boundary constraints, i.e., $\boldsymbol{\xi}_{\mathrm{i}, \mathrm{j}}$ and $\boldsymbol{\eta}_{\mathrm{i}, \mathrm{j}}$ are known if (ih,jh) belongs to the boundaries,

To minimize (17), we have to solve a large system of sparse nonlinear equations:

$$
\begin{align*}
& \xi_{\mathrm{i}, \mathrm{j}}=\xi_{\mathrm{i}, \mathrm{j}}-4^{-1} \lambda \mathrm{~h}^{2}\left[R\left(\xi_{\mathrm{i}, \mathrm{j}}, \eta_{\mathrm{i}, \mathrm{j}}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right] \partial \mathrm{R}\left(\xi_{\mathrm{i}, \mathrm{j}}, \eta_{\mathrm{i}, \mathrm{j}}\right) / \partial \xi  \tag{18}\\
& \eta_{i, \mathrm{j}}=\eta_{\mathrm{i}, \mathrm{j}}^{*}-4^{-1} \lambda \mathrm{~h}^{2}\left[\mathrm{R}\left(\xi_{\mathrm{i}, \mathrm{j}}, \eta_{\mathrm{i}, \mathrm{j}}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right] \partial R\left(\xi_{\mathrm{i}, \mathrm{j}}, \eta_{\mathrm{i}, \mathrm{j}}\right) / \partial \eta
\end{align*}
$$

where

$$
\begin{aligned}
& \xi_{i, j}=\left[\xi_{i+1, j}+\xi_{i, j+1}+\xi_{i-1, j}+\xi_{i, j-1}\right] / 4, \quad \text { and } \\
& \eta_{i, j}=\left[\eta_{i+1, j}+\eta_{i, j+1}+\eta_{i-1, j}+\eta_{i, j-1}\right] / 4
\end{aligned}
$$

To solve (18) for $\xi_{\mathrm{i}, \mathrm{j}}$ and $\eta_{\mathrm{i}, \mathrm{j}}$, Ikeuchi and Horn [15] proposed the following iterative algorithm:

$$
\begin{align*}
& \xi_{i, j}^{(m+1)}= \\
& \left.\xi_{i, j}{ }^{(m)}-4^{-1} \lambda h^{2}\left[R\left(\xi_{i, j}^{(m)}, \eta_{i, j}^{(m)}\right)-E_{i, j}\right]\right) \partial R\left(\xi_{i, j}^{(m)}, \eta_{i, j}^{(m)}\right) / \partial \xi_{,}  \tag{19}\\
& \eta_{i, j}^{(m+1)}=
\end{align*}
$$

$$
\eta_{i, j}{ }^{(m)}-4^{-1} \lambda \mathrm{~h}^{2}\left[R\left(\xi_{i, j}^{(m)}, \eta_{i, j}^{(m)}\right)-E_{i, j}\right] \partial R\left(\xi_{i, j}^{(m)}, \eta_{i, j}^{(m)}\right) / \partial \eta
$$

We can repeatedly use the values from the mth iteration on the right-hand side to compute the values for the $(m+1)$ st iteration on the left-hand side. The initial values are supplied by the boundary conditions, i.e., $\xi_{i, j}$ and $\eta_{i, j}$ are known if (ih,jh) belongs to the boundaries.

The existence and uniqueness of the solution remain a problem, and the convergence of the iterative method has not been established. Furthermore, (18) is a necessary condition for minimizing (17), with the additional constraint that in a DSS, $\xi_{\mathrm{i}, \mathrm{j}}{ }^{* 2}+\eta_{\mathrm{i}, \mathrm{j}}^{* 2}<4$, if (ih,jh) does not belong to the boundary points.

### 4.2 A New iterative Algorithm

We propose a new iterative algorithm for solving (18), which, for a range of $\lambda$, converges to the unique solution of the system, which is the unique DSS, minimizing (17). For an arbitrary $\lambda$, the uniqueness of the solution and the convergence of the algorithm need further study.

### 4.2.1 Matrix A

Let $K+1=h^{-1}$ and $N=K^{2}$. In the rest of this part, we will deal with an NxN matrix

$$
A=\left(\begin{array}{cccccc}
B & -I & & & &  \tag{20}\\
-I & B & -I & & & \\
& \cdot & \cdot & \cdot & & \\
& & \cdot & \cdot & & \\
& & & -I & B & -I \\
& & & & -I & B
\end{array}\right)
$$

where the KxK matrix

$$
B=\left(\begin{array}{cccccc}
4 & -1 & & & &  \tag{21}\\
-1 & 4 & -1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & \cdot & . & & \\
& & & -1 & 4 & -1 \\
& & & & -1 & 4
\end{array}\right)
$$

We state a few facts about matrix $A$, and for the details, see [33].

Matrix $A$ is symmetric and positive definite, with eigenvalues $\left\{\lambda_{i, j}\right\}, i, j=1, \cdots$, $K$, where

$$
\begin{equation*}
\lambda_{i \mathrm{j}}=4\left[\sin ^{2} \frac{\pi}{2(\mathrm{~K}+1)}+\sin ^{2} \frac{\pi \mathrm{j}}{2(\mathrm{~K}+1)}\right] \tag{22}
\end{equation*}
$$

The inverse of $A, A^{-1}$, is also symmetric and positive definite, with eigenvalues $\left\{\mu_{\mathrm{i}, \mathrm{j}}\right\}, \mathrm{i}, \mathrm{j}=1, \cdots, \mathrm{~K}$, where

$$
\begin{equation*}
\mu_{\mathrm{i}, \mathrm{j}}=\lambda_{\mathrm{i}, \mathrm{j}}{ }^{-1} \tag{23}
\end{equation*}
$$

$\mathrm{A}^{-1}$ can be decomposed as

$$
\begin{equation*}
\mathrm{A}^{-1}=\mathrm{H} A \mathrm{H} \tag{24}
\end{equation*}
$$

where the diagonal matrix
$\cdots \quad \Lambda=\operatorname{diag}\left\{\mu_{\mathrm{i}, \mathrm{j}}\right\}, \quad \mathrm{i}, \mathrm{j}=1, \cdots, \mathrm{~K}$,
and H is the tensor product

$$
\begin{equation*}
\mathrm{H}=\mathrm{S} \oplus \mathrm{~S}, \tag{26}
\end{equation*}
$$

where the ( $i, j$ )th entry of the KxK matrix $S$ is

$$
\begin{equation*}
s_{i \mathrm{j}}=[2 /(K+1)]^{1 / 2} \sin [\pi i \mathrm{j} /(\mathrm{K}+1)] . \tag{27}
\end{equation*}
$$

Multiplying $A^{-1}$ by a vector costs $O\left(N^{2}\right)$, using the conventional method. Since we can decompose $A^{-1}=S \oplus S S \oplus S$ and $\Lambda$ is a diagonal matrix, taking advantage of the structure of the entries of $\mathrm{S}, \mathrm{s}_{\mathrm{i}, \mathrm{j}}$, we can use Fast Fourier Transforms (FFT) for the multiplication, which costs $\mathrm{O}(\mathrm{N}(\log \mathrm{N})$ ).

### 4.2.2 A New Iterative Algorithm

Equation (18) can be rewritten as

$$
\begin{equation*}
M x=-\lambda h^{2} \mathbf{b}(\mathbf{x}) \tag{28}
\end{equation*}
$$

where

$$
M=\left(\begin{array}{ll}
A & O  \tag{29}\\
O & A
\end{array}\right)
$$

where $A$ is given in (20),

$$
\begin{equation*}
b= \tag{30}
\end{equation*}
$$

$\mid \cdots,\left\{R\left(\xi_{i, j}, \eta_{i, j}\right)-E_{i, j}\right\} \partial R\left(\xi_{i, j}, \eta_{i, j}\right) / \partial \xi, \cdots,\left\{R\left(\xi_{i, j}, \eta_{i, j}\right)-E_{i, j}\right\} \partial R\left(\xi_{i, j}, \eta_{i, j}\right) / \partial \eta, \cdots$ $1^{T}$,
and

$$
\begin{equation*}
\mathbf{x}=\left\{\xi_{1,1}, \cdots, \xi_{1, \mathrm{~K}}, \cdots, \xi_{\mathrm{K}, \mathrm{~K}}, \eta_{1,1}, \cdots, \eta_{1, \mathrm{~K}}, \cdots, \eta_{\mathrm{K}, \mathrm{~K}}\right]^{\mathrm{T}} \tag{31}
\end{equation*}
$$

Since $A$ is non-degenerate, $M$ is also non-degenerate, and therefore, (28) is equivalent to

$$
\begin{equation*}
\mathbf{x}=-\lambda \mathrm{h}^{2} \mathrm{M}^{-1} \mathbf{b}(\mathbf{x}) \tag{32}
\end{equation*}
$$

We propose using the following iterative algorithm

$$
\begin{equation*}
\mathbf{x}^{(\mathrm{m}+1)}=-\lambda \mathrm{h}^{2} \mathrm{M}^{-1} \mathbf{b}\left(\mathbf{x}^{(\mathrm{m})}\right), \tag{33}
\end{equation*}
$$

where $\mathbf{x}^{(0)}$ is an arbitrary initial element.

We discuss the convergence of the iterative algorithm (33) and the uniqueness of the solution of (32).

### 4.2.3 Convergence of the Algorithm

Our goal is to find a DSS $\mathbf{x}^{*}=\left\{\xi_{1,1}{ }^{*}, \cdots, \xi_{1, K^{*}}, \cdots, \xi_{\mathrm{K}, \mathrm{K}}{ }^{*}, \eta_{1,1}{ }^{*}, \cdots, \eta_{1, \mathrm{~K}}{ }^{*}\right.$ , $\left.\cdots, \eta_{K, K}\right]^{T}$, which minimizes (17), subject to the boundary constraints, i.e., the surface orientations are known on boundaries. We call a DSS regular, if $\left(\xi_{i, j}{ }^{*}\right)^{2}$ $+\left(\eta_{i, j}\right)^{2}<4$, when (ih,jh) is not a boundary point. A regular DSS does not generate false occluding boundary points.

Since $\left(\xi_{i, j}, \eta_{i, j}\right)$ is in the closed dise with radius two, denoted by $S, \mathbf{x}$ is defined on a compact set in $R^{2 N}, S^{2 N}$. Since $\mu$ in (17) is a continuous function of $x$, it obtains its minimum on $\mathrm{S}^{2 \mathrm{~N}}$, and therefore, DSS exists. We first show that a DSS is regular, and thus regular DSS exists. We then show that the DSS is unique and that algorithm (33) converges to this unique DSS.

We assume that there exist at least two boundary points, on which the surface orientations are different.

To prove that a DSS is regular, we need

Lemma 4.1 Let $P_{0}$ be a point on the circumference of a disc, and let $P_{i} \neq$ $P_{0}, i=1,2, \ldots, k$, be points in the dise. Then for $\delta>0$ and $K>0$, there exists $\mathrm{P}_{0}{ }^{*}$ in the dise, such that (i) $\mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right)<\delta$, and (ii)

$$
\begin{equation*}
\sum_{i=1}^{k} d\left(P_{0}, P_{i}\right)^{2}>\sum_{i=1}^{k} d\left(P_{0}^{*}, P_{i}\right)^{2}+K d\left(P_{0}, P_{0}^{*}\right)^{2} \tag{34}
\end{equation*}
$$

where $d(P, Q)$ is the Euclidean distance between $P$ and $\mathbf{Q}$.]

Proof. Denote the angle spanned by the vectors $P_{0} P_{i}$ and $P_{0} P_{j}$ as $<P_{i}, P_{0}$, $\left.P_{j}\right\rangle$. Let $\alpha=\max \left\{\left\langle P_{i}, P_{0}, P_{j}\right\rangle, i, j=1,2, \ldots, k\right\}$. Let $Q^{\prime} P_{0} Q$ be the
bisector of $\alpha$. Since $P_{i}$ is in the disc, $\alpha<\pi,<P_{i}, P_{0}, Q><\pi / 2$, and $<P_{i}$ , $\left.P_{0}, Q^{\prime}\right\rangle=\pi-\left\langle P_{i}, P_{0}, Q\right\rangle>\pi / 2$. Let $P_{0}{ }^{*}$ be a point on $P_{0} Q$ such that $\mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right)<\delta$. Then in the triangle $\mathrm{P}_{0} \mathrm{P}_{0}{ }^{*} \mathrm{P}_{\mathrm{i}}, \mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{\mathrm{i}}\right)^{2}=\mathrm{d}\left(\mathrm{P}_{0}{ }^{*}, \mathrm{P}_{\mathrm{i}}\right)^{2}$ $+\mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right)^{2}-2 \mathrm{~d}\left(\mathrm{P}_{0}{ }^{*}, \mathrm{P}_{\mathrm{i}}\right) \mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right) \cos <\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}, \mathrm{P}_{\mathrm{i}}>$. Since $\lim _{\mathrm{P}_{0}}{ }^{*} \rightarrow \mathrm{P}_{0}$ $\left.\left\langle P_{0}, P_{0}{ }^{*}, P_{i}\right\rangle=\left\langle P_{i}, P_{0}, Q^{\prime}\right\rangle\right\rangle \pi / 2$, and $\lim _{P_{0}} \rightarrow P_{0} P_{i} P_{0}{ }^{*}=P_{i} P_{0}$, for sufficiently small $d\left(P_{0}, P_{0}{ }^{*}\right),-2 d\left(P_{0}{ }^{*}, P_{i}\right) \cos <P_{0}, P_{0}{ }^{*}, P_{i} \gg \operatorname{Kd}\left(P_{0}\right.$, $\left.\mathbf{P}_{0}{ }^{*}\right)$. Therefore, $-2 \mathrm{~d}\left(\mathrm{P}_{0}{ }^{*}, \mathrm{P}_{\mathrm{i}}\right) \mathrm{d}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right) \cos <\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}, \mathrm{P}_{\mathrm{i}} \gg \operatorname{Kd}\left(\mathrm{P}_{0}, \mathrm{P}_{0}{ }^{*}\right)^{2}$, and $d\left(P_{0}, P_{i}\right)^{2}>d\left(P_{0}{ }^{*}, P_{i}\right)^{2}+K d\left(P_{0}, P_{0}\right)^{*}$. Taking summation over all $i$, we have (34). []

We are ready to prove

Lemma 4.2 A DSS is regular. []

Proof. We prove by contradiction. We assume, on the contrary, that there exists a DSS $x^{*}$, which is not regular, i.e.,

$$
\begin{equation*}
\mu\left(\mathbf{x}^{*}\right)=\sum_{i, j}\left(s_{i, j}^{*}+\lambda r_{i, j}\right)^{*}, \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{s}_{\mathrm{i}, \mathrm{j}}^{*}= \\
& {\left[\left(\xi_{\mathrm{i}+1, \mathrm{j}}^{*} \cdot \xi_{\mathrm{i}, \mathrm{j}}^{*}\right)^{2}+\left(\xi_{\mathrm{i}, \mathrm{j}+1}^{*} \xi_{\mathrm{i}, \mathrm{j}}^{*}\right)^{2}+\left(\eta_{\mathrm{i}+1, \mathrm{j}}^{*}-\eta_{\mathrm{i}, \mathrm{j}}^{*}\right)^{2}+\left(\eta_{\left.\left.\mathrm{i}, \mathrm{j}+\mathrm{I}^{*}-\eta_{\mathrm{i}, \mathrm{j}}^{*}\right)^{2}\right] / \mathrm{h}^{2},}^{\mathrm{r}_{\mathrm{i}, \mathrm{j}}^{*}=\left[R\left(\xi_{\mathrm{i}, \mathrm{j}}^{*}, \eta_{\mathrm{i}, \mathrm{j}}^{*}\right)-E_{\mathrm{i}, \mathrm{j}}\right]^{2},}\right.\right.}
\end{aligned}
$$

and there exists $\left(\xi_{i, j}^{*}, \eta_{i, j}^{*}\right)$, such that $\xi_{i, j}^{* 2}+\eta_{i, j}^{* 2}=4$. Since (ih,jh) is an interior point of the region $D, E_{i, j}>0$.

We have

$$
\begin{equation*}
\mu\left(x^{*}\right)= \tag{38}
\end{equation*}
$$

$$
\begin{aligned}
& F\left(x^{*}\right)+\lambda\left[R\left(\xi_{i, j}^{*}, \eta_{i, j}^{*}\right)-E_{i, j}\right]^{2}+\left\{\left(\left[\xi_{i+1, j}-\xi_{i, j}^{*}\right)^{2}+\left(\eta_{i+1, j}^{*}-\eta_{i, j}^{*}\right)^{2}\right]+\right. \\
& {\left[\left(\xi_{i, j+1}^{*}-\xi_{i, j}^{*}\right)^{2}+\left(\eta_{i, j+1}^{*}-\eta_{i, j}^{*}\right)^{2}\right]+\left[\left(\xi_{i-1, \mathrm{j}}^{*}-\xi_{i, j}^{*}\right)^{2}+\left(\eta_{i-1, j}^{*}-\eta_{i, j}^{*}\right)^{2}\right]+} \\
& \left.\left[\left(\xi_{i, j-1}^{*}-\xi_{i, j}^{*}\right)^{2}+\left(\eta_{i, j-1}^{*}-\eta_{i, j-1}^{*}\right)^{2}\right]\right\} / \mathrm{h}^{2},
\end{aligned}
$$

where $F\left(\mathbf{x}^{*}\right)$ does not contain $\xi_{\mathrm{i}, \mathrm{j}}{ }^{*}$ and $\eta_{\mathrm{i}, \mathrm{j}}{ }^{*}$.

Let $\mathrm{d}(\mathrm{k}, \mathrm{l}, \mathrm{i}, \mathrm{j})$ be the Euclidean distance between $\left(\boldsymbol{\xi}_{\mathrm{k}, 1^{*}}{ }^{*}, \boldsymbol{\eta}_{\mathbf{k}, 1^{*}}\right)$ and $\left(\xi_{\mathrm{i}, \mathrm{j}}{ }^{*}, \boldsymbol{\eta}_{\mathrm{i}, \mathrm{j}}{ }^{*}\right)$. Then

$$
\begin{align*}
& \mu\left(\mathbf{x}^{*}\right)=F\left(\mathbf{x}^{*}\right)+\lambda\left[R\left(\xi_{i, j}^{*}, \eta_{i, j}{ }^{*}\right)-E_{i, j}\right]^{2}+  \tag{37}\\
& {\left[d^{2}(i+1, j ; i, j)+d^{2}(i, j+1 ; i, j)+d^{2}(i-1, j ; i, j)+d^{2}(i, j-1 ; i, j)\right] / h^{2}}
\end{align*}
$$

Since $\mathrm{E}_{\mathrm{i}, \mathrm{j}}>0, \mathrm{R}\left(\xi_{\mathrm{i}, \mathrm{j}}{ }^{*}, \eta_{\mathrm{i}, \mathrm{j}}{ }^{*}\right)=0$ and R is continuous, there exists a dise, centered at $\left(\xi_{i, j}^{*}, \eta_{i, j}^{*}\right)$ with sufficiently small radius $\delta$, such that for all $(\xi, \eta)$ inside the disc, $\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right]^{2} \leq\left[\mathrm{R}\left(\xi_{\mathrm{i}, \mathrm{j}}{ }^{*}, \eta_{\mathrm{i}, \mathrm{j}}{ }^{*}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right]^{2}=\mathrm{E}_{\mathrm{i}, \mathrm{j}}{ }^{2}$.

Let $P=\{(i+1, j),(i-1, j),(i, j+1),(i, j-1)\}$, and let $A=\{(k, l) \in P: d(k, 1 i, j)>$ $0\}$ and $K=|P-A|$. We analyse the following two cases, and arrive at a contradiction for each case.

Case 1. $\mathrm{K}<4$, i.e., there exists at least one ( $\mathrm{k}, \mathrm{l})$, such that $\mathrm{d}(\mathrm{k}, \mathrm{l} ; \mathrm{i}, \mathrm{j})>0$. By applying Lemma 4.1, with $P_{0}=\left(\xi_{i, j}{ }^{*}, \eta_{i, j}{ }^{*}\right)$ and $\left\{P_{i}\right\}=A$, we know that there exists $\left(\xi^{*}, \eta^{*}\right)$, inside the dise, centered at $\left(\xi_{\mathrm{i}, \mathrm{j}}{ }^{*}, \eta_{\mathrm{i}, \mathrm{j}}{ }^{*}\right)$, with radius $\delta$, such that

$$
\begin{aligned}
& \sum_{k, 1,1) \in P} d(\mathbf{k}, 1 ; i, j)^{2}=\sum_{(k, 1) \in A} d(k, 1 ; i, j)^{2}>\sum_{(k, 1) \in A} d^{*}(k, 1 ; 0,0)^{2}+K d^{*}(i, j ; 0,0)^{2} \\
& =\sum_{\{(,, 1) \in A} d^{*}(k, 1 ; 0,0)^{2}+\sum_{k, 1,1 \in P \cdot A} d^{*}(k, l ; 0,0)^{2}=\sum_{(k, 1) \in P} d^{*}(\mathbf{k}, 1 ; 0,0)^{2}
\end{aligned}
$$

where $\mathrm{d}^{*}(\mathrm{k}, 1 ; 0,0)$ is the Euclidean distance between $\left(\boldsymbol{\xi}_{\mathbf{k}, 1^{*}}, \eta_{\mathbf{k}, 1^{*}}\right)$ and $\left(\boldsymbol{\xi}^{*}, \eta^{*}\right)$.

Replacing $\left(\xi_{i, j}{ }^{*}, \eta_{i, j}^{*}\right)$ by $\left(\xi^{*}, \eta^{*}\right)$, from (37), we have $\mathbf{x}^{* *}$, such that $\mu\left(\mathbf{x}^{* *}\right)<$ $\boldsymbol{\mu}\left(\mathbf{x}^{*}\right)$. Therefore, $\mathbf{x}^{*}$ is not a DSS, a contradiction.

Case 2. $K=4$, i.e, $d(k, l i, j)=0, \forall k, l \in P$. We separate out all the grid points, adjacent to any of the points in $P$. We denote this set of grid points by $P^{(1)}$. We analyse $P^{(1)}$, in a similar way as $P$, and we will arrive either at a contradiction or at the conclusion that $d(k, 1 ; i, j)=0, \forall(\mathbf{k}, \mathrm{l}) \in \mathrm{P} \cup \mathrm{P}^{(1)}$, i.e., $\left(\xi_{\mathrm{k}, 1^{*}}, \eta_{\mathrm{k}, 1^{*}}\right)=\left(\xi^{*}, \eta^{*}\right), \forall(k, l) \in \mathrm{P} \cup \mathrm{P}^{(1)}$. We repeat the same arguments as we expand the region of grid points with identical $\left(\xi^{*}, \eta^{*}\right)$. Since $D$ is a unit square region and there exist at least two boundary points on which the (fixed) surface orientations are different, we will arrive at a contradiction no later than that the expanded region covers these two points.

Therefore, an irregular DSS does not exist. This completes the proof. []

We assume that $\left\{\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \boldsymbol{\mathrm { R }}(\xi, \eta) / \partial \xi$ and $\left\{\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \partial \mathrm{R}(\xi, \eta) / \partial \eta$ are Lipschitz functions, i.e.,

$$
\begin{aligned}
& \left|\left\{\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \partial \mathrm{R}(\xi, \eta) / \partial \xi-\left\{\mathrm{R}\left(\xi^{\prime}, \eta^{\prime}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \partial \mathrm{R}\left(\xi^{\prime}, \eta^{\prime}\right) / \partial \xi\right| \\
& \leq \mathrm{L}^{(1)}{ }_{\mathrm{i}, \mathrm{j}}\left\{\left(\xi-\xi^{\prime}\right)^{2}+\left(\eta-\eta^{\prime}\right)^{2}\right\}^{1 / 2} \\
& \text { and } \\
& \left|\left\{\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \partial \mathrm{R}(\xi, \eta) / \partial \eta-\left\{\mathrm{R}\left(\xi^{\prime}, \eta^{\prime}\right)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right\} \partial \mathrm{R}\left(\xi^{\prime}, \eta^{\prime}\right) / \partial \eta\right| \\
& \leq \mathrm{L}^{(2)}{ }_{\mathrm{i}, \mathrm{j}}\left\{\left(\xi-\xi^{\prime}\right)^{2}+\left(\eta-\eta^{\prime}\right)^{2}\right\}^{1 / 2} .
\end{aligned}
$$

Let $\max \left\{\mathrm{L}_{\mathrm{i}, \mathrm{j}}{ }^{(\mathbf{k})}\right\}_{\mathrm{i}, \mathrm{j}, \mathbf{k}}=\nu_{0}$. Then we have

Proposition 4.1 For $\lambda \in\left[0,2 \pi^{2} \nu_{0}^{-1}\left[1-\pi^{2} h^{2} / 24\right]^{2}\right.$ ), algorithm (33) converges to the unique solution of (28), which is the unique DSS, minimizing (17). []

Proof. Let $\mathbf{x}^{*}$ be a regular DSS. Then $\mathbf{x}^{*}=-\lambda h^{2} \mathrm{M}^{-1} \mathbf{b}\left(\mathbf{x}^{*}\right)$. From (33) we have $\mathbf{x}^{(m+1)}-\mathbf{x}^{*}=-\lambda \mathbf{h}^{2} \mathbf{M}^{-1}\left[\mathbf{b}\left(\mathbf{x}^{(m)}\right)-\mathbf{b}\left(\mathbf{x}^{*}\right)\right]$, and so $\left\|\mathbf{x}^{(m+1)}-\mathbf{x}^{*}\right\|_{2} \leq$ $\lambda h^{2}\left\|M^{-1}\right\|_{2} \nu_{0}\left\|\mathbf{x}^{(m)}-\mathbf{x}^{*}\right\|_{2}$. Since $\left\|M^{-1}\right\|_{2}=\left[8 \sin ^{2}(\pi h / 2)\right]^{-1}<\left[2 \pi^{2} \mathrm{~h}^{2}(1\right.$ - $\left.\left.\pi^{2} h^{2} / 24\right)^{2}\right]^{-1},\left\|x^{(m+1)} \cdot x^{*}\right\|_{2} \leq \lambda h^{2}\left[2 \pi^{2} h^{2}\left(1-\pi^{2} h^{2} / 24\right)^{2}\right]^{-1} \nu_{0}\left\|x^{(m)}-x^{*}\right\|_{2}=$ $\lambda\left[2 \pi^{2}\left(1-\pi^{2} \mathrm{~h}^{2} / 24\right)^{2}\right]^{-1} \nu_{0}\left\|\mathrm{x}^{(\mathrm{m})}-\mathrm{x}^{*}\right\|_{2}$. Since $\lambda<2 \pi^{2} \nu_{0}^{-1}\left(1-\pi^{2} \mathrm{~h}^{2} / 24\right)^{2}, \lambda\left[2 \pi^{2}(1\right.$ - $\left.\left.\pi^{2} \mathrm{~h}^{2} / 24\right)^{2}\right]^{-1} \nu_{0}<1$. Therefore, $\mathbf{x}^{(\mathrm{m})}$ converges to $\mathbf{x}^{*}$.

Since $\mathbf{x}^{(m)}$ has only one limit and (28) is a necessary condition satisfied by a regular DSS, $\mathbf{x}^{(\mathrm{m})}$ converges to the unique solution of (28), which is the unique DSS. []

### 4.2.4 An Example

As an example, we estimate $\nu_{0}$ and the range of $\lambda$ for the case of a Lambertian surface with the incident rays coincident with the view direction. In this case, the image-irradiance equation [15]

$$
\begin{equation*}
\mathrm{R}(\xi, \eta)=\left(4 \cdot \xi^{2}-\eta^{2}\right) /\left(4+\xi^{2}+\eta^{2}\right), \text { where } \xi^{2}+\eta^{2} \leq 4 \tag{39}
\end{equation*}
$$

Obviously, $\mathbf{R}$ is a Lipschitz function and

$$
\begin{align*}
& \nu_{0} \leq\left\{\left\{\sup \left|\partial / \partial \xi\left\{\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right] \partial \mathrm{R}(\xi, \eta) / \partial \xi\right\}\right|\right\}^{2}+\right.  \tag{40}\\
& \left\{\sup \left\{\left|\partial / \partial \eta\left\{\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right] \partial \mathrm{R}(\xi, \eta) / \partial \eta\right\}\right|\right\}^{2}\right\}^{1 / 2} .
\end{align*}
$$

Since $\mid \partial / \partial \xi\left\{\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}} \mathrm{JR}(\xi, \eta) / \partial \xi\right\}\left|=\left|[\partial \mathrm{R} / \partial \xi]^{2}+\left(\mathrm{R}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right) \partial^{2} \mathrm{R}(\xi, \eta) / \partial \xi^{2}\right| \leq\right.\right.$ $|\partial R / \partial \xi|^{2}+\left|R-E_{i, j}\right| \partial^{2} R(\xi, \eta) / \partial \xi^{2} \mid$, we only need to estimate the bounds of the absolute values of $\partial R / \partial \xi$ and $\partial^{2} R(\xi, \eta) / \partial \xi^{2}$.

Since $\partial R / \partial \xi=-16 \xi /\left(4+\xi^{2}+\eta^{2}\right)^{2}$. One checks that $|\partial R / \partial \xi| \leq 3 \sqrt{3} / 8$.

On the other hand, $\partial^{2} R / \partial \xi^{2}=16\left(3 \xi^{2}-\eta^{2}-4\right) /\left(\xi^{2}+\eta^{2}+4\right)^{3}$. One checks that $\left|\partial^{2} R / \partial \xi^{2}\right| \leq 1 / 4$.

$$
\begin{aligned}
& \text { Since } 0 \leq \mathrm{R}, \mathrm{E}_{\mathrm{i}, \mathrm{j}} \leq 1,\left|\mathrm{R}-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right| \leq 1 . \text { Thus } \mid \partial / \partial \xi\left\{\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}} \mathrm{j} \partial \mathrm{R}(\xi, \eta) / \partial \xi\right\} \mid\right. \\
& \leq 27 / 64+1 / 4=43 / 64
\end{aligned}
$$

A similar analysis yields $\left|\partial / \partial \eta\left\{\left[\mathrm{R}(\xi, \eta)-\mathrm{E}_{\mathrm{i}, \mathrm{j}}\right] \mathrm{R}(\xi, \eta) / \partial \eta\right\}\right| \leq 27 / 64+1 / 4=$ 43/64.

From (40)

$$
\begin{equation*}
\nu_{0} \leq 43 \sqrt{2} / 64 . \tag{41}
\end{equation*}
$$

Thus for $\lambda \in\left(0,64 \sqrt{2} \pi^{2}\left(1-\pi^{2} \mathrm{~h}^{2} / 24\right)^{2} / 43\right)$, the algorithm (33) converges to the unique DSS.
4.2.5 Implementation of the Algorithm and its Complexity

From Subsection 4.2 .1 and (29), $\mathrm{M}^{-1}$ is known, and therefore, to implement the algorithm (33), one has to multiply the 2 Nx 2 N dense matrix $\mathrm{M}^{-1}$ by a vector, which costs $\mathrm{O}\left(\mathrm{N}^{2}\right)$, using the conventional matrix multiplication. However as discussed in Subsection 4.2.1, we can use FFT to reduce the cost to $O(N(\log N))$.

Let $x^{*}$ be the unique solution of (28) and let $\lambda \nu_{0}\left[2 \pi^{2}\left(1-\pi^{2} \mathrm{~h}^{2} / 24\right)^{2}\right]^{-1}=\theta<1$. Then by a similar argument as in the proof of Proposition 4.1, we have $\| x^{(m)}$ $-\mathbf{x}^{*}\left\|_{2} \leq \theta\right\| \mathbf{x}^{(\mathbb{1}-1)}-\mathbf{x}^{*} \|_{2}$, and therefore,

$$
\begin{equation*}
\left\|\mathbf{x}^{(\mathrm{m})}-\mathbf{x}^{*}\right\|_{2} \leq \theta^{\mathrm{m}}\left\|\mathbf{x}^{(0)}-\mathbf{x}^{*}\right\|_{2} \tag{42}
\end{equation*}
$$

As an example, we derive the number of iterative steps to compute a solution of (28) with error bound $O(h)$. Let $k$ be the number of steps required, then we have

$$
\begin{aligned}
& \theta^{\mathrm{k}}=\mathrm{h}, \\
& \mathrm{k}=\log \mathrm{h} / \log \theta .
\end{aligned}
$$

If $\theta=1 / 2$, then $\mathrm{k}=(\log N) / 2$. Thus

Proposition 4.2 For $\lambda \in\left[0, \pi^{2} \nu_{0}{ }^{-1}\left[1-\pi^{2} h^{2} / 24\right]^{2}\right)$, it takes $(\log N) / 2$ steps for $\mathbf{x}^{(m)}$ to converge to the solution of (28) with error $h$. The total cost, using FFT for matrix multiplication, is thus $O\left(N(\log N)^{2}\right)$.

### 4.3 Interpolating Spline and its Optimality

When the data are noisy, the spline-smoothing approach is appropriate. However, when the data are relatively precise, the interpolating spline approach is preferable. In that approach, one seeks a spline, which interpolates the data and minimizes (15). This is an interpolatory algorithm and is therefore almost strongly optimal, i.e., strongly optimal within a factor of 2 , see [37] ch. 1. The uniqueness of the spline and its construction need further investigation.

## 5 Optical Flow

Biological systems typically move relatively continuously through the world, and the images projected on their retinas vary essentially continuously while they move. Such continuous flow of the imaged world across the retina is called optical flow. The optical flow assigns to every point on the visual field a twodimensional "retinal velocity", at which it is moving across the visual field. We study the approximation of the optical flow, or velocity field, based on a sequence of images.

Assume that $D$ is a bounded image domain of interest. Without loss of generality, we assume that $D$ is a unit square. We denote the image brightness at $(x, y) \in D$, projected by a surface patch of a moving object at time $t$, by $E(x, y, t)$. After time $\Delta t$, the image of the same surface patch has moved to $\left(x+\Delta_{1}, y\right.$ $\left.+\Delta_{2}\right)$, with intensity $\mathrm{E}\left(\mathrm{x}+\Delta_{1}, \mathrm{y}+\Delta_{2}, \mathrm{t}+\Delta \mathrm{t}\right)$. The average rate of image intensity change at image point ( $\mathrm{x}, \mathrm{y}$ ) and within time interval $[\mathrm{t}, \mathrm{t}+\Delta \mathrm{]}$, is


Let $\Delta \mathrm{t} \rightarrow 0$. We assume that all the limits exist. We have

$$
\begin{equation*}
\mathrm{u}(\mathrm{x}, \mathrm{y}, \mathrm{t})=\lim _{\Delta \mathrm{t} \rightarrow 0} \frac{\Delta_{1}}{\Delta \mathrm{t}} \quad \text { and } \quad \mathrm{v}(\mathrm{x}, \mathrm{y}, \mathrm{t})=\lim _{\Delta \mathrm{t} \rightarrow 0} \frac{\Delta_{2}}{\Delta \mathrm{t}}, \tag{43}
\end{equation*}
$$

where $(u(x, y, t), v(x, y, t))$ is the velocity field at image point ( $x, y$ ) and time instance t. Thus we have $[3,14]$ :

$$
\begin{equation*}
-w(x, y, t)=p(x, y, t) u(x, y, t)+q(x, y, t) v(x, y, t)+r(x, y, t) \tag{44}
\end{equation*}
$$

where $p=\partial E / \partial x, q=\partial E / \partial y$ and $r=\partial E / \partial t$ can be computed directly. The function - $w$ is the rate of change of intensity, which is not known.

From (44) alone, one cannot determine $u, v$ and $w$ uniquely. Assume that the partial derivatives of $u, v$ and $w$ are square integrable. In addition to requiring that (44) be satisfied, a consistency constraint is imposed in [3] and [14], which is the minimization of the quadratic variations of $u, v$ and $w$. Then $u, v$ and $w$ can be uniquely determined. In Subsections 5.1 and 5.2, we discuss two approaches for approximating $u, v$ and $w$ : spline-smoothing and the interpolating spline. We approximate the velocity field at an arbitrary time instance $t$, and we omit the time factor $t$ in the following discussion.

### 5.1 Spline-smoothing

This approach was used by Horn and Schunck [14] (where w $\equiv 0$ ), and by Cornelius and Kanade [3]. They seek $u, v$ and $w$, which minimize

$$
\begin{gather*}
\int_{D}\left\{\lambda^{-1}\left[\left(u_{x}\right)^{2}+\left(u_{y}\right)^{2}+\left(v_{x}\right)^{2}+\left(v_{y}\right)^{2}\right]+\mu^{-1}\left[\left(w_{z}\right)^{2}+\left(w_{y}\right)^{2}\right]\right.  \tag{45}\\
\left.+[p u+q v+w+r]^{2}\right\} d x d y
\end{gather*}
$$

where $\lambda$ and $\mu$ are penalty parameters.

### 5.1.1 Gauss-Seidel Iterative Method

We discretize the unit square region $D$, with mesh size $h$, and discretize (45) by using difference operators instead of differential operators and summations instead of integrals. The corresponding discrete spline-smoothing is to minimize

$$
\begin{equation*}
\kappa=\sum_{i, j}\left[\left(\lambda^{-1} \mathrm{a}_{\mathrm{i}, \mathrm{j}}+\mu^{-1} \mathrm{~b}_{\mathrm{i}, \mathrm{j}}\right)+\mathrm{c}_{\mathrm{i}, \mathrm{j}}\right] \tag{48}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{i, j}= \\
& {\left[\left(u_{i+1, j}-u_{i, j}\right)^{2}+\left(u_{i, j+1}-u_{i, j}\right)^{2}+\left(v_{i+1, j}-v_{i, j}\right)^{2}+\left(v_{i, j+1}-v_{i, j}\right)^{2}\right] / h^{2},} \\
& b_{i, j}= \\
& {\left[\left(w_{i+1, j}-w_{i, j}\right)^{2}+\left(w_{i, j+1}-w_{i, j}\right)^{2}\right] / h^{2}, \quad \text { and }} \\
& c_{i, j}=\left(p_{i, j} u_{i, j}+q_{i, j} v_{i, j}+w_{i, j}+r_{i, j}\right)^{2},
\end{aligned}
$$

where $u_{i, j}, v_{i, j}, w_{i, j}, p_{i, j}, q_{i, j}$ and $r_{i, j}$ are the function values of $u, v, w, p, q$ and $r$ at grid point ( $i b, j h$ ), respectively, where $i, j=1, \cdots, K, K+1=h^{-1}$.

Let $U=\left[u_{1,1}, \cdots, u_{1, K}, \cdots, u_{K, K}\right]^{T}, V=\left\{v_{1,1}, \cdots, v_{1, K}, \cdots, v_{K, K}\right]^{T}$, and $W=$ $\left[w_{1,1}, \cdots, w_{1, K}, \cdots, w_{K, K}\right]^{T}$. We want to find $U, V$ and $W$, which minimize (46).

A necessary condition for minimizing (48) is

$$
\begin{equation*}
\frac{\partial \kappa}{\partial u_{i, j}}=\frac{\partial \kappa}{\partial v_{i, j}}=\frac{\partial \kappa}{\partial w_{i, j}}=0, \quad i, j=1, \cdots, K . \tag{47}
\end{equation*}
$$

Therefore,

$$
\begin{gather*}
4 u_{i, j}-u_{i+1, j}-u_{i, j+1}-u_{i-1, j}-u_{i, j-1}= \\
-\lambda h^{2} p_{i, j}\left(p_{i, j} u_{i, j}+q_{i, j} v_{i, j}+w_{i, j}+r_{i, j}\right), \\
4 v_{i, j}-v_{i+1, j}-v_{i, j+1}-v_{i-1, j}-v_{i, j-1}=  \tag{48}\\
-\lambda h^{2} q_{i, j}\left(p_{i, j} u_{i, j}+q_{i, j} v_{i, j}+w_{i, j}+r_{i, j}\right),
\end{gather*}
$$

and

$$
\begin{aligned}
& 4 w_{i, j}-w_{i+1, j}-w_{i, j+1}-w_{i-1, j}-w_{i, j-1}= \\
& -\mu h^{2}\left(p_{i, j} u_{i, j}+q_{i, j} v_{i, j}+w_{i, j}+r_{i, j}\right) .
\end{aligned}
$$

To solve this system of linear equations, the Gauss-Seidel iterative method is proposed in [3, 14]. The convergence of the algorithm remains to be anslyzed. Furthermore, even if the Gauss-Seidel iterative method converges for this case, it is known to converge slowly [39].

### 5.1.2 Conjugate Gradient Iterative Method

Let $N=K^{2}$. Then the system of linear equations (48) can be rewritten as

$$
\mathrm{M}\left(\begin{array}{c}
\mathrm{U}  \tag{49}\\
\mathrm{~V} \\
\mathrm{~W}
\end{array}\right)=-\mathrm{h}^{2}\left(\begin{array}{c}
\lambda \mathrm{PR} \\
\lambda \mathrm{QR} \\
\mu \mathrm{R}
\end{array}\right)
$$

where the diagonal $\mathbf{N x N}$ matrices

$$
\begin{align*}
& \mathbf{P}=\operatorname{diag}\left(p_{1,1}, \cdots, p_{1, K}, \cdots, p_{K, K}\right) \quad \text { and } \\
& Q=\operatorname{diag}\left(q_{1,1}, \cdots, q_{1, K}, \cdots, q_{K, K}\right) \tag{50}
\end{align*}
$$

the $N \times 1$ vector $R=\left[r_{1,1}, \cdots, r_{1, K}, \cdots, r_{K, K}\right]^{T}$, and the coefficient matrix

$$
M=\left(\begin{array}{lll}
A+\lambda h^{2} P^{2} & \lambda h^{2} P Q & \lambda h^{2} P  \tag{51}\\
\lambda h^{2} P Q & A+\lambda h^{2} Q^{2} & \lambda h^{2} Q \\
\mu h^{2} P & \mu h^{2} Q & A+\mu h^{2} I
\end{array}\right)
$$

where the NxN matrix A is given in (20).

The coefficient matrix $M$ is not symmetric for $\lambda=\mu$. To symmetrize $M$, we multiply the last equation of (48) by $\lambda / \mu$, and we have

$$
\mathrm{M}^{*}\left(\begin{array}{l}
\mathrm{U}  \tag{52}\\
\mathrm{~V} \\
\mathrm{~W}
\end{array}\right)=-\lambda \mathrm{h}^{2}\left(\begin{array}{c}
\mathrm{PR} \\
\mathrm{QR} \\
\mathrm{R}
\end{array}\right),
$$

where

$$
M^{*}=\left(\begin{array}{lll}
A+\lambda h^{2} P^{2} & \lambda h^{2} P Q & \lambda h^{2} P  \tag{53}\\
\lambda h^{2} P Q & A+\lambda h^{2} Q^{2} & \lambda h^{2} Q \\
\lambda h^{2} P & \lambda h^{2} Q & (\lambda / \mu) A+\lambda h^{2} \mathbf{I}
\end{array}\right)
$$

We have

Proposition 5.1 The coefficient matrix $\mathrm{M}^{*}$ is sparse, symmetric and positive definite. []

Proof. Matrix $\mathbf{M}^{*}$ is sparse, since $\mathbf{A}$ is sparse, and $\mathbf{P}$ and $\mathbf{Q}$ are diagonal matrices. We now show that $M^{*}$ is positive definite. Let $\mathbf{x}=[\mathrm{U}, \mathrm{V}, \mathrm{W}]^{\mathbf{T}}$. Then we have

$$
\begin{align*}
& \left.<\mathrm{M}^{*} \mathrm{x}, \mathrm{x}\right\rangle=  \tag{54}\\
& <\left(\begin{array}{lll}
\mathrm{A} & & \\
& \mathrm{~A} & \\
& & (\lambda / \mu) A
\end{array}\right) \mathbf{x , x}>+\lambda h^{2}<P U+Q V+W, P U+Q V+W>
\end{align*}
$$

Since $<P U+Q V+W, P U+Q V+W\rangle=\|P U+Q V+W\|_{2}{ }^{2} \geq 0$ and $A$ is positive definite, see Subsection 4.2.1, and therefore $(\lambda / \mu) \mathrm{A}$ is also positive definite, we have
$\left\langle M^{*} x, x\right\rangle>0$ for $x \neq 0$. $\left.\quad\right]$

Since $\mathrm{M}^{*}$ is non-degenerate, we have

Corollary 5.1 The systems of linear equations (52) and hence (49) have one and only one solution. []

To solve for it, we propose using the conjugate gradient iterative method, see [8] ch.7. It converges much faster than Gauss-Seidel, and is optimal in terms of computational complexity, see [40].

On the other hand, algorithms with simple, local and parallel operations are more preferable in image understanding, since they are suitable for parallel or distributed computation and feasible for a biological system. The conjugate gradient method requires global interaction, which might not be desirable. We propose using the Chebyshev iterative method, which favors simple, local and parallel operations, and converges much faster than Gauss-Seidel.

### 5.1.3 Chebyshev Iterative Method

We estimate the minimum and the maximum eigenvalues of the matrix $M^{*}$ in (53), since this is crucial for applying the Chebyshev iterative method. The minimum and the maximum eigenvalues of $\mathrm{M}^{*}$ are

$$
\begin{align*}
& \lambda_{\min }\left(M^{*}\right)=\inf \left\{\left\langle M^{*} x, x\right\rangle:\|x\|_{2}=1\right\} \\
& \text { and }  \tag{55}\\
& \left.\lambda_{\max }\left(M^{*}\right)=\sup \left\{<M^{*} \mathbf{x}, \mathbf{x}\right\rangle:\|x\|_{2}=1\right\} .
\end{align*}
$$

Let

$$
\mathbf{F}=\left(\begin{array}{lll}
\mathbf{A} & &  \tag{58}\\
& \mathbf{A} & \\
& & (\lambda / \mu) \mathbf{A}
\end{array}\right) .
$$

Then

$$
\begin{align*}
& \left\langle\mathrm{M}^{*} \mathbf{x}, \mathrm{x}\right\rangle=\langle\mathrm{F} \mathbf{x}, \mathrm{x}\rangle+\lambda \mathrm{h}^{2}\langle\mathrm{PU}+\mathrm{QV}+\mathrm{W}, \mathrm{PU}+\mathrm{QV}+\mathrm{W}\rangle  \tag{57}\\
& \inf \left\{\langle\mathrm{F} \mathbf{x}, \mathrm{x}\rangle:\|\mathrm{x}\|_{2}=1\right\}=\lambda_{\min }(\mathrm{F})=\min \left\{\lambda_{\min }(\mathrm{A}),(\lambda / \mu) \lambda_{\min }(\mathrm{A})\right\} \\
& =8 \theta \sin ^{2}[\pi / 2(\mathrm{~K}+1)]=8 \theta \sin ^{2}(\pi \mathrm{~h} / 2), \quad \text { where } \theta=\min \{1, \lambda / \mu\} .
\end{align*}
$$

$$
\begin{aligned}
& \sup \left\{\langle\mathrm{F} x, \mathrm{x}\rangle:\|\mathrm{x}\|_{2}=1\right\}=\lambda_{\max }(\mathrm{F})=\max \left\{\lambda_{\max }(\mathrm{A})_{,}(\lambda / \mu) \lambda_{\mathrm{max}}(\mathrm{~A})\right\} \\
& =8 \eta \cos ^{2}[\pi / 2(\mathrm{~K}+1)]=8 \eta \cos ^{2}(\pi \mathrm{~h} / 2), \text { where } \eta=\max \{1, \lambda / \mu\} \\
& \left.\sup \left\{\lambda \mathrm{h}^{2}<\mathrm{PU}+\mathrm{QV}+\mathrm{W}, \mathrm{PU}+\mathrm{QV}+\mathrm{W}\right\rangle:\|\mathrm{x}\|_{2}=1\right\}= \\
& \sup \left\{\lambda \mathrm{h}^{2}\|\mathrm{PU}+\mathrm{QV}+\mathrm{W}\|_{2}^{2}:\|\mathrm{x}\|_{2}=1\right\} \\
& \leq \lambda \mathrm{h}^{2} \mathrm{C}^{2}
\end{aligned}
$$

where $C=\max \left\{\left|\mathrm{p}_{\mathrm{i}, \mathrm{j}}\right|\right\}+\max \left\{\left|\mathrm{q}_{\mathrm{i}, \mathrm{j}}\right|\right\}+\mathbf{1}$.

We have

Proposition 5.2 The minimum and the maximum eigenvalues of the matrix $\mathrm{M}^{*}$

$$
\begin{align*}
& 8 \theta \sin ^{2}(\pi h / 2) \leq \lambda_{\min }\left(\mathrm{M}^{*}\right) \leq 8 \theta \sin ^{2}(\pi h / 2)+\lambda h^{2} \mathrm{C}^{2} \\
& \text { and } \tag{58}
\end{align*}
$$

$$
8 \eta \cos ^{2}(\pi \mathrm{~h} / 2) \leq \lambda_{\max }\left(\mathrm{M}^{*}\right) \leq 8 \eta \cos ^{2}(\pi \mathrm{~h} / 2)+\lambda \mathrm{h}^{2} \mathrm{C}^{2}
$$

where

$$
\begin{aligned}
& \theta=\min \{1, \lambda / \mu\} \\
& \eta=\max \{1, \lambda / \mu\} \text { and } \\
& c=\max \left\{\left|p_{i, j}\right|\right\}+\max \left\{\left|q_{i, j}\right|\right\}+1
\end{aligned}
$$

The condition number of $\mathrm{M}^{*}$ is

$$
\begin{equation*}
\lambda_{\max } / \lambda_{\min } \leq\left\{8 \eta \cos ^{2}(\pi \mathrm{~h} / 2)+\lambda \mathrm{h}^{2} \mathrm{C}^{2}\right\} /\left\{8 \theta \sin ^{2}(\pi \mathrm{~h} / 2)\right\} . \tag{59}
\end{equation*}
$$

0

For small h , the condition number of $\mathrm{M}^{*}$ is of order $\mathrm{h}^{\mathbf{- 2}}$.

Based on the estimation of the minimum and the maximum eigenvalues, we propose using the Chebyshev method, which converges much faster than GaussSeidel, and involves only simple, local and parallel operations. We can choose $8 \theta \sin ^{2}(\pi \mathrm{~h} / 2)$ and $8 \eta \cos ^{2}(\pi \mathrm{~h} / 2)+\lambda \mathrm{h}^{2} \mathrm{C}^{2}$ as lower and upper bounds of $\lambda_{\min }$ and $\lambda_{\text {max }}$ respectively. For small $h$, the bounds are tight, and therefore, the Chebyshev method is numerically stable. Chebyshev method is also optimal in terms of computational complexity, see [40]. For the Chebyshev methods, see [8] ch.4-6 and Appendix A, which includes FORTRAN subroutines.

### 5.1.4 Existence and Uniqueness of the Solution

One checks that the block matrix
equals $2 \lambda^{-1} \mathrm{~h}^{-2} \mathrm{M}^{*}$, which is positive definite. Therefore, the unique solution of TT4.6 obtains the minimal value of (46). We have

Proposition 5.3 There exists a unique solution for minimizing (46), which is the unique solution of the system of linear equations (52). []

### 5.2 Interpolating Splines

The interpolating spline approach is to find $u, v$ and $w$, which satisfy the information constraint (44) exactly and minimize

$$
\begin{equation*}
\int_{D}\left\{\left[\left(u_{x}\right)^{2}+\left(u_{y}\right)^{2}+\left(v_{x}\right)^{2}+\left(v_{y}\right)^{2}\right]+\mu^{-1}\left[\left(w_{x}\right)^{2}+\left(w_{y}\right)^{2}\right]\right\} d x d y \tag{60}
\end{equation*}
$$

where $\mu$ is a chosen parameter.

Similar to the spline-smoothing approach, we discretize (80) on the unit square region D with mesh size h . Then the corresponding discrete interpolating spline satisfies

$$
\begin{equation*}
p_{i, j} u_{i, j}+q_{i, j} v_{i, j}+w_{i, j}+r_{i, j}=0, \quad i, j=1, \cdots, K, \quad K+1=h^{-1} \tag{61}
\end{equation*}
$$

and minimizes

$$
\begin{equation*}
\kappa=\sum_{i, j}\left[a_{i, j}+\mu^{-1} b_{i, j} \mid\right. \tag{62}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{i, j}=\left[\left(u_{i+1, j}-u_{i, j}\right)^{2}+\left(u_{i, j+1}-u_{i, j}\right)^{2}+\left(v_{i+1, j}-v_{i, j}\right)^{2}+\left(v_{i, j+1}-v_{i, j}\right)^{2}\right] \\
& \text { and } \\
& b_{i, j}=\left[\left(w_{i+1, j}-w_{i, j}\right)^{2}+\left(w_{i, j+1}-w_{i, j}\right)^{2}\right] .
\end{aligned}
$$

(There is a short discussion of this approach in [14] for wㅡㅇ).

To solve this constrained minimization problem, we apply the method of Lagrange multipliers, and we have

$$
-M\left(\begin{array}{l}
\mathrm{U}  \tag{63}\\
\mathrm{~V} \\
\mathrm{~W} \\
\Lambda
\end{array}\right)=-\left(\begin{array}{c}
0 \\
0 \\
0 \\
\mathrm{R}
\end{array}\right),
$$

where $\Lambda=\left[\lambda_{1,1}, \cdots, \lambda_{1, K}, \cdots, \lambda_{K, K}\right\}^{\top}$, the coefficient matrix

$$
M=\left(\begin{array}{cccc}
A & 0 & 0 & P  \tag{64}\\
0 & A & 0 & Q \\
0 & 0 & A & \mu \mathrm{I} \\
\mathbf{P} & \mathbf{Q} & \mathrm{I} & 0
\end{array}\right)
$$

and $U, V, W, P, Q$ and $R$ are defined similarly as in (49). The coefficient matrix M is neither symmetric nor positive definite. It is easy to symmetrize M by dividing the third row by $\mu$. From (63) and (64), we have

$$
\begin{aligned}
& \mathrm{AU}+\mathrm{P} \Lambda=0, \quad \mathrm{AV}+\mathrm{Q} \Lambda=0, \quad \mathrm{AW}+\mu \Lambda=0, \quad \text { and } \\
& \mathrm{PU}+\mathrm{QV}+\mathrm{W}=-\mathrm{R} .
\end{aligned}
$$

So

$$
\begin{align*}
& \mathrm{U}=-\mathrm{A}^{-1} \mathrm{P} \Lambda, \quad \mathrm{~V}=-\mathrm{A}^{-1} \mathrm{Q} \Lambda, \quad \mathrm{~W}=-\mu \mathrm{A}^{-1} \Lambda  \tag{65}\\
& \mathrm{P}\left(-\mathrm{A}^{-1} \mathrm{P} \Lambda\right)+\mathrm{Q}\left(-\mathrm{A}^{-1} \mathbf{Q} \Lambda\right)+\left(-\mu \mathrm{A}^{-1} \Lambda\right)=-\mathrm{R}, \text { i.e., } \\
& \left(\mathrm{PA}^{-1} \mathbf{P}+\mathrm{QA}^{-1} \mathbf{Q}+\mu \mathrm{A}^{-1} \Lambda=\mathbf{R} .\right.
\end{align*}
$$

Therefore, the problem is reduced to solving a system of linear equations

$$
\begin{equation*}
\mathrm{M}^{*} \Lambda=\mathrm{R}, \tag{86}
\end{equation*}
$$

where

$$
\mathrm{M}^{*}=\mathrm{PA}^{-1} \mathbf{P}+\mathrm{QA}^{-1} \mathbf{Q}+\mu \mathbf{A}^{-1}
$$

After solving (86), $\mathrm{U}, \mathrm{V}$ and W can be obtained directly from (85). We analyze the matrix $\mathrm{M}^{*}$, and then discuss iterative methods for solving the system of linear equations (86).

### 5.2.1 Matrix $\mathrm{M}^{*}$

We estimate the minimum and the maximum eigenvalues of the matrix $\mathrm{M}^{*}$ in (68), since this is crucial for applying the Chebyshev iterative method. We have

$$
\begin{aligned}
& \left\langle\mathrm{M}^{*} \mathbf{x}, \mathrm{x}\right\rangle= \\
& \left\langle\left(\mathbf{P A}^{-1} \mathbf{P}\right) \mathbf{x}, \mathbf{x}\right\rangle+\left\langle\left(\mathbf{Q A}^{-1} \mathbf{Q}\right) \mathbf{x}, \mathbf{x}\right\rangle+\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathbf{x}\right\rangle, \\
& \inf \left\{\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathbf{x}\right\rangle\right\}=\mu\left[8 \cos ^{2}(\pi \mathrm{~h} / 2)\right]^{-1} \text { and } \\
& \sup \left\{\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathbf{x}\right\rangle\right\}=\mu\left[8 \sin ^{2}(\pi \mathrm{~h} / 2)\right]^{-1} \text {. } \\
& \left\langle\left(\mathbf{P A}^{-1} \mathrm{P}\right) \mathbf{x}, \mathbf{x}\right\rangle+\left\langle\left(\mathrm{QA}^{-1} \mathbf{Q}\right) \mathbf{x}, \mathbf{x}\right\rangle= \\
& \|\mathrm{P}\|_{2}{ }^{2}<\mathrm{A}^{-1}(\mathrm{Px}) /\|\mathrm{P}\|_{2},(\mathrm{Px}) /\|\mathrm{P}\|_{2}>+\|\mathrm{Q}\|_{2}{ }^{2}<\mathrm{A}^{-1}(\mathrm{Qx}) /\|\mathrm{Q}\|_{2},(\mathrm{Qx}) /\|\mathrm{Q}\|_{2}>.
\end{aligned}
$$

$$
\begin{aligned}
& \sup \left\{\left\langle\left(\mathrm{PA}^{-1} \mathrm{P}\right) \mathbf{x}, \mathbf{x}\right\rangle+\left\langle\left(\mathrm{QA}^{-1} \mathbf{Q}\right) \mathbf{x}, \mathbf{x}\right\rangle:\|\mathbf{x}\|_{2}=1\right\} \\
& \leq\|P\|_{2}{ }^{2} \lambda_{\max }\left(\mathrm{A}^{-1}\right)+\|Q\|_{2}{ }^{2} \lambda_{\max }\left(\mathrm{A}^{-1}\right) \\
& =C\left[8 \sin ^{2}(\pi \mathrm{~h} / 2)\right)^{-1}, \quad \text { where } C=\max \left\{\mathrm{p}_{\mathrm{i}, \mathrm{j}}{ }^{2}\right\}+\max \left\{\mathrm{q}_{\mathrm{i}, \mathrm{j}}{ }^{2}\right\} \text {. } \\
& \lambda_{\text {min }}\left(\mathrm{M}^{*}\right) \geq \inf \left\{\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathbf{x}\right\rangle:\|\mathbf{x}\|_{2}=1\right\}=\mu\left[8 \cos ^{2}(\pi \mathrm{~h} / 2)\right]^{-1} . \\
& \lambda_{\max }\left(\mathrm{M}^{*}\right) \\
& \leq \sup \left\{\left\langle\left(\mathbf{P A}^{-1} \mathbf{P}\right) \mathbf{x}, \mathbf{x}\right\rangle+\left\langle\left(\mathrm{QA}^{-1} \mathbf{Q}\right) \mathbf{x}, \mathbf{x}\right\rangle\right\}+\sup \left\{\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathbf{x}\right\rangle\right\} \\
& \leq C\left[8 \sin ^{2}(\pi h / 2)\right]^{-1}+\mu\left(8 \sin ^{2}(\pi h / 2)\right]^{-2}=(C+\mu)\left[8 \sin ^{2}(\pi h / 2)\right]^{-1} . \\
& \lambda_{\text {max }}\left(\mathrm{M}^{*}\right) \geq \sup \left\{\left\langle\mu \mathrm{A}^{-1} \mathbf{x}, \mathrm{x}\right\rangle\right\} \\
& =\mu\left[8 \sin ^{2}(\pi \mathrm{~b} / 2)\right]^{-1} .
\end{aligned}
$$

Thus we have

Proposition 5.4 The minimum and the maximum eigenvalues of the positive definite and symmetric matrix $\mathrm{M}^{*}$

$$
\begin{align*}
& \quad \lambda_{\min }\left(\mathrm{M}^{*}\right) \geq \mu \sec ^{2}(\pi \mathrm{~h} / 2) / 8, \\
&  \tag{67}\\
& \text { and }  \tag{68}\\
& \\
& \\
& \mu \csc ^{2}(\pi \mathrm{~h} / 2) / 8 \leq \lambda_{\max }\left(\mathrm{M}^{*}\right) \leq(\mathrm{C}+\mu) \csc ^{2}(\pi \mathrm{~h} / 2) / 8, \\
& \text { where } \mathrm{C}=\max \left\{\mathrm{p}_{\mathrm{i}, \mathrm{j}}{ }^{2}\right\}+\max \left\{\mathrm{q}_{\mathrm{i}, \mathrm{j}}{ }^{2}\right\} .
\end{align*}
$$

The condition number of matrix $\mathrm{M}^{*}$ is

$$
\begin{equation*}
\lambda_{\max }\left(\mathrm{M}^{*}\right) / \lambda_{\operatorname{mix}}\left(\mathrm{M}^{*}\right) \leq\{(\mathrm{C}+\mu) / \mu\} \cot ^{2}(\pi \mathrm{~h} / 2) . \tag{89}
\end{equation*}
$$

[]
For small $h$, the condition number of $\mathrm{M}^{*}$ is of order $\mathrm{h}^{-2}$.

Since $\mathrm{M}^{*}$ is non-degenerate, we have

Corollary 5.2 The systems of linear equations (86) and (B3) have one and only one solution. []

### 5.2.2 Iterative Methods and their Implementation

Since the coefficient matrix $\mathrm{M}^{*}$ of (68) is symmetric and positive definite, the conjugate gradient iterative method can be used.

As explained in the spline-smoothing approach, based on the estimation of the minimum and the maximum eigenvalues of $\mathrm{M}^{*}$, we propose using the Chebyshev method

The coefficient matrix $\mathrm{M}^{*}$ is dense, and each iterative step requires multiplying this matrix by a vector, which costs $O\left(N^{2}\right)$, using the conventional matrix multiplication. However, we can decompose $\mathrm{M}^{*}$ into a sum of $\mathrm{PA}^{-1} \mathrm{P}, \mathrm{QA}^{-1} \mathrm{Q}$ and $\mu \mathrm{A}^{-1}$. Since $\mathrm{A}^{-1}$ has a special structure, as indicated in Subsection 4.2.1, we can use the FFT, to reduce the cost of each matrix multiplication to $\mathrm{O}(\mathrm{N}(\log \mathrm{N})$ ), and therefore, each matrix multiplication by $\mathrm{M}^{*} \operatorname{costs} \mathrm{O}(\mathrm{N}(\log \mathrm{N})$ ). After solving (66), we can compute $\mathrm{U}, \mathrm{V}$ and W from (65), with $\operatorname{cost} \mathrm{O}(\mathrm{N}(\log \mathrm{N}))$.
3. Chapter 3

Comparator with Completion Signal


#### Abstract

We provide a design of a binary comparator with completion signal, for the purpose of optimizing the average processing time. The average propagation delay is a constant, independent of $n$, the number of inputs, while the logic complexity is a linear function of $n$.


## 1 Introduction

Binary comparators can be implemented in tree form. A tree circuit of a binary comparator is shown in Fig.1-1. The inputs $a_{1}$ and $b_{i}$ to the primary module $P_{i}$ represent the i -th bits of binary numbers A and B , which are to be compared. (The most significant bits are $a_{1}$ and $b_{1}$ ). The output of $P_{i}$ specifies, in suitably coded form, whether $a_{i}$ is equal to, smaller than or greater than $b_{i}$, referred to as E, S or G, respectively. Each I-module receives signals derived from two other modules (I or P ) . The I -module processes these data and emits a signal that indicates the relative size of the corresponding parts of $A$ and $B$, confined by the leaves of the subtree with the I-module as the root. The output from the root Imodule of the whole tree provides the final result of the comparison of A and B. The functions performed by the P- and I-modules are shown in Fig.1-2 and 1-3, respectively, and the coding will be discussed in the next section. It is obvious that the gate complexity is a linear function of $n$, the number of inputs, and the propagation delay is proportional to the logarithm of $n$. For tree-like comparators, see [28] and [43], and for the implementation, see [28], [30], and [38].

## 2 A Binary Comparator with Completion Signal

From the I -module function it is obvious that once the left input is S (or G ) the output of this module will be 'trapped' into $S$ (or $G$ ). Therefore, if the left input to the leftmost 1 -modules on a level is S (or $\mathbf{G}$ ), then the outputs of this module and all the leftmost I-modules down to the root I-module will be all the same. Thus, if the left input to a leftmost $I$-module is $\mathbf{S}$ (or $\mathbf{G}$ ), then the final output will be the same. If we could identify the first leftmost I-module, which emits an $\mathbf{S}$ (or $\mathbf{G}$ ) output, 'extract' it as the final answer, and signal the completion, then we might reduce the propagation delay on the average, since we do not have to wait until the signal propagates down to the root I-module.

We design a binary comparator with a tree structure, which generates a completion signal at the earliest level of the tree circuit and delivers the final correct result, with no hazard. The added cost relative to the circuit of Fig.1-1 is small. We first design the P- and I-modules and then complete the design of the comparator. The delay analysis is given in the next section. The worst case delay is, of course, still $\log n$, but the average case delay is a constant, independent of the number of inputs. For the basic concepts and a general discussion of combinationa! circuits with completion signal, see [42] and [41].

The functions performed by the P . and 1 -modules are the same as that in Fig.1-2 and 1-3, respectively. The coding and logic expressions of the $\mathbf{P}$ - and Imodules are given in Fig.2-1, 2-2 and 2-3, respectively. We choose the 1-hot code
to avoid a hazard; this will be made clear later when we discuss the completion signal.

Fig. $2-4$ depicts a design of a binary comparator with a completion signal. The S- and G-outputs of all the leftmost modules are merged into the OR gates S and G, respectively. The outputs of gates $S$ and $G$ along with the E-output of the root I-module provide the final result in coded form, as specified in Fig.2-1, when the processing has been completed. On the other hand, these outputs are merged into another $O R$ gate $C$, which was 0 before processing and signifies the completion of processing by emitting a 1 . Thus as soon as the output of gate $\mathbf{C}$ becomes 1 , information of the relative size of $\mathbf{A}$ and B is ready. From the design it is clear now that the 1 -hot code of the P - and I -modules avoids the delay hazard, which might cause false completion signal and a premature erroneous result. The logic complexity is a linear function of $n$, i.e., $2 n-1 P$ - and 1 modules and three added OR gates. The fan-in to and fan-out from the P-and I-module are not a problem, and the fan-in to the $O R$ gates $S($ and $G$ ) and $C$ are $(\log n)+1$ and 3 , respectively, which is not a problem either, except for very large n .

The key issue which facilitates the design is that the flow table of the binary comparator has 'trap' rows, i.e., once the system enters into the state S or G , corresponding to a 'trap' row, it will be 'trapped' in that state, independent of the inputs. The design is applicable in general to other logic functions with trap rows in their flow tables.

## 3 Delay analysis

In this section we analyze the average delay of the binary comparator designed in the previous section. Assume that the delay through either a $P$. or an 1 - module is $d$ and that $n$, the number of bit positions of $A$ and $B$, is a power of 2, i.e., $n=2^{\mathbf{k}}$. Label the levels of the tree circuit from the P-modules (leaves) to the root I -module as 1 to $\mathrm{k}+1$.

For each bit position there are 4 possible bit configurations and so there are $\mathbf{4}^{\mathbf{D}}$ configurations of inputs. Assign a uniform probability distribution to the configurations, i.e., each configuration has a probability measure $1 / 4^{\mathrm{n}}$.

We first compute $S_{i}$, the number of configurations which generate completion signals exactly at level $\mathfrak{i}, \mathrm{i}=1, \ldots, k+1$. The leftmost $2^{i-1}$ bits of A and B are involved in generating completion signals at level $i$, and the remaining ( $n-2^{\text {i-1 }}$ ) bits are arbitrary, which correspond to $4^{\mathrm{n}-2^{\mathrm{j}-1}}$ configurations. For $\mathrm{i}=1$, only one bit position of $A$ and $B$ is involved; the other $n-1$ bits are arbitrary. Hence $S_{1}=$ $\mathbf{2 . 4 n}^{\mathrm{n}-1}$. For $\mathrm{i}>1$, the leftmost $2^{\mathrm{i}-\mathbf{2}}$ bits must generate $E S G=100$ (equal), and the other $2^{-2}$ bits of the $2^{-1}$ involved bits must generate ESG $=010$ or 001 (smaller than or greater than), since otherwise the completion signal would be generated either before or after the $i$-th level. The $2^{-2}$ bits generating ESG $=100$
 configurations, since the total number of configurations is $4^{2^{i-2}}$, among which $2^{2^{i-2}}$ correspond to ESG $=100$. Thus for $\mathrm{i}>1$ :

$$
S_{i}=2^{2^{i-2}}\left(4^{2^{2-2}}-2^{2^{2-2}}\right) 4^{\mathrm{n}-2^{i-1}}=4^{\mathrm{n}}\left(2^{-2^{i-2}}-2^{-2^{2-1}}\right)
$$

The average delay through P- and I-modules (in unit d)

$$
\begin{aligned}
& D=\left\{S_{1}+\sum_{=2}^{k+1} \mathrm{i}_{1}\right\} / 4^{\mathrm{n}} \\
& =\left\{2^{*} 4^{\mathrm{D}-1}+\sum_{i=2}^{k+1} i 4^{\mathrm{D}}\left(2^{2^{-2}}-2^{-2^{j^{-1}}}\right)\right\} / 4^{\mathrm{D}} \\
& =2^{-1}+\sum_{i=2}^{k+1} i\left(2^{2^{-2}} \cdot 2^{-2^{i-1}}\right) \\
& <2^{-1}+\sum_{=2}^{\infty} i\left(2^{-2^{i-2}}-2^{-2^{-1}}\right) \\
& =2^{-1}+\sum_{i=1}^{\infty}(i+1) 2^{-2^{-1}}-\sum_{i=2}^{\infty} i 2^{-2^{i-1}} \\
& =2^{-1}+1+\sum_{i=2}^{\infty} 2^{-2^{i-1}} \\
& =1+2^{-1}+2^{-2}+2^{-4}+2^{-8}+\sum_{i=1}^{\infty} 2^{-2^{i}} .
\end{aligned}
$$

Since

$$
\begin{aligned}
& \sum_{=1}^{\infty} 2^{-2^{3}}<\int_{3}^{\infty} 2^{-2^{x}} d x=\int_{8}^{\infty} 2^{-y} \frac{d y}{y}<2^{-3} \int_{8}^{\infty} 2^{-y} d y=\frac{2^{-11}}{\ln 2} \\
& D<1+2^{-1}+2^{-2}+2^{-4}+2^{-8}+\frac{2^{-11}}{\ln 2}
\end{aligned}
$$

$<1.8187$.

If double rail inputs of $A$ and $B$ are available, then from the $P$ - and $I$-module logic expressions, it is obvious that $d$ is 2 AND or OR gate delays, whenever we use two level logic. Therefore, the average delay through the $P$ - and $I$-modules is 3.6374 gate delay. Including the delay of the OR gates, which generate the completion signal and the final result, the time duration of processing ranges from 4-to $2(\log n)+4$ gate delay, with the average less than 5.6374 gate delay. If only single rail inputs of $A$ and $B$ are available, then we have to add in one more inverter delay.

We have assumed that the input configurations have a uniform distribution. However, in different implementation environments, the probability distributions might be different. Thus in certain cases, the average computing time might be larger than the value derived here. This is particularly true when the equality of $A$ and $B$, the worst case for the computation delay, occurs with relatively large frequency.

The number of inputs to the $O R$ gates $S($ and $G)$ is $(\log n)+1$. Let $r$ be the gate fan-in. Then for $(\log n)+1 \leq r$, i.e., $n \leq 2^{r-1}$, this will not cause any problem. For very large $n$, such that $(\log n)+1>r$, i.e., $n>2^{2-1}$, the completion circuit could be implemented by a tree type multi-level gate network. This would introduce an additional delay approximately $\log _{\mathrm{r}}(\log \mathrm{n})$. On the other hand, to implement this tree type gate network, approximately $2\{(\log \mathbf{n})-1\} /(r$ - 1) OR gates are required.
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Fig. 1-1 Trae Circuit of Binary Comparator
a

| 0 | 0 | 0 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: |

Fig. 1-2 P-module Function


Fig. 1-3 I-modula Function


Fig. 2-1 Coding


Fig. 2-2 p-modula, ita Truth Table and Logic Expraseions


Left Inpute Right Inputa outputa

| LE LS LG | RE RS RG | E 3 | $G$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 |  | RE RS RG |  |
| 0 | 1 | 0 | - | - | 0 |
| 0 | 0 | 1 | - | 0 |  |

$$
\begin{gathered}
E=L E * R E \\
S=L E * R+L S \\
G=L E * R G+L G
\end{gathered}
$$

Fig. 2-3 I-modula, ita Truth Tabla and Logic Exprasiana

Fig. 2-4 Binary Comparator with Complation gignal $C$ and Outputa $E, S$ and $G$


