Contributions to the Theory of Single-Sample Uncertainty Analysis

Introduction

Uncertainty Analysis is the prediction of the uncertainty interval which should be associated with an experimental result, based on observations of the scatter in the raw data used in calculating the result. In this paper, the process is discussed as it applies to single-sample experiments of the sort frequently conducted in research and development work. Single-sample uncertainty analysis has been in the engineering literature since Kline and McClintock's paper in 1953 [1] and has been widely, if sparsely, practiced since then. A few texts and references on engineering experimentation present the basic equations and discuss its importance in planning and evaluating experiments (see Schenck, for example [2]). Uncertainty analysis is frequently linked to the statistical treatment of the data, as in Holman [3], where it may be lost in the fog for many student engineers. More frequently, only the statistical aspects of data interpretation are taught, and uncertainty analysis is ignored.

For whatever reasons, uncertainty analysis is not used as much as it should be in the planning, development, interpretation, and reporting of scientific experiments in heat transfer and fluid mechanics. There is a growing awareness of this deficiency among standards groups and funding agencies, and a growing determination to insist on a thorough description of experimental uncertainty in all technical work. Both the International Standards Organization [4] and the American Society of Mechanical Engineers [5] are developing standards for the description of uncertainties in fluid-flow measurements. The U. S. Air Force [6] and JANNAF [7] each have handbooks describing the appropriate procedures for their classes of problems. The International Committee on Weights and Measures (CIPM) is currently evaluating this issue [8].

The prior references, with the exception of Schenck and, to a lesser extent, Holman, treat uncertainty analysis mainly as a process for describing the uncertainty in an experiment, and end their discussion once that evaluation has been made. The present paper has a somewhat different goal: to show how uncertainty analysis can be used as an active tool in developing a good experiment, as well as reporting it.

The concepts presented here were developed in connection with heat transfer and fluid mechanics research experiments of moderately large size (i.e., larger than a breadbox and smaller than a barn) and which may frequently require three to six months to "debug." The "debugging" process involves modifying the rig or the data-reduction program to remove, or account for, errors introduced by the apparatus and procedure. This phase ends when the experiment has acceptably small fixed errors over its entire operating range. In the early stages, when attention is focused on improving uniformity and stability, what is needed is a technique for evaluating each irregularity in the data, to see whether it is significant or just the result of random variations in the data. In the later stages of development, it is important to evaluate the significance of any differences between the results from the new apparatus and the accepted results for the same nominal case. Once the apparatus is commissioned for data-taking, the test runs typically involve hundreds of data points, taken over a period of months, which are to be compared with each other and with data from other sources. Each data point will probably be taken only once, so these are single-sample experiments—there will be no averaging of the results. What is needed in this phase is a method of evaluating the day-to-day scatter about the mean trends, and the significance (if any) of both the trends and the scatter. The final stage, reporting the results and comparing them with the existing literature, requires a method of analyzing the uncertainty which permits a strict comparison with the works of others, at different laboratories and at different times.

As the above paragraph points out, uncertainty analysis results can provide decision criteria in five different stages of an experiment. There are three different types of information which can be obtained from an uncertainty analysis for use in these five situations, as will be discussed later in this paper. It is important, however, that any predicted uncertainty be really believable to the experimenter; serious day-to-day decisions will be based upon it—for example, whether to tear down the rig for repair or to press on. The researcher must have confidence both in the method used and the selection criteria by which elements are included in the tally of uncertainties.

The present paper concerns uncertainty analysis applied to single-sample experiments which have negligible fixed error. Not all experiments have these two important properties. Many industrial experiments use data averaging (i.e., multiple samples), and many have significant fixed errors compared to the residual random error after averaging. There is an important work by Abernethy et al. [6] which describes procedures for dealing with multi-sample experiments in which the bias error is significant and may even dominate the final uncertainty. Abernethy's procedure covers cases in...
which several results are averaged (not covered by the present method) and where the different subordinate results combined in calculating the principal result may have different degrees of freedom (not covered by the present method). It is a powerful and general method, but complex. The uncertainty defined by Abernethy's method is the sum of the "bias" (the estimated fixed error) and "95 x S" (accounting for the random errors). The term S is the standard deviation of the sample, and "95" is the 95 percent confidence level factor from the two-tailed Student's t-distribution. When the sample has 30 or more degrees of freedom, "95" can be used as 2.00 for most purposes. The most important conceptual difference between Abernethy's method and the present one is in the definition of uncertainty. The present paper defines uncertainty in terms of only the random components of experimental error, while Abernethy et al. include the fixed error in the final presentation of uncertainty. For experiments with negligible fixed error, this difference in definition has no effect.

The Zero-Centered Experiment

The objective of experimental work is to learn the true value of some result. Real experiments, however, are subject to both fixed errors (biases) and random errors (precision errors). An experiment which has no fixed error will produce the true value as the average of many trials and, in this paper, will be called a zero-centered experiment. The name was chosen because this ideal experiment has zero fixed error, and its measured results are centered about the true value.

The zero-centered experiment is a goal, not often a reality. Experiments whose outcome is highly variable compared with the precision with which it can be measured might be considered zero-centered, such as scorching in bowling, or golf, or studying turbulence. In those cases the process itself generates large random excursions, yet the measurement of the result may be quite precise. From a practical standpoint, some other experiments can be made zero-centered by refining them to the point where their fixed error is negligibly small compared to their precision index. This can frequently be done for single-sample experiments, but only rarely for experiments where the results will be averaged. Averaging reduces the effect of random errors but does not affect the fixed error; hence an experiment which might qualify as zero-centered if run as a single-sample experiment might not qualify if sixteen runs were averaged. In the latter case, the fixed error would be unchanged while the precision index of the average would be reduced by a factor of four.

The whole process of "debugging" an experiment, so familiar to all experimentalists, is aimed at removing the causes of recognized fixed errors.

It is important to this "debugging" process that the uncertainties in the experiment be assessed conservatively. Conservatively, in this case, means "as tightly as can be justified," since inflating the uncertainties expands the ambiguity band within which false results may be accepted as true. Ideally, the uncertainty estimates through false modesty is not "conservative" but, in fact, helps conceal faults in the experiment.

Because of the importance of working with the minimum uncertainty which must be expected in a given experiment, one must have clearly defined criteria for deciding which terms are to be retained in the analysis and which are to be left out. It is helpful, first, to review the sources of scatter in data, to classify the various sources, and to decide how and when to include their effects in an uncertainty analysis.

The Sources of Scatter in Data

The term "scatter" is a qualitative descriptor of the variance in data, the extent to which the individual values differ from the mean. Where does this scatter come from?

Real processes are affected by more variables than the experimenters wish to acknowledge. A general representation is given in equation (1), which shows a result, \( R \), as a function of a long list of real variables. Some of these are under the direct control of the experimenter, some are under indirect control, some are observed but not controlled, and some are not even observed.

\[
R = R(X_1, X_2, X_3, X_4, X_5, X_6, \ldots, X_N)
\]

An experiment aimed at studying the result, \( R \), as a function of one or more variables will probably be designed as a partial derivative experiment, varying one or more of the controlled variables, hoping that the rest will remain constant. The experimenters wish is illustrated in equation (2), which treats everything to the left of the semicolon as a controlled, or at least observed, variable, and all the other terms as parameters which are not expected to change or be important during the experiment. The fact that this is an artificial distinction is brought home when all the controlled variables are held constant and the results still display scatter.

\[
R = R(X_1, X_2, X_3, X_4; x_5, x_6, \ldots, x_N)
\]

Time is a monotonic variable in every experiment, and many factors outside an experiment change with time. The effect of time may be direct, as in the change of state of a system during a transient or indirect, as when a supposedly steady parameter displays time-wise variations. There are short-term (microseconds, seconds, minutes) and long-term (hours, days, months, and years) effects. Many processes are unsteady, to some extent, and then the time constant of the system and the instruments becomes important. When an unsteady system is examined through instruments whose time constants are different from that of the system and also different from each other, the different phase lags of the different instruments will result in data which show random, uncorrelated variations — jitter in the instruments yields scatter in the data, which, in turn, produces scatter in the result.

Human judgment is also a variable. Different observers examining an instrument face may read it differently on each successive trial, even though the display might remain absolutely fixed.

Instrument calibrations are not the same from instrument to instrument, even of the same nominal type and made by the same manufacturer.

The present method of analysis is aimed at helping the experimenter properly account for the effects of judgment, jitter, and calibration so the real behavior of the process can be seen. Then, if there are undesired factors affecting the process, their effects can be recognized and dealt with.

There remains the problem of deciding which effects should be included in the uncertainty analysis and how they should be treated. This is discussed in the next section.

Bias, Precision, and Uncertainty

There are two different concepts to deal with: statistical operations and uncertainty. Statistics can be applied only to data which exist; uncertainty is a prediction. The terms "bias" and "precision" are illustrated in Fig. 1(a). The points on the abscissa represent a set of data — 30 measurements of the variable \( x \). The curve shown is a normal distribution curve representing the frequency of occurrence of different values of \( x \) in an infinitely large sample (i.e., the parent population). The difference between the mean value of the data, \( \bar{x} \), and the true value is the "bias error" or "fixed error" of the data set.

The dispersion of the curve, measured by the standard deviation, \( \sigma_x \), is a property of the distribution function, not of the set of 30 data points. The standard deviation can only be estimated, from any finite set of data. The estimator of the standard deviation is \( S_x \), a value calculated from the data.
Either $\sigma$ or $S$ can be called a “precision index.” Witness lines in Fig. 1(a) show the area enclosed by lines spaced $2\sigma$ apart, representing approximately 95 percent of the total area.

Uncertainty is illustrated in Fig. 1(b), which shows a single data point, $x$, and a dashed curve, again a normal distribution curve. Each point on the curve in Fig. 1(b) represents the probability that the mean would lie at that location if a large set of data were taken.

The curve in Fig. 1(b) can be constructed about the measured value $x$ only if $\sigma$ is known, and that is the main objective of the present paper: developing a method for estimating the value of $\sigma$ for the population of data from which the one sample, $x$, was taken.

The witness lines in Fig. 1(b) are drawn at the $\pm 2\sigma$ points, to include approximately 95 percent of the area under the curve. For this case, the uncertainty prediction is expected to be reliable with 95 percent confidence. Another way of describing this is to say that the mean value is expected to fall within those bounds 19 times out of 20. Yet another is to say that the odds are 20/1 that the mean lies within those bounds.

The dashed curve in Fig. 1(b) is drawn exactly centered about the measured data point; no offset is shown which would account for any fixed error. This is because there is no way to estimate the fixed error in a set of measurements based on those data alone. The dispersion is all that can be estimated. The standard deviation estimator, $S_x$, will be within a few percent of $\sigma$, if 30 observations are made.

Figure 2 illustrates Abernethy's method, assuming a symmetrical distribution of fixed errors. The fixed error is estimated from the best available information and added to the random terms. The result is an estimate of the range within which the true value should lie, accounting for both effects.

The terms “bias errors” and “precision errors” have long been used to discuss the fact that every measurement is subject to two types of errors: one which would change from trial to trial and one which would not. These terms are synonymous with “fixed” and “random.”

The fact is, though, that the question of whether an error component in a particular test is “bias” or “precision,” according to the classical definitions, cannot be answered without knowing the intent of the experimenter, since the answer depends on how the measurement might be repeated. Abernethy [6] devotes a section to discussion of the definition of the Measurement Process in which he points out that the “precision” for “back-to-back” tests on the same stand will be different from that for stand-to-stand comparisons, because the calibration errors of the instruments, which are “bias” terms in any single-stand test, become “precision” terms when comparative tests between two test stands are considered.

The basic issue is simple: Which error terms must be regarded as variables under the type of replication proposed for the experiment? Regardless of whether the final appraisal of uncertainty is being done by Abernethy's method or the present method, that question must be answered.

Identification of the random terms requires that the nature of the proposed replication be specified well enough to allow a definite answer to the question: “Would this component of error change if I repeated the measurement in the specified manner?”

It seems natural, in view of the important role of replication in this whole process, to use the replication level (i.e., how much of the experiment is allowed to change) as the basis for classifying the error terms.

Following the present approach, specification of the Replication Level allows the proper set of random error terms to be identified for inclusion in the uncertainty analysis. Using Abernethy's approach, specifying the Replication Level would be the first step in identifying the “bias” and “precision” terms.

As an example of the use of replication levels in this process, consider the measurement of the dynamic head of a
gas stream using a pitot-static probe. The observed pressure difference (total to static) for any single observation may differ from the actual pressure difference at that instant due to several errors:

$$P_{\text{ind}} = P_{\text{act}} + E_1 + E_2 + E_3 + E_4 + E_5 + E_6 + E_7$$

where

- $E_1 =$ transducer calibration error,
- $E_2 =$ probe geometry error,
- $E_3 =$ probe misalignment error,
- $E_4 =$ shear displacement error,
- $E_5 =$ turbulence-induced error,
- $E_6 =$ time-varying excursion, and
- $E_7 =$ scale-reading interpolation error.

For any one observation, each of these errors has a definite value, and only if we consider possible replications is it even appropriate to ask whether that error should be called “fixed” or “random.”

To designate an error as “random,” a type of replication must be identified which allows that error to take on different values on each repeated trial. Consider the simplest possible replication of the experiment described above. Nothing is allowed to change; we simply photograph the face of the indicator and read the pressure difference from the photograph, several times. If each is an independent observation (for example, by using different observers for each reading), then the scale-reading interpolation error will be the only random variable and the only term which should be included in calculating the uncertainty in the measured pressure. There are only limited uses for that particular estimate of uncertainty, for example to answer the question, “Is there any chance of measuring the pressure within ±1 percent using this type of pressure indicator?”

As a second try, instead of making repeated observations on a single photograph, suppose that several independent observations were made of the face of the indicator, while the system was running. In addition to the scale-interpolating error, any time-varying excursions in the reading would also be sampled by this new replication, and both would be components of the uncertainty. This level of replication acknowledges the unsteadiness in the readings as well as the interpolation error, and is the lowest level ever really encountered in the laboratory. Repeated trials with the same apparatus and no real change in the system behavior will display scatter about their mean value consistent with the uncertainty calculated at this level.

It would be possible to define a new level of replication each time one new constraint was relaxed – each time increasing the number of terms which should be included in the calculation of “the” uncertainty in the measured pressure. The most general replication would be if the probe was removed after each reading, exchanged for another probe which was similar but of different identity, and put back into a similar but different tunnel, and, for every measurement, every instrument used was exchanged for another one, again similar but different. At this level, every factor is a variable, and every factor should appear in the uncertainty analysis. The resulting prediction of uncertainty would be appropriate for comparing the new data with data from other sources, in different laboratories, at different times, for nominally similar conditions.

It should be apparent by now that the uncertainty in a measurement has no single value which is appropriate for all uses. The uncertainty in a measured result can take on many different values, depending on what terms are included. Each different value corresponds to a different replication level, and each would be appropriate for describing the uncertainty associated with some particular measurement sequence. In Abernethy’s parlance, each replication level divides the candidates differently between “bias” and “precision,” but each could be appropriate for some “defined measurement process.”

### The Basic Mathematical Forms

In the following discussion it is assumed that a single value of the result, $R$, is to be calculated from a single set of values of the necessary input data, the $x_i$.

Each data bit is to be presented either in the form given by equation (3a) or (3b), with an assignment of the best estimate, $\bar{x}$ (the measured value), the estimated uncertainty interval, $\delta x$, or $\delta x/x$, and the associated confidence level, or “odds.”

The uncertainty estimates, $\delta x$, or $\delta x/x$, in this presentation, are based, not upon the present single-sample data set, but upon a previous series of observations (perhaps as many as 30 independent readings) made of the $x_i$-instrument during the rig-shakedown period, at conditions near those of the present data set. These estimated uncertainty values should be based on measured statistics of data from that instrument, under the appropriate conditions. In a wide-ranging experiment, these uncertainties must be examined over the whole range, to guard against singular behavior at some points.

#### Absolute Uncertainty:

$$x_i = \bar{x}, \quad \pm \delta x, \quad (20/1) \quad \text{Odds} \quad (3a)$$

#### Relative Uncertainty:

$$x_i = \bar{x}, \quad \pm \delta x/x, \quad (20/1) \quad \text{Odds} \quad (3b)$$

The result, $R$, is to be calculated from the data using a data-reduction equation whose form is known. Quite likely, this will be in the form of a data-reduction program set up for computer data handling. In any case, the form of the equation is known explicitly. As a consequence of the uncertainty in
each of the $x_i$, there will be an uncertainty in the final result value, $R$. There are two ways to estimate the uncertainty in $R$: Worst-Case Combination and Constant Odds Combination. These are illustrated by equations (4) and (5), shown below. The choice between the two is usually made based on the consequences of being wrong. There are a few situations where the penalty for failure is so severe that no recognized risk would be taken. In most engineering cases, however, Constant Odds Combination is used. In this method, if the uncertainty in each input variable is specified at 20/1 odds, then the calculated uncertainty interval for the result is also valid for 20/1 odds.

Worst Case:

$$\delta R = \left| \frac{\partial R}{\partial x_1} \delta x_1 + \frac{\partial R}{\partial x_2} \delta x_2 + \ldots + \frac{\partial R}{\partial x_N} \delta x_N \right|$$  

(4)

Constant Odds – General Form

$$\delta R = \left( \left( \frac{\partial R}{\partial x_1} \right)^2 + \left( \frac{\partial R}{\partial x_2} \right)^2 + \ldots + \left( \frac{\partial R}{\partial x_N} \right)^2 \right)^{1/2}$$  

(5)

Kline and McClintock [1] showed that equation (5) assesses the uncertainty in $R$ with good accuracy, for most functions of engineering importance. There are three requirements which, in practice, are easy to satisfy:

- Each of the $x_i$ must be an independent variable.
- Each of the $x_i$ must come from a Gaussian distribution.
- The odds must be the same for each input uncertainty statement.

If the $\delta x_i^2$ are taken to be variances, then equation (5) holds without the need for Gaussian-distributed populations.

In many cases of importance in engineering calculations, the result is expressed as a product string. In such cases, it is particularly simple to find the relative uncertainty of the result:

If

$$R = x_1 x_2 x_3 \ldots$$

then

Constant Odds – Product Form:

$$\frac{\delta R}{R} = \left( a \left( \frac{\delta x_1}{x_1} \right)^2 + b \left( \frac{\delta x_2}{x_2} \right)^2 + \ldots \right)^{1/2}$$  

(6)

Equations (5) and (6) are the basic working equations of uncertainty analysis. They pose no particular difficulty in evaluation, providing that information is available as to the appropriate values of the $\delta x_i$ for the task at hand.

The central problems are the assignment of the proper value to the uncertainty of each input item and the selection of which items to include in the analysis, i.e., How many, and which, variables are important?

The appropriate value of uncertainty for a given variable is determined not only by the instruments used, but by the use to which the final uncertainty value will be put. One set of uncertainty inputs should be used for evaluating the significance of scatter in the data, while another set should be used for comparing the present results with those of other workers. The interrelationship between end-use and uncertainty input values has been mentioned before but will be amplified in the next section.

### Replication Levels

The concept of replication level as an aid in identifying the terms which should be included in the uncertainty analysis was introduced in an earlier section. At that time, it was implied that one could define an infinite number of different ways of repeating any given experiment, and that each would require a slightly different treatment of uncertainty. Experience has shown that three different replication levels are sufficient to handle most experimental situations. These are named zeroth, first, and $N$th order replications.

The zeroth order replication does not permit anything to change but the act of observation. The first order permits time to run as a real variable, with the concomitant changes in each observed data bit. The $N$th order replication allows for the possible effects of uncertainties in every instrument and parameter. These three find different, specific uses in developing experimental programs. The present section discusses their definitions in detail, and following sections discuss their use.

Zeroth order is described by the following conditions: time itself is frozen; the display of each instrument is considered to be invariant under replication; the only component of uncertainty at this order is the interpolation uncertainty, i.e., the inability of independent human observers to assign the same numerical value to the displayed $x_i$.

The values of uncertainty at this level are often assigned as “one-half the smallest scale division” or some similar rule of thumb. This order of uncertainty is denoted $\delta x_{i,0}$ for the $i$th variable.

First Order: At this order, time is the only variable; with the experiment running, the display for each instrument is assumed to vary stochastically about a stationary mean, $x_i$. The first order uncertainty interval includes the timewise variation of the display and its interpolation uncertainty. The value of uncertainty at this order is denoted $\delta x_{i,1}$ and is larger than $\delta x_{i,0}$ for any real process. No changes in instruments are considered at this level.

The value of $\delta x_{i,1}$ can be estimated from a set of repeated observations of the value of $x_i$ with the apparatus operating at its set point. The set of readings should be made during steady-state operation or should be adjusted for any operating trend in the mean during the observation period.

The intent is to arrive at a valid estimate of the standard deviation of the population of possible values of $x_i$ from which future (single-sample) experimental observations will be taken. A diagnostic sample of 20 to 30 elements allows a confident estimation. For a Gaussian distribution, the standard deviation of a sample of 20 elements, $S_{20}$, is within 5% of the standard deviation of the population ($S_{20} \approx 0.96S_0$) according to Thomas [9]. The value $\delta x_{i,1}$ should be taken as $2\sigma_i$ or 2.083 $S_{20}$ if odds of 20/1 are desired.

It is important to note that a requirement for 20 diagnostic observations of each $x_i$ is not the same as a requirement for taking 20 repeated runs on each set point of an experiment. The diagnostic observations of $x_i$ comprise a separate test, which should be done at the beginning of the testing program, covering the range of the proposed experiment. The principal limiting factor is that the period during which the observations are made be representative of steady operation.

Just as statisticians frequently permit the use of “pooled variance,” so experimenters frequently pool their observations on an apparatus — relying upon prior experience and a brief period of observation to assign the values of the $\delta x_{i,1}$. It is probably not justified, in terms of the effort required, to do a full statistically valid work-up of each $\delta x_{i,1}$. The basic method has a sound, statistically valid basis, and small errors in the estimates of the $\delta x_{i,1}$ will not defeat the objective. If the labor involved in a “rigorous” treatment is so formidable that the entire effort is abandoned, then more is lost than if good judgment had been used to execute a reasonably accurate analysis.

*Nth Order: At this order, time and the instrument identities are considered to be variables. For each conceptual replication, each instrument is considered to have been replaced by another of the same type. This makes “instrument identity” a variable, and introduces the uncertainty due to the calibration of the instrument used. The $N$th order...
uncertainty, \( \delta x_{i,N} \), is always larger than the first order uncertainty.

It will be shown in the last section of this paper that, for single sample situations:

\[
\delta x_{i,N} = \left\{ (\delta x_{i,0})^2 + (\delta x_{i,1})^2 \right\}^{1/2}
\]

where

\[
\delta x_{i,0} = \text{the } 2\sigma \text{ value for the ensemble average of calibrations of instruments of this type,}
\]

\[
\delta x_{i,1} = \text{the } 2\sigma \text{ value for the stochastic uncertainties observed on repeated observations.}
\]

There is an immediate and very practical difficulty with executing \( N \)th order uncertainty analysis: manufacturers of instruments do not describe the uncertainties in their products in the appropriate terms. It is necessary for the experimenter to assign the calibration uncertainty, based on whatever evidence can be assembled.

In critical situations, one can call for a detailed calibration of each instrument (i.e., the generation of a complete output-input response surface). This has the effect of identifying the individual instrument, to within the uncertainty interval of the standard instrument used in the calibration. If that uncertainty interval is less than about 1/3 or 1/4 of the stochastic uncertainty in the reading, \( \delta x_{i,1} \), then the instrument calibration can be regarded as “certain.” A complete data-reduction program, one which includes detailed calibration curves for every instrument, could then revert to a first-order estimator and be subject only to first order uncertainties.

Each replication level (zeroth, first, and \( N \)th) yields a different estimator of the experimental uncertainty (\( \delta R_0 \), \( \delta R_1 \), and \( \delta R_N \)). These have different uses, and quite properly have different values.

**Uses of the Uncertainty Estimators of Various Orders**. For every use, the principal feature is the same: iteration between the experiment and the uncertainty analysis to improve the control of the experiment. The uncertainty analysis allows the researcher to anticipate the scatter in the experiment, at different replication levels, based on present understanding of the system. Comparison of the achieved result with the expected result then gives either a check or a warning. If the achieved results contain no more deviation than predicted, this indicates that the experiment is under control. If the achieved results display more than the predicted variation, this constitutes a warning that the experiment is sensitive to some uncontrolled or unobserved variable which is causing significant error; the experimenter can then take steps to correct the situation.

In the following paragraphs, the principal uses of each replication level will be discussed.

**Zeroth Order:** The calculated value \( \delta R_0 \) represents the minimum uncertainty in \( R \) which could be obtained. If the process were entirely steady, the results of repeated trials would lie within \( \pm \delta R_0 \) of their mean, approximately 95 percent of the time. No real experiment could do better than \( \delta R_0 \). The zeroth order replication concept is mainly used as a planning tool, as one criterion for accepting a proposed set of instruments as being sufficiently readable for a planned experiment. If the desired result cannot be achieved with sufficient precision at zeroth order, then it cannot be achieved at all, and a different experimental approach should be selected.

Once an experiment has been put “on-line,” if repeated trials display scatter which is significantly larger than \( \delta R_0 \), this is evidence that there is significant unsteadiness in the process. The unsteadiness may be concealed, since it may be occurring in an unobserved variable. When this situation occurs, the observed instruments will be steady during each observation period, but the dependent variables will assume different values on repeated trials, even though the observed independent variables are held constant. If the standard deviation of the results is significantly larger than \( 1/2 \delta R_0 \), then one must suspect a hidden variable. Unsteadiness in this sense includes lack of repeatability in startup or reset control.

**First Order:** The calculated value of \( \delta R_1 \), the first order uncertainty, estimates the scatter in \( R \) which must be expected on repeated trials with the apparatus at hand, considering the documented timewise unsteadiness in the instruments used. The standard deviations of repeated trials would be equal to \( 1/2 \delta R_1 \) if the data reduction program were sufficiently complete to acknowledge each physical mechanism which affected \( R \). If the standard deviation of repeated trials is significantly larger than \( 1/2 \delta R_1 \), then the-process being observed is sensitive to variables which are not being accounted for in the data reduction program. Such an occurrence is a warning to the experimenter that diagnostic tests and development work on the test facility, control procedures, or data-reduction program are necessary.

As an example, suppose that the momentum thickness of a boundary layer was being calculated based only on velocity measurements—not accounting for density variations within the boundary layer which might be caused by small variations of wall temperature (reflecting, in turn, changes in ambient temperature during the conduct of the experiment). Actual results on successive trials would include not only the stochastic uncertainties inherent in measuring velocity and position, but also the “unrecorded” effects due to the density differences. As a consequence, the actual results would display a standard deviation greater than the predicted value of \( 1/2 \delta R_1 \). This would be the warning that some mechanism was acting which was not being accounted for.

The first order uncertainty interval is chiefly useful during the debugging phase of an experiment, when the test system is being developed. It is the principal quantitative tool for deciding when the experiment is sufficiently repeatable, that is, well controlled.

When the standard deviation on repeated trials is significantly larger than expected, based on the first order uncertainty predicted, this is a warning that unobserved variables are affecting the outcome of the experiment. Diagnostic tests should then be conducted to identify the mechanism involved and to acknowledge that mechanism in the data-reduction program.

When the standard deviation of repeated trials is acceptably close to the first order uncertainty prediction, then there is no further evidence of difficulty; the repeatability phase of development of the experiment can be considered complete.

It is important that the first order intervals for the \( \delta x \) be set as small as can be justified by observations on the actual apparatus. If the\( \delta x_{i,1} \) are taken larger than necessary then \( \delta R_1 \) will be too large, and the diagnostic development may be terminated while the experiment is still incompletely described by its data-reduction program. If, on the other hand, the \( \delta x \) are set unrealistically low, then a check on repeatability may never be achieved. Identification of the appropriate values for the \( \delta x \), is thus the critical problem of experimental control.

**Nth Order:** The calculated value of \( \delta R_N \), the \( N \)th order uncertainty, estimates the scatter in \( R \) which could be expected with the apparatus at hand if, for each observation, every instrument were exchanged for another unit of the same type. This estimates the effect upon \( R \) of the (unknown) calibration of each instrument, in addition to the first-order component. The \( N \)th order calculations allow studies from one experiment to be compared with those from another ostensibly similar one, or with “true” values.

If the results from two different (but nominally identical) experiments disagree significantly, compared with their \( N \)th order uncertainty intervals, then either: (i) the two experiments are actually studying different situations, or (ii) at
least one of the experiments is in error. Condition (i) might be generated, for example, by unmeasured differences in initial conditions of the experiment or unrecognized dependence of the process on some characteristic of the apparatus.

The Nth order uncertainty calculation must be used wherever the absolute accuracy of the experiment is to be discussed. First order will suffice to describe scatter on repeated trials, and will help in developing an experiment, but Nth order must be invoked whenever one experiment is to be compared with another, with computation, analysis, or with the “truth.”

It frequently occurs that inclusion of all of the instrument calibration uncertainties yields such a large value for δR_N that the experiment seems doomed from the beginning. In such cases, the only recourse is to reduce the Nth order uncertainty intervals by detailed calibrations of the most critical instruments. An important implication of equation (5) is that the uncertainties with large effect on the output are easy to identify, and should receive the most attention. At each stage of improvement, any term smaller than 1/4 of the largest term can usually be ignored. The same remark applies to calibration uncertainty, as indicated by equation (7).

When the predicted uncertainty interval δR_N has been reduced to an acceptable value, then the experiment may be tested against some known “true” values. If the experiment returns the “true” value within ± δR_N, it may be considered qualified for data production. If not, then further development is indicated. There are few “true” values known. The principal sources of “truth” are those described as Basic Principles:

- The Rate of Creation of Energy = 0
- The Rate of Creation of +x Momentum = g, ∑F_{x,x}
- The Rate of Creation of Mass = 0
- The Rate of Creation of Entropy ≥ ∑dq/T

Execution of a mass, momentum or energy balance on an apparatus, without knowledge of the expected Nth order uncertainty, is an essentially useless enterprise. To reach any conclusions, one must have the ability to assess the significance of the difference between the observed value and the expected value. The Nth order uncertainty analysis provides that ability.

In the absence of an applicable Basic Principle, one is frequently forced to use a secondary check: a baseline experiment. A baseline experiment is a data set which has so well stood the test of time that its validity is accepted by most workers in the field. Knowledge of the Nth order uncertainty intervals for both experiments is necessary before the significance of any difference between the observed and baseline values of R can be assessed.

Uncertainty Analysis on Computer-Based Data-Reduction Programs

It is impractical to execute an uncertainty analysis analytically for any but relatively simple cases. Complex data-reduction programs may involve many corrections to the data and use implicit forms or table look-ups or numerical integration within the program. In such cases, the uncertainty-analysis program might be larger than the main program—a certainly an unacceptable burden on the experimenter.

It is a simple matter, however, to do uncertainty analysis on any computer-based data-reduction program, no matter how complex, if the estimates of the δx_i are provided as data for the program in addition to the usual data. If the main program is regarded as a subroutine, it can be called by a Jitter Program, which sequentially indexes each input bit and computes the resulting contribution to the uncertainty in R. A Jitter Program need not be very complex, since it simply controls the main data-reduction program. To illustrate this, a typical Jitter Program is shown in Fig. 3. This program has been used on a programmable hand calculator and illustrates the compactness of the Jitter Program approach. The flow diagram would be the same for any computer or calculator. Even a simple hand-calculator can handle a data-reduction program involving up to ten variables. The central argument is:

$$\frac{\partial R}{\partial x_i} = \lim_{\Delta x_i \to 0} \frac{R(x_i + \Delta x_i) - R(x_i)}{\Delta x_i}$$

In operation, the program first calculates the best estimate, R_0, using the input data provided. Then the variable, x_i, is indexed by a small amount, εx_i, and a new value, R_1, calculated. Using the difference (R_1 - R_0), and the value of εx_i, the value of δR/δx_i is calculated, and the contribution to δx_i is found from (δR/δx_i)(δx_i), using the value of δx_i provided. Either forward or central difference estimators of δR/δx_i may be used. This process is repeated for each variable, and the contributions squared and accumulated.

The values of the εx_i may be taken arbitrarily small, in which case the best estimate of the true value of the δR/δx_i will be found, as in the case illustrated in Fig. 3. On the other hand, it is often justified to use εx_i = δx_i.

Once the Jitter Program has been installed, it is a simple matter to obtain the Sensitivity Coefficients, the individual contributions to the overall uncertainty, and the relative and absolute uncertainties in the results.

$$x_i \text{-Sensitivity Coefficient} = \frac{\partial R}{\partial x_i}$$
$$x_i \text{-Contribution} = \left(\frac{\partial R}{\partial x_i}\right) \delta x_i$$
$$\text{Relative Uncertainty} = \frac{\delta R}{R}$$
$$\text{Absolute Uncertainty} = \delta R$$

Such a program need only be devised once and can then be incorporated in each data-reduction program as a routine addition. Graphics output with error bars and warning flags triggered by high uncertainty values are obvious extensions of this capability. They advise the user that the experiment has moved into a region of variables producing unacceptable output uncertainty (as often occurs at some point). Without this procedure such regions are easily overlooked.

**Defining the Nth Order Uncertainty in a Measurement**

The intent of the Nth order uncertainty estimator is to account for both the uncertainty of the calibration and the stochastic uncertainty due to unsteadiness.

Consider the reading of a single instrument. It is presumed to fluctuate, over some observation period, about a mean value which may or may not be correct. The reading can be described as a function of time, as:

$$x_i = x^*F_i(t)$$

where

- $x^*$ = the “true” value, presumed constant,
- $F_i$ = a calibration factor of the instrument, so defined that $x = x^*F_i$, where $x$ is the mean value of a large number of observations with the $i$th instrument,
- $f(t)$ = a temporal instability function, having a time averaged value of unity,
- $x_i$ = The time-varying indication of the $i$th instrument.

Consider now a single observation of the $j$th instrument — the $j$th observation:

$$x_{ij} = x^*F_j(t)$$

where $f(t)$ = the value of $f(t)$ at the instant of the $i$th observation.
The relative uncertainty in $x_{ij}$ can be written formally as:

$$\frac{\delta x_{ij}}{x_{ij}} = \left( \left( \frac{\delta F_j}{F_j} \right)^2 + \left( \frac{\delta f(i)}{f(i)} \right)^2 \right)^{1/2}$$  \hspace{1cm} (11)

It remains to show that this form has physical significance, and utility.

The functions $F_j$ and $f(i)$ can each be regarded as having a mean value which is 1.000, with normal distributions about this mean. Let $\delta F_j$ and $\delta f(i)$ equal twice the standard deviations of these functions. It can be safely assumed that instrument manufacturers describe the mean calibration of their instruments as well as possible, and that there is a normal distribution of the individual calibrations around the mean. It is also apparent that the observer will make every effort to record the mean value of a fluctuating sequence of values, so that $f(i)$, an average, will have a value of 1.00.

If these assumptions are correct, then $\delta F_j$ stands for the uncertainty in calibration of the individual instrument used, and $\delta f(i)$ stands for the temporal component of the recording uncertainty.

Equation (11) thus accounts for the overall uncertainty in a single observation from a single instrument.

Rearranging and interpreting the terms shows the basis for the current treatment of the $N$th order uncertainty estimate for single-sample experiments:

$$\delta x_{ij} = \left( \frac{\delta F_j}{F_j} \right)^2 + \left( \frac{\delta f(i)}{f(i)} \right)^2 \right)^{1/2}$$  \hspace{1cm} (12)

where $x_{ij}$ = the uncertainty in the value of $x_{ij}$ caused by the uncertainty in calibration $\delta F_j/F_j$; i.e., $\delta x_{ij,cal},$

and $\delta f(i)$ = the uncertainty in the value of $x_{ij}$ caused by the uncertainty in the temporal instability term; i.e., $\delta x_{ij,1}.$

This can be written as:

$$\delta x_{ij} = (\delta x_{ij,cal})^2 + (\delta x_{ij,1})^2 \right)^{1/2}$$  \hspace{1cm} (13)

Once again, it must be emphasized that $\delta x_{ij,cal}$ is hard to identify. Most manufacturers are reluctant to describe their product in such terms, and frequently the experimenter must simply estimate this term, based upon experience or, at best, a few hints in the manufacturers’ literature. As already suggested, use of such estimates is better than total lack of uncertainty analysis.

Applications for the Comparison of Experiment and Computation. Ideally, all the experimental results used as the basis for model formation and comparison to computation would be accompanied by reliable estimates of $\delta R_N$. In reality, this is not the case for most existing data sets, partly because of the difficulty, in the past, of doing the analysis for complex experimental programs. Given the methods of this paper, reliable estimates of $\delta R_N$ become feasible for future “record” experiments and are strongly recommended as a criterion for acceptance of such future “record” data.

When reliable estimates of $\delta R_N$ are known, assessment of the degree of agreement between different data sets and between experiment and computation becomes both easier and more clear-cut. Two data sets “agree” when the data do not differ by more than the root-sum-square of the $\delta R_N$ for the two experiments. The $\delta R_N$ will in general be different for the two experiments, owing to different instruments and reduction programs; but when the two are roughly the same, disagreements larger than $1.4 \delta R_N$ indicate some difference in the experiments, or the presence of an uncontrolled variable in one or the other experiment. When one $\delta R_N$ is significantly larger than the other, disagreement beyond the larger value is the relevant test. These remarks apply point by point wherever the $\delta R_N$ are known. For points where agreement is found, one can conclude that the results are consistent, and that the presumed correct value does not differ from the mean of the two sets by more than the root-sum-square $\delta R_N$ for the two data sets.

When there are more than two data sets, the same principle can be extended. If, in a group of seven data sets, all the data lie within the uncertainty band found from the square-root of the sum-squares of the $\delta R_N$ for all the sets, then a correlation band has been established. If two or three of the sets have smaller $\delta R_N$ than the others, and agree with each other within that uncertainty, a tighter correlation band can be formed.

Comparisons of computation with experiments could proceed on the assumption that differences between computation and experiment that exceed the value of $\delta R_N$ for the data are attributable to approximations in either the model or the numerical procedure.

When only partial or rough estimates of the $\delta R_N$ are known, the principles remain the same, but it becomes necessary to use judgment case by case.

Another use for the methodology of this paper is in application of criteria for evaluating data sets. As noted above, the data can be tested against known theory, as for example a check of the right- and left-hand side of the momentum integral equation for shear layers. Since the measurement of some of the terms in the momentum equation typically have large uncertainties, it would be easy to conclude that the flows were three-dimensional, when in fact they were not. Specifically, disagreement by an amount less than the value of $\delta R_N$ must be regarded as agreement, even though the disagreement might look large. The methodology of this paper can be applied to make such judgments both more specific and more meaningful than has been possible in the past.

Conclusion

Uncertainty analysis is a powerful diagnostic tool, useful during the planning and developmental phases of an experiment. Uncertainty analysis is also essential to rational evaluation of data sets, to comparison of more than one data set, and to checking computation against data.

There is no single value of uncertainty which is appropriate for all intended uses. The predicted uncertainty in a result $R$ will depend upon the number of terms retained in the analysis, and this, in turn, is dependent on the end-use proposed for the uncertainty value.

The concept of “replication level” is introduced to aid in identifying which of the candidate terms should be retained in an uncertainty analysis.

Three conceptual levels of replication can be defined: Zeroth, first, and $N$th order. These levels of replication admit of different sources of uncertainty:

Zeroth Order:
- Includes only interpolation uncertainty.
- Useful chiefly during preliminary planning.

First Order:
- Includes unsteadiness effects, as well as interpolation.
- Useful during the developmental phases of an experiment, to assess the significance of scatter, and to determine when “control” of the experiment has been achieved.

$N$th Order:
- Includes instrument calibration uncertainty, as well as unsteadiness and interpolation.
- Useful for reporting results and assessing the significance of differences between results from different experiment and between computation and experiment.

The basic combinatorial equation is the Root-Sum-Square:

$$\delta R = \left( \left( \frac{\delta R}{\delta x_1} \right)^2 + \left( \frac{\delta R}{\delta x_2} \right)^2 + \cdots + \left( \frac{\delta R}{\delta x_N} \right)^2 \right)^{1/2}$$
The process is easily adapted to computer-based data reduction programs. A sequential jitter package can be written in standard form, which uses the existing data reduction program to execute the uncertainty analysis, obviating the need for a separate analysis. The additional computing time is usually not excessive.
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