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Abstract 

Artificial Intelligence (AI) is inevitable in this era for automation requirements in all large scale industries 
like Automotive, Aerospace, Railways, Industrial automation, and Renewable energy industries. Among 
the AI techniques, deep learning algorithm with artificial neural network (ANN) receives greater attention 
on estimation and control requirements. In this paper, control of autonomous passenger vehicle using deep 
multi view convolutional neural network (CNN) for the identification of obstacles with 3 dimensional (3D) 
images of the same using Winograd Minimal filter algorithm (WMFA) has been presented. Authors also 
have clearly articulated the accuracy level difference between Machine learning (ML) algorithm, basic 
CNN algorithm and the proposed CNN algorithm in this paper for obstacle identification, collision 
avoidance and steering control. Most importantly, training of neural networks with multi view topology 
using Matlab/Simulink coding has been presented with the results. Real-time 3D images have been captured 
and compared with the stored and trained data. Output of trained CNNs have been captured and the results 
have been compared and discussed in this paper.  
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1. Introduction 
Autonomous vehicle technology creates greater impact in automotive industry and the manufacturers are 

focusing on this technology from last decade. Although autonomous vehicles are not yet introduced in commercial 
market to greater extent, it has reached many milestones in development phase [1][2][3]. Even few research firms 
have done the trial run on the highways successfully in worldwide. Moreover, USA & Japan based agricultural 
vehicles manufacturers have introduced Autonomous tractors in the market which are mainly used for forming 
and cultivation [4]. Autonomous tractors have lesser complexities than the autonomous passenger cars and trucks 
as more external influencing factors such as unknown road conditions, obstacles, possibility of collision with front 
and rear vehicles, road friction, etc. Hence, more control & intelligence systems are required to achieve the 
complete features of autonomous passenger vehicles and on-road trucks [5][6]. In view of the above, authors have 
presented a novel algorithm to achieve the certain features of self-driven or autonomous passenger vehicles like 
Steering control, auto braking, tyre pressure monitoring and Collision avoidance system. Figure 1 shows the 
schematic diagram of Autonomous car with proposed inputs and desired outputs and which describes the scope 
of this paper as well. When the vehicle is in driving mode on the road, LiDAR (Light detection and Ranging) 
captures the images in front and rear side of the vehicle across the lane. These images captured as 3D images and 
processed through the artificial intelligence with additional inputs of tyre pressure and road conditions. Based on 
the obstacle position and conditions, steering angle of the vehicle & braking pressure values are determined then 
applied accordingly. This paper mainly focussed on obstacle identification and collision avoidance to protect the 
vehicle. This helps to keep the vehicle between the lane. 
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Figure 1 Schematic of Autonomous Vehicle 

Cameras or LiDAR systems are used in most of the vehicles to capture the actual images in order to estimate the 
steering angle. 3D images have been captured using LiDAR in this work and analysis has been presented in this 
paper. LiDAR sensor provides the direct 3D representation of obstacles including the surrounding information in 
the form of 3D clouds [7]. Precision of the 3D measurement depends on the calibration level of LiDAR with 2 cm 
accuracy level of 360 degrees filed view. In most of the work in the past, LiDARs had been used in 2D based 
CNN approach and LiDAR is the well proven sensor as well [8]. 

2. Machine Learning (ML) Algorithm Technique 

Machine learning is an applied statistics algorithm and is used to find the available data and predict the output. 
Machine Learning algorithm is classified as supervised and unsupervised algorithm [9]. In any application, 
basically if the data is not available and available data will be used to find the output. Unsupervised learning 
technique is used only to predict the output with available data. If any model contains only the compound data 
without any output, then unsupervised algorithm will be used. Supervised learning technique is used to review 
output with available input and output data. Final clustered data will be obtained by direct unsupervised learning. 
Classified and regression techniques are the types of supervised learning. In many nonlinear applications, 
unsupervised learning is mainly used to predict the output [10][11]. In most of the passenger cars, all the data 
available including obstacle images, vehicle speed, engine temperature, steering angle and Tyre pressure data. 
Predictive models are developed by both supervised and unsupervised learning techniques. In this paper, authors 
have processed the captured 3D images through supervised algorithm as well. The main scope of this paper is to 
compare the performance of autonomous vehicle while crossing different obstacles using different image 
processing algorithm. Obstacle avoidance and Lane keeping are the main requirements of an autonomous vehicle 
in order to achieve the safe drive. Various researchers have applied many algorithms to accomplish these features 
[12][13][14].  Figure 2 shows the schematic of Autonomous car controller with Machine learning algorithm for 
obstacle avoidance and Lane Keeping. Actual images of obstacles have been given as inputs to the network for 
classification. So many machine learning algorithms have been tested for classification in the autonomous car 
field such as Reinforcement learning, Support Vector Machine (SVM), neural networks, etc. Reinforcement 
algorithm is being used for identification of objects in order to avoid the collision between the vehicles and objects 
whereas SVM technique is used to keep the vehicle between the lane on the highways [32]. 
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Figure 2 Network structure of Machine Learning Algorithm 

Figure 3 shows the schematic of autonomous car using machine learning algorithm. Reinforcement Learning has 
been used in this schematic in association with Proportional Integral Derivative (PID) control algorithm in order 
to control the steering angle based on the image inputs. 

 
Figure 3 Schematic of Supervised Learning based controller for Autonomous car 

Figure 4a shows the flowchart for training the data and deployment using reinforcement algorithm. Road 
conditions with obstructions and vehicle data includes speed, fuel conditions, temperature, tyre pressure, etc. have 
been taken as input for pre-processing. Then captured data got into analysis, training and learning.   
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Figure 4a Flowchart of Data training and deployment 

In order to achieve the goal using ML algorithm, authors have captured all the possible combinations of the real 
time obstacle images and supervised learning algorithm has been applied. Real-time images considered in this 
paper are front and rear view of different vehicles, flying birds, speed breakers, crossing animals and road signals. 
All these images have been labelled with their respective categories. Proposed autonomous vehicle controller has 
been modelled in this paper contains the actual images of all these categories and features have been captured 
carefully. Figure 4b shows the results captured using Matlab/Simulink, by Mathworks© [33] with Reinforcement 
algorithm for an autonomous vehicle. All of the results captured are given in the picture itself and contains the 
episode information, average results, training options and final results. Graphs shown in figure 4b depict episode 
reward and average rewards of training the data. K-Nearest Neighbour (KNN) algorithm is also tested and the 
result is shown in figure 4c.  

 
Figure 4b:  Reinforcement algorithm training pattern using Matlab/Simulink© 
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Figure 4c KNN algorithm training pattern using Matlab/Simulink ® 

3. Deep Learning (DL) Algorithm Techniques 

Deep Learning Algorithm is differentiated from conventional Machine learning algorithm with respect 
to the prediction error [15]. DL algorithm analyses the each and every features of the actual image and train the 
neural networks in order to predict the actual image and appropriate action will be taken accordingly [16]. 
Prediction accuracy is much better by using deep learning algorithm than machine learning algorithm. Because, 
in machine learning algorithm, human interaction is required to extract the information from the image or data to 
predict the model or class and this process will affect the prediction accuracy and cause more error. Whereas in 
deep learning algorithm technique, both information capture and prediction are well taken care by network itself 
in multiple stages and prediction error will be drastically reduced. Deep learning neural networks are capturing 
the meaningful information from the raw data and doing the prediction [17].  

4. Proposed Convolutional Neural Network Algorithm 

In general, a Neural network has multiple layers and one of the layers applies the mathematical operation 
of convolution is known as Convolutional neural network [18-23] [34]. Convolutional neural network has three 
important layers such as convolution, pooling and fully connected layers as shown in figure 4. Features of an 
image is extracted and processed through multiple convolutions using mathematical functions and pooled then 
processed through fully connected layer also known as dense layer. Authors have presented multi-view 3D 
convolutional algorithm running on Graphics Processing Unit (GPU) [24] to control the autonomous vehicle in 
this paper.  

Equation 1 shows the function of general Convolutional neural network with forward inference. 𝑢 𝑐𝑜𝑛𝑣 𝑥, 𝑤     (1) 

Where u= output of the Convolutional Layer 𝑥  information extracted from image 𝑤  filter to apply on the image 

Other important function in CNN is activation function which is applied on the features extracted from image. 
This helps to process the information for pooling and mapping. Among various activation functions, Rectified 
Linear Unit (ReLU) [25] has been used in this paper. In this paper, description of 3D images and videos extracted 
and classified by convolution network has been presented in detail with the proposed algorithm and data points. 
In figure 5, 3D image of vehicle obstruction in front of autonomous vehicle has been taken for the processing and 
the feature extraction has been taken place. Convolutional steps then be started with the proposed algorithm in 
order to speed up the convolutional process without increasing the memory size. In this approach, every neuron 

n‐Neighbours
Train 20 18 17 15 13.5 11.9 10.3 8.7 7.1 5.5 3.9 2.3 0.7 2.1
Validation 19 17 16 14.3312.8311.339.8338.3336.8335.3333.8332.3330.8330.667
Train‐Scaling 20 18 17 15.3313.8312.3310.839.3337.8336.3334.8333.3331.8330.333
Validation‐Scaling 18 17 19 15.3315.8313.2311.2710.878.4675.0674.6674.2672.8673.467
Train‐Scaling 21 19.5 17.25 15.5 13.6311.759.875 8 6.125 4.25 2.375 0.5 0.375 1.25
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in the input layer is connected to every neuron at the output layer. This fully connected layer is used to classify 
the features of the images captured into various classes based on the training data set. 

 
Figure 5 Convolutional Neural Network Algorithm 

Figure 6 shows the proposed convolutional neural network which has real time images or dataset being processed 
with multi-view 3D CNN. In this algorithm, input 𝑥 has different dimension of the convolutional features map 
includes length, height, width, number of channels and batch size which used to process the 3D images with 
maximum accuracy. This can be written as given in equation (2) 𝑥 𝐿 𝑀 𝑁 𝐾 𝑆                                          (2) 

Where    𝑥 = inputs 

L=Length of the convolutional features map 

M = Map height 

N = Map width 

K = number of convolutional channels 

S= convolutional batch size 

 

 
Figure 6 Function of proposed algorithm 
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2D convolutional neural networks have been applied in autonomous vehicles so far and are being analysed in 
many research articles [26-31]. In 2D convolution, width and the height of the images have been fixed by kernels 
and this would be inclined with the width and height of the input features of reference maps.   

Output of 3D convolutional layer is given in equation (3). This output is the result of the convolution operation at 
kth channel. ‘I’ represents the input feature and ‘F’ represents the filters. 
 𝑌 , , , ,  I , , , ,  F , , , ,  
                                                                                                                                                             (3) 
                                                                                                                                                                                

 Equation 3 represents the straight forward convolution with intensive computability.                               Authors 
have implemented Winograd Minimal filter algorithm (WMFA) for 3D Convolution application in order to find 
the obstacles and to turn the steering angle of Autonomous car. 3D WMFA convolutional algorithm needs more 
calculation time when compare to 2D WMFA algorithm in order to complete the iteration to estimate the output. 
However, 3D WMFA is faster than the conventional 3D convolution in reprocessing the input images. WMFA 
finds the output with a frame size of ‘m’ each time. 𝐹 (𝑚, 𝑟) represents the output frame where ‘𝑟’ is the filter 
size. In Convolution network theory, ‘mxr’ multiplications are required to compute 𝐹 (m, r), but number of 
convolutions can be reduced by using the equation (4) 

𝐹 𝑚, 𝑟  𝑖 𝑖 𝑖𝑖 𝑖 𝑖 𝑓𝑓𝑓 𝑚 𝑚 𝑚𝑚 𝑚 𝑚                                                       (4) 

Where, 𝑚 𝑖 𝑖  𝑓  𝑚 𝑖 𝑖  𝑓 𝑓 𝑓2  

𝑚 𝑖 𝑖  𝑓 𝑓 𝑓2  𝑚 𝑖 𝑖  𝑓  𝑖 , 𝑖 , 𝑖 , 𝑖 𝑖𝑛𝑝𝑢𝑡 𝑖𝑚𝑎𝑔𝑒 𝑓𝑟𝑎𝑚𝑒𝑠 𝑓 , 𝑓 , 𝑓 𝑓𝑖𝑙𝑡𝑒𝑟 𝑓𝑟𝑎𝑚𝑒𝑠 

In order to compute the size of the image, 3D WFMA algorithm is used where multiplication of tile size and 
filter size calculates the convolution. However, number of multiplication is being reduced to minimize the 
convolutions in this paper. 

5. Characteristics of Real-Time 3D images captured 

While autonomous vehicle is on the road, many obstacles including living things may cross the road and vehicle 
should control the speed automatically after sensing the obstacles. Most commonly, front vehicles, humans, 
animals and speed breaker would be the obstacles and which may hit the vehicle if it is not controlled. Hence, real 
time images of those obstacles have been considered as dataset and to derive the map. Those pictures were given 
as inputs to multi view 3D convolutional neural networks wherein convolution, max pooling and dense process 
functions were being carried out. 

6. Training of Neural Networks 

Stage by stage training has been applied with the proposed algorithm in this paper. As described above, captured 
2D images have been converted into 3D multiple view images with the help of 3D convolutional network. Features 
of the captured images have here been triggered by an activation function called Rectifier Linear Unit (ReLU) 
and which gives more accuracy of the prediction. In general, there are 2 methods for deep learning more effective 
as below: 

- 3D WMFA 
- cuDNN 
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3D WMFA is used to speed up the 3D convolutions without increase the memory compare to 
cuDNN and this is also one of the reasons to choose the 3D WMFA from 3D convolutional library. 
Table-1 shows the data captured from this work during the execution of this deep learning algorithm. 

Table 1:  Data Captured from Proposed Algorithm Training 

Epoch       Iteration Time Elapsed  Mini-batch 
(Loss) 

 Mini-batch
 (Accuracy) 

Base Learning 
(Rate) 

2 50 0.45 2.2301 47.66% 0.010000 
3 100 0.88 0.988 75.00% 0.010000 
4 150 1.31 0.5558 82.03% 0.010000 
6 200 1.75 0.4022 89.06% 0.010000 
7 250 2.18 0.375 88.28% 0.010000 
8 300 2.613 0.3368 91.41% 0.010000 

10 350 3.046 0.2589 96.09% 0.010000 
11 400 3.479 0.1396 98.44% 0.010000 
12 450 3.912 0.1802 96.09% 0.010000 
14 500 4.345 0.0892 99.22% 0.010000 
15 550 4.778 0.1211 96.88% 0.010000 
16 600 5.211 0.0961 98.44% 0.010000 
18 650 5.644 0.0856 99.22% 0.010000 
19 700 6.077 0.0651 100.00% 0.010000 
20 750 6.51 0.0582 98.44% 0.010000 
22 800 6.943 0.0808 98.44% 0.010000 
23 850 7.376 0.0521 99.22% 0.010000 
24 900 7.809 0.0248 100.00% 0.010000 
25 950 8.242 0.0241 100.00% 0.010000 
27 1000 8.675 0.0253 100.00% 0.010000 
28 1050 9.07 0.026 100.00% 0.010000 
29 1100 9.539 0.0246 100.00% 0.010000 

7. Results and Discussions 

Four data sets have been taken for training and validation and the results have been presented in this paper. 
Datasets and the related information have been given in Table-1. Figure 7 shows the training status of CNN for 
classification of the features from the input images. Trained data set is compared with the reference data set or 
test set to predict the output from the classification layer. From the figure 7, it is observed that success rate for the 
classification is about 99.4%. It is clearly evident that training has been done very well and trained data is almost 
in line with the test data. Figure 7 also shows that loss of classification of the features or difference between the 
trained data set and test data set and the value is around 0.25 only. Hence from this result, it is clear that proposed 
algorithm is very effective and matured.  
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Figure 7. Training Status 

Figure 7 shows the representation of success rate for the prediction of features from different dataset captured as 
input images. Different obstructions in front of autonomous vehicle to be captured precisely and the success rate 
to be measured. Based on the features of obstruction in front of vehicle, autonomous vehicle shall change its 
steering angle in order to avoid the collision. Hence, feature prediction success rate plays vital role to avoid the 
collision while autonomous vehicle in driving mode on the road. In figure 8, it is evident that most of the features 
have been extracted with 99.4% accuracy in order to predict the position of obstacles on the road.  

 
Figure 8. Success rate 
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Moreover, more training samples have also been taken during the experiment which minimize the prediction error 
and increased the success rate. Authors have also tested with various convolutional filter size and captured the 
results that when dimensions of convolutional filter increases, prediction error is also increased which directly 
impacts on accuracy and success rate. Hence, optimization of filter size or dimension is also equally important to 
achieve the minimum prediction error. Figure 9 shows the surface plot of CNN estimation and this plot is between 
the different labels data set, percentage of success rate and the estimated output. All these graphs are captured 
from Matlab/Simulink modelling platform. In this research work, these predictions used activation of inner layers 
of CNN which was enabled by using CUDA enabled GPU with computation capability. CUDA enabled GPU is 
a parallel computing platform which is speeding up the computations especially in highly complex applications 
like autonomous cars, aerospace, automated industrial applications, etc., In this GPU, power of GPU is being 
harnessed for increasing the speed of the computations. Figure 10 shows the linearized input to convolutional 
filter which shows the input distributions across the layer. 

 
Figure 9. Network estimation 
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Figure 10. Network filter 

Figure 11 shows the confusion matrix with estimates and actual values. There are 10 classes are taken into 
consideration as below: 

1. Vehicle_change_lane 
2. Vehicle_stop 
3. Human_cross 
4. Dog_cross 
5. Vehicle_turn_right 
6. Vehicle_turn_left 
7. Truck_cross 
8. Car_cross 
9. Vehicle_reverse 
10. Vehicle_run 

All the above 10 classes are considered as output which needs to be compared with target classes in the same 
category. Total accuracy of the classification is 99.4% as shown in confusion matrix. 
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Figure 11. Confusion Matrix 

Figures 12 and 13 show the simulator results which show the vehicle movement before and after applying the 
proposed algorithm. Figure 12 shows the simulator output of Autonomous car on the path in driving mode. This 
path is designed in such a way that it has lane, left and right turns with obstacles. In figure 12(a), vehicle turns left 
and hit the object without object classification algorithm. Vehicle tried to maintain within the lane but at the same 
time obstacle crossover and hit it without any control. In figure 12(b), with the proposed classification and 
proposed algorithm, vehicle took left properly and went towards straight without hitting the object. 

 

Figure 12 (a) Before Identifying obstacle and Collision (b) After Identifying obstacle and Collision avoidance using proposed algorithm 

Figure 13 shows the graph of training the actual set data within the stipulated training period with and without 
proposed algorithm. 
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Figure 13 (a) CNN Training data without (b) With Proposed Algorithm 

Matlab 2018b version has been used to write the M-script and develop the Simulink model to achieve the results 
presented in this paper. Figure 14 shows the proposed CNN algorithm results with the training accuracy which is 
close to 99%. Figure 15 shows the error measured during the training of CNN with proposed algorithm. 

 
Figure 14 Proposed CNN algorithm training accuracy 

 
Figure 15 Error occurred during proposed CNN algorithm training  
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In this paper, performance of both Machine Learning and Deep Learning algorithm has been presented and the 
results have been discussed. KNN is the best ML algorithm for the test dataset in this paper providing the accuracy 
of 90.6% with the standard variation of 5.94 from the cross validation analysis based on 10 times. on the other 
hand, for DL architectures, CNN obtained the best accuracy with 94.43%.  

8. Conclusion 

The main objective of this paper was to prove the capability of 3D CNN with Winograd Minimal filter algorithm 
for controlling the autonomous vehicle. The first part of the work was to conclude what type of network to use. 
After doing the literature study, it became clear that multi-view convolutional neural network was the obvious 
choice. The second part of this work shows that using deep learning for solving the problem is possible. It is 
however not completely successful at generalizing and it has problems when the obstacles are moved around. 
However, deep learning shows good potential to solving the problem with greater success than what the collected 
results shows in this work. Thus, the network was evaluated on a larger dataset in order to validate the 3D multi 
view CNN with WMFA algorithm. In this paper, the dataset collected were tested with both Machine learning 
algorithm and deep learning algorithm and found that deep learning algorithm is more effective. Presented results 
in this paper demonstrated the effectiveness of the proposed algorithm. 
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