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Abstract

We explore the approximation of feedback control of integro-differential equations containing a frac-
tional Laplacian term. To obtain feedback control for the state variable of this nonlocal equation we use
the Hamilton–Jacobi–Bellman equation. It is well-known that this approach suffers from the curse of
dimensionality, and to mitigate this problem we couple semi-Lagrangian schemes for the discretization of
the dynamic programming principle with the use of Shepard approximation. This coupling enables ap-
proximation of high dimensional problems. Numerical convergence toward the solution of the continuous
problem is provided together with linear and nonlinear examples. The robustness of the method with
respect to disturbances of the system is illustrated by comparisons with an open-loop control approach.
Keywords: nonlocal models, fractional models, optimal control, feedback control

1 Introduction and motivation

Nonlocal, integral models are powerful alternatives to classical partial differential equations (PDEs) to
describe systems where small scale effects or interactions affect the global behavior, yet explicitly resolving
local features is unfeasible due to computational budget or lack of local information. Nonlocal models are
characterized by integral operators that embed length scales in their definitions, allowing them to capture
long-range space interactions. Furthermore, the integral nature of such operators reduces the regularity
requirements on the solutions. Applications of interest span a large spectrum of scientific and engineering
fields, including fracture mechanics [46, 62], anomalous subsurface transport [12, 26, 59, 60, 64], phase
transitions [16, 22, 40], image processing [1, 30, 42], magnetohydrodynamics [58], stochastic processes
[14, 23, 53, 54], and turbulence [18, 56, 57].

Despite their improved accuracy, the usability of nonlocal equations is hindered by several modeling
and computational challenges. Modeling challenges include the lack of a complete nonlocal theory [21,
24, 27, 33], the treatment of nonlocal interfaces [4, 17, 61, 69, 70] and the prescription of nonlocal
volume constraints (the nonlocal counterpart of boundary conditions) [31, 68, 65, 71, 41]. Computational
challenges are due to the integral nature of nonlocal operators that yields discretization matrices that
feature a much larger bandwidth compared to the sparse matrices associated with PDEs [32, 35].

In the present work, we focus on fractional differential operators, as they form a well-studied sub-class
of nonlocal models. While these operators are almost as old as differential operators [44], their usability
has increased during the last decades thanks to progress in computational capabilities and thanks to a
better understanding of their modeling power. The simplest form of a fractional operator is the fractional
Laplacian; in its integral form, its action on a scalar function y is defined as [44]

(−∆)sy(ξ) = Cn,s p.v.

∫
Rn

y(ξ)− y(z)

‖ξ − z‖n+2s
dz, (1)
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where s ∈ (0, 1) is the fractional order, n the spatial dimension, Cn,s a normalization constant and
p.v. indicates the principal value. The integral representation of the fractional Laplacian given in (1) is
equivalent to the Fourier representation [66]

(−∆)sy(ξ) = F−1(‖z‖2sF{y}(z))(ξ), (2)

where F denotes the Fourier transform. If s = 1, the spectral operator (2) coincides with the usual PDE
Laplacian −∆, whereas it reproduces the identity operator when s = 0. In fact, it is well known that
(−∆)sy(ξ)→ y(ξ) as s→ 0+ and (−∆)sy(ξ)→ −∆y(ξ) as s→ 1− for a regular function y; see e.g. [63,
Theorems 3 and 4].

On a bounded Lipschitz domain D ⊂ Rd, we define the integral fractional Laplacian to be the
restriction of the full-space operator to functions satisfying a volume constraint on Dc := Rn \D. Here,
for simplicity, we only consider the homogeneous case, i.e. y = 0 in Dc. Then, the fractional Poisson
problem on the bounded domain D is given by{

(−∆)sy(ξ) = b(ξ) for all ξ ∈ D,
y(ξ) = 0 for all ξ ∈ Dc,

(3)

where we have a given source term b(ξ). Problem (3) is a fractional analogue of the local Poisson problem
for the classical Laplacian ∆.

Accordingly, one can define a parabolic problem and add classical terms such as a nonlinear reaction.
The state equation that we consider in the present work is the time dependent, reaction-anomalous-
diffusion equation given by

∂ty(ξ, t) = −(−∆)sy(ξ, t) + F (y(ξ, t)) + b(ξ, t) for all (ξ, t) ∈ D × (0,∞),
y(ξ, t) = 0 for all (ξ, t) ∈ Dc × (0,∞),
y(ξ, 0) = x(ξ) for all ξ ∈ D,

(4)

where F (·) is a reaction term, b a forcing and x the initial condition.
We are interested in the optimal control of equation (4) with respect to a forcing term. While the

PDE literature on control includes two main approaches, namely the open-loop and closed-loop approach,
the nonlocal literature has only witnessed the development of the former. We refer the interested reader
to [28, 29, 10, 25, 9] for the the nonlocal Poisson equation and to [15, 43] for the fractional heat equation.

In the current work we, instead, aim at obtaining a control in closed form using the dynamic program-
ming principle (DPP) and the Hamilton-Jacobi-Bellman (HJB) equations. This is, to the best of the
authors’ knowledge the first work in this direction. Feedback control has several advantages compared to
open-loop control, since it explicitly depends on the state of the system, as opposed to open-loop where
the control depends only on time and the initial state. In the latter case, the fact that the control is not
a function of the state at time t has several disadvantages. For example, if the initial state changes, the
optimal control has to be recomputed from scratch. Furthermore, open-loop control is not designed to
handle modeling errors, exogenous disturbances, or other variations of system parameters.

The DPP is an important tool in optimal control theory since it allows one to obtain feedback or
closed-loop control. This is possible from the knowledge of the value function, i.e., the infimum of
the cost functional of the control problem for every initial condition. Specifically, the value function is
characterized as the unique viscosity solution of the HJB type PDE, see, e.g., [11].

Yet, closed-loop control also has some drawbacks. The main challenge of the DPP approach is the
amount of information stored in the value function which makes the method suffer from the curse of
dimensionality, i.e., the complexity greatly increases as the dimension does. In fact the control of a
system of dimension d requires the approximate solution of a d-dimensional PDE of HJB type. For
high-dimensional dynamical systems, traditional methods such as the Value iteration or Policy iteration
[36] are not efficient to solve the HJB equation. In order to mitigate the curse of dimensionality, recently,
several methods have been proposed. Here, we briefly recall some of them: model order reduction [49, 6],
tree structure algorithms [5, 8], spectral methods [48], max-plus algebra [50, 51], neural networks [19, 20],
tensor decomposition [34, 55] and sparse grids method [13].

In this work we use the approach recently proposed in [7]. The method relies on a high-dimensional
scattered state-space grid that takes advantage of the dynamics of the problem and only populates certain
regions using points from the discretized dynamics itself. The resulting unstructured grid is formed by
nodes in the high-dimensional space. In order to directly apply a semi-Lagrangian scheme to approximate
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the value function, the Shepard method [39, 37] is used as the reconstruction tool. We also present a way
to automate the selection of the shape parameter for the radial basis functions. The selection is driven by
comparisons of the residual quantity. The coupling between HJB and Shepard approximation was already
introduced by [47] for a low-dimensional problem and equi-distributed grid. The algorithm proposed in
[7] has also an automatic way to select the shape parameter in the chosen radial basis functions based
on the residual of the HJB equation and error estimates for theoretical convergence of the method.

Paper outline In Section 2 we describe the reaction diffusion state equation containing the fractional
Laplacian as well as an associated optimal control problem. We outline the discretization of the state
equation using finite elements. In Section 3 we obtain the Hamilton-Jacobi-Bellman equation associated
with the optimal control problem, and describe its discretization using radial basis functions. Finally, in
Section 4, we illustrate the potential of the approach via several numerical experiments.

2 Problem settings

For the fractional Laplacian operator defined in (1) we let D denote a bounded Lipschitz domain and
we define the integral fractional Laplacian on a bounded domain to be the restriction of the full-space
operator to functions satisfying a volume constraint on Dc. Here, for simplicity, we only consider the
homogeneous case, i.e. y = 0 in Dc.

We focus on the control of a general parabolic problem characterized by the following time-dependent,
reaction-anomalous-diffusion equation for the variable y : Rn × [0,∞)→ R:

∂ty(ξ, t) = −α(−∆)sy(ξ, t) + F (y(ξ, t))+ (ξ, t) ∈ D × (0,∞),
+b(ξ, t) + u(t)q(ξ)

y(ξ, t) = 0 (ξ, t) ∈ Dc × (0,∞),
y(ξ, 0) = x(ξ) ξ ∈ D.

(5)

Here, u : [0,∞) → U ⊂ R is the control variable, where U is a compact set, and q : D → R is a known
term; F : R→ R is a nonlinear function, b : D × [0,∞)→ R is a forcing term and α > 0 is a constant.
The general formulation of the cost functional that we intend to minimize is

J∞x (y, u) :=

∫ ∞
0

g(y(η), u(η))e−ληdη,

where, x is the initial condition, and g : Rd × Rm → R is the so-called running cost, assumed to be a
bounded and Lipschitz continuous function in the first variable. The constant λ > 0 is a discount factor
and the term e−λη guarantees the convergence of the integral. The discount factor allows us to compare
costs at different times by rescaling the costs at the initial time. Then, the optimal control problem is
formulated as

min
u∈U
J∞x (y, u) s.t. y(u) satisfying (5),

where we write y = y(u) to emphasize the dependence of the solution on the control u.
We obtain the variational formulation of problem (5) by multiplying by a test function w ∈ Y. The

function space Y is defined as
Y := {y ∈ Hs(Rn) : y‖Dc = 0},

where, using the Fourier transform F , the fractional Sobolev space Hs is defined as [52]

Hs (Rn) :=

{
y ∈ L2 (Rn) :

∫
Rn

(1 + ‖ξ‖2s)‖Fy(ξ)‖2dξ <∞
}
.

We equip Y with the following norm

‖y‖2Y = ‖y‖2Hs(Rn) = ‖y‖2L2(D) +

∫
Rn

∫
Rn

(y(ξ)− y(z))2

‖ξ − z‖n+2s
dξdz.

Hence, the variational formulation of the parabolic problem (5) is given by

Find y ∈ V such that ∀ w ∈ Y
〈∂ty, w〉 = −αa(y, w)+〈F (y), w〉+ 〈b, w〉+ u〈q, w〉, (6)
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where the space V is defined as

V := {y ∈ L2((0,∞);Y) : ∂ty ∈ L2((0,∞);Y ′)},

Y ′ is the dual space of Y, and 〈·, ·〉 is the duality pairing between Y and its dual. The term a(y, w) is
obtained by applying integration by parts [27] to the fractional Laplacian (1), resulting in

a(y, w) :=
Cn,s

2

∫
Rn

∫
Rn

(y(ξ)− y(z))(w(ξ)− w(z))‖ξ − z‖−n−2sdzdξ.

We next describe the finite element discretization of the variational formulation (6). For details on
issues such as quadrature rules suitable for resolving the singularity of the kernel function, see [3, 2].

Let G = {K} be a conforming partition of D into simplices K with size hK = diam(K), and set
hG = max

K∈G
hK. Given G, we define the finite element space of continuous piecewise polynomials of degree

one as
Y(G) =

{
wG ∈ C0(D) : wG‖K ∈ P1(K), ∀K ∈ G, wG = 0 on ∂D

}
, (7)

where P1(K) is the space of linear functions on K. We point out that Y(G) ⊂ Y. Let {φi}di=1 ⊂ Y(G) be
the nodal hat functions that span the space. We search for a function yG ∈ Y(G) which can be described
by the ansatz yG(ξ, t) =

∑d
i=1 yG,i(t)φi(ξ), i.e. for every fixed time t the function yG is a continuous

piecewise linear function with time dependent nodal values yi(t). Thus, using this ansatz in (6), we
obtain the terms

a(yG , φj) =

d∑
i=1

yG,ia(φi, φj), (ẏG , φj) =

d∑
i=1

˙yG,i(φi, φj),

where ẏ = dy
dt

. Using these spatially discretized entities and treating the other terms accordingly (note

that the initial condition can be taken to be xG(ξ) =
∑d
i=1 xG,iφi(ξ) after projection or interpolation),

we have the semi-discrete version of equation (5) given by{
MẏG(t) = −αAyG(t) + F(yG(t)) +B(t) + u(t)Q, t ∈ (0,∞),

yG(0) = xG .
(8)

We note that by abuse of notation we have identified finite element functions such as yG =
∑d
i=1 yG,iφi

with its vector of coefficients {yG,i}di=1. Here, the matrices A,M ∈ Rd×d are constructed with entries
Aij = a(φi, φj),Mij = (φi, φj). The other elements are d-dimensional vectors with entries given by
Fi(yG) = 〈F (yG), φi〉, Bi(t) = 〈b(t, ·), φi〉 and Qi = 〈q, φi〉. Since in what follows, we only operate at the
discrete level, we drop the subscript G and we rewrite the semi-discrete equation as{

ẏ(t) = M−1(−αAy(t) + F(y(t)) +B(t) + u(t)Q), t ∈ (0,∞),

y(0) = x.
(9)

For the sake of clarity and consistency with the following section (see equation (11)), we denote the
right-hand side of the dynamical system in equation (9) as follows

f(y(t), u(t)) = M−1(−αAy(t) + F(y(t)) +B(t) + u(t)Q). (10)

3 The HJB approach with radial basis functions

We recall the main results on infinite-horizon control problems solved by means of dynamic programming
equations. For a complete description we refer to, e.g., the manuscripts [11, 36]. We consider the
dynamical system {

ẏ(t) = f(y(t), u(t)), t ∈ (0,∞),

y(0) = x ∈ Rd,
(11)

where y : [0,∞) → Rd is the state variable, and u ∈ U := {u : [0,∞) → U, measurable} is the control
variable. Here, U is the set of admissible controls, U ⊂ Rm is a compact set, and f : Rd × Rm → Rd
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is a Lipschitz continuous function with respect to the first variable with constant Lf > 0. Under such
hypothesis, (11) has a unique solution [36].

As anticipated in the previous section, the cost functional J : U → R is given by

Jx(y, u) =

∫ ∞
0

g(y(η), u(η))e−ληdη, (12)

with running cost g and discount factor λ. Thus, the optimal control problem reads

min
u∈U
Jx(y, u), (13)

with y being a trajectory that solves (11) corresponding to the initial point x and control u. The use of
the index x emphasizes the dependence on the initial condition. Since we aim at obtaining the control
in a feedback form, i.e., as a function of the current position of the state, we define the value function as

v(x) := inf
u∈U
Jx(y, u). (14)

It is possible to characterize the value function in terms of the DPP as follows

v(x) = inf
u∈U

{∫ τ

0

g(y(η), u(η))e−ληdη + e−λτ v(yx(τ))

}
∀x ∈ Rd, τ > 0. (15)

Then, from (15), the Hamilton-Jacobi-Bellman (HJB) equations corresponding to the infinite horizon
problem are given by

λv(x) + sup
u∈U
{−f(x, u) · ∇v(x)− g(x, u)} = 0, x ∈ Rd, (16)

where ∇v is the gradient of v. The HJB is a further characterization of the value function by means of
a degenerate PDE whose solution has to be thought of in the viscous sense [11]. Thus, by solving (16),
we obtain the optimal feedback control u∗(x) as follows

u∗(x) = arg max
u∈U

{−f(x, u) · ∇v(x)− g(x, u)}, x ∈ Rd. (17)

To approximate the solution of (16), the semi-Lagrange discretization of (15) by means of Shepard
approximation was first introduced in [47] and then extended to higher-dimensional problems in [7]. Such
discretization of (15) reads

Vj = [Wσ(V )]j := min
u∈U

{
∆t g(xj , u) + (1−∆tλ)Sσ[V ](xj + ∆t f(xj , u))

}
, (18)

where Vj ≈ v(xj), ∆t > 0 is the chosen temporal step size, and xj are nodes of the grid X =
{x1, . . . , xNgrid} ⊂ Ω ⊂ Rd which we describe later on. The set U is also discretized by setting the
control u(t) = uk ∈ U for t ∈ [tk, tk+1), by approximating the control by a piece-wise constant function
in time. The minimum in (18) is computed by comparison over the discrete set of controls.

The full discretization of equation (15) is obtained starting from a classical approach where we replace
the interpolation routine on a structured grid (see e.g. [36]) with the Shepard approximation operator
Sσ on an unstructured grid. We represent the Shepard approximant as the following operator

Sσ[f ](x) :=

NRBF∑
i=1

f(xi)ψ
σ
i (x), ψσi (x) :=

ϕσ(‖x− xi‖2)∑NRBF
j=1 ϕσ(‖x− xj‖2)

, 1 ≤ i ≤ NRBF . (19)

where σ > 0 is the shape parameter, and NRBF the number of RBFs ϕ.
Here, the function ϕ : Rd → R is a positive definite radially invariant function ϕ(x) = ϕ(‖x‖2).

We refer to e.g. [39, Chapter 23] for a complete review of Shepard approximation scheme. The shape
parameter σ is used to tune the radial function such that ϕσ(x) = ϕ(σ‖x‖2). The effect of the shape
parameter in the quality of Shepard approximation is discussed in e.g. [39, 7].

We point out that each ψi(x) is compactly supported in B(xi, 1/σ) ⊂ Ω and nonnegative, and that
the weights form a partition of unity, i.e.,

∑NRBF
i=1 ψσi (x) = 1 for all x ∈ ΩX,σ with

ΩX,σ :=
⋃
x∈X

B(x, 1/σ) ⊂ Rd. (20)
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This implies that Sσ[f ](x) is a convex combination of the function values. Moreover, the compact support
of the weights leads to a sparse distance vector D ∈ RNRBF since we compute only the entries Di such
that ‖x− xi‖ ≤ 1/σ.

The full approximation scheme of the value function is known as the Value Iteration (VI) method,
and it is obtained by a fixed-point iteration of (18), i.e.,

V k+1 = Wσ(V k), k = 0, 1, . . . . (21)

To ensure convergence of the scheme it is necessary that Wσ is a contraction which is guaranteed to be
the case since Sσ in (19) has unit norm if ∆t ∈ (0, 1/λ] (see [47, Lemma 2]). The approximation of the
value function is then used to compute an approximation of the feedback control as

u∗(x) = arg min
u∈U

{∆tg(x, u) + (1− λ∆t)Sσ[V ](x+ ∆tf(x, u))}, (22)

with x being the current state of the discrete system. This also allows us to reconstruct the optimal
trajectory y∗.

Mesh generation The key point suggested in [7] is to localize the domain of the problem. Thus,
we follow the evolution of the system (11) which provides itself an indication of the regions of interest
within the domain.

We point out that for the purpose of numerical computations we consider only finite horizons t ∈ [0, T ]
with a given T > 0 large enough to simulate the infinite-horizon problem. To define the dynamics-
dependent grid we fix a time step ∆t > 0, a maximum number K ∈ N of discrete times and, for
L,M > 0, some initial conditions of interest and a discretization of the control space, i.e.,

X := {x̄1, x̄2, . . . , x̄L} ⊂ Ω, U := {ū1, ū2, . . . , ūM} ⊂ U.

Observe that all these parameters do not need to coincide with the ones used in the solution of the VI
(18), but they are only used to construct the grid. Moreover, in general we use ∆t > ∆t and M < M , i.e.,
the discretization used to construct the mesh is coarser than the one used to solve the control problem.

For a given pair of initial condition x̄i ∈ X and control ūj ∈ U we solve numerically (11) to obtain
trajectories

xk+1
i,j = xki,j + ∆t f(xki,j , ūj), k = 1, . . . , K̄ − 1, (23)

x1
i,j = x̄i,

such that xki,j is an approximation of the state variable with initial condition x̄i, constant control u(t) =

ūj , at time k∆t. For each pair (x̄i, ūj) we obtain the set X (x̄i, ūj) := {x1
i,j , . . . , x

K̄
i,j} containing the

discrete trajectory, so that the mesh is defined as

X := X(X,U,∆t,K) :=

L̄⋃
i=1

M̄⋃
j=1

X (x̄i, ūj) . (24)

This choice of the grid is particularly well suited for the problem under consideration, as it does not
aim at filling the space Ω, but instead it provides points along trajectories of interest. In this view, the
values of X,U,∆t,K should be chosen such that X contains points that are suitably close to the points
of interest for the solution of the control problem. To measure the “dispersion” of points in X we make
use of the separation distance h

h = hX := min
xi 6=xj∈X

‖xi − xj‖.

The separation distance quantifies the minimal separation between different approximation points; as
such, we use h as the measure of dispersion in the numerical tests. A more detailed discussion of these
quantities can be found in e.g. [7, 39, 47]. The quality of the Shepard approximation strongly depends
on the choice of the shape parameter σ > 0 in the operator (19). To get a suitable scale for the values
of σ, we parametrize it in terms of the grid X: we set σ := θ/hΩ,X for a given θ > 0. Here, θ ∈ P
where P is a positive closed interval. In this work we follow the method proposed in [7], where the
selection of the ideal parameter σ is based on the minimization of a problem-specific indicator, namely
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the residual R(σ) := R(Vσ). Here, Vσ is the discrete value function related to the choice σ in the Shepard
approximation. Assuming that the value iteration with parameter σ converges to Vσ, we define the
residual as

R(σ) := ‖Vσ −Wσ(Vσ)‖∞, (25)

and we choose the shape parameter that minimizes this quantity with respect to σ. Since the minimization
of the residual depends on σ = θ/hX , we set an admissible set of parameters P := [θmin, θmax] ⊂ R+, the
parameter is thus chosen by solving the optimization problem

θ̄ := arg min
θ∈P

R(θ/hX) = arg min
θ∈P

‖Vθ/hX −Wθ/hX (Vθ/hX )‖∞, (26)

by discretizing the set P as {θ1, · · · θNp} ⊂ P and computing all value functions for all θi, i = 1, · · · , Np.

Error estimates We adapt the classical convergence theory that is used to prove rates of convergence
for the VI when linear interpolation is used. In particular, the following argument follows the discussion
in [36, Section 8.4.1]. Provided that

• v is Lipschitz continuous, with constant Lv for each compact subset Ω̃ ⊂ Ω,

• f is uniformly bounded, sup
x∈Ω,u∈U

‖f(x, u)‖ ≤Mf with Mf > 0,

• U is convex, f(x, u) is linear in u,

• g(·, u) is Lipschitz continuous and g(x, ·) is convex,

• ‖f(x, u)− f(x′, u)‖ ≤ Lx‖x− x′‖ ∀x, x′ ∈ Ω, u ∈ U, Lx > 0, and

• ‖f(x, u)− f(x, u′)‖ ≤ Lu‖u− u′‖ ∀x ∈ Ω, u, u′ ∈ U , Lu > 0,

then, there exist C,C′ > 0 such that the following estimate for the value function holds true:

‖v − V ‖∞,Ω̃ ≤ C
′∆t+

CLv
λ

eK̄∆tLx

∆t

(
sup

∆t∈T̃
‖∆t−∆t‖K̄Mf

+ sup
x0∈X̃

min
x̄∈X̄
‖x̄− x0‖+ K̄∆tLu sup

u∈Ũ
min
ū∈Ū
‖ū− u‖

)
where

Ω̃ := Ω̃(X̃, Ũ , T̃ ) :=
{
x := xk(x0, u,∆t) : x0 ∈ X̃, u ∈ Ũ ,∆t ∈ T̃ , k ≤ K̄

}
. (27)

Here, x := xk(x0, u,∆t) ∈ Ω is a point on a discrete trajectory with initial point x0 ∈ Ω, control u ∈ U ,
time step ∆t > 0, and time instant k ∈ N, k ≤ K̄. We point out that the f defined in (10) is uniformly
bounded and Lipsichitz continuous with respect to both variables as required.

4 Numerical Tests

In order to illustrate the DP approach to control fractional diffusion problems we present three tests.
The first is a parabolic problem with known analytical solution. In this case, we show a comparison
between the analytical solution and the one obtained by the DP approach. The same equation is also
used to show the effectiveness of the feedback control when dealing with disturbances of the system. We
also discuss the numerical convergence of our approach towards the control of the continuous fractional
PDE.

The second and third tests are performed using exclusively the DP approach. The second test is a
modification of previous problem where we control the equation on a target subset of the domain D ⊂ R.
The third test is a nonlinear state equation with a quadratic cost functional.

In all our tests we use Wendland RBFs [67, 39] constructed according to the dimension of each
problem obtained using the general formula proposed in [38]

ϕσ(r) = max{0, (1− σr)`+2((`2 + 4`+ 3)σ2r2 + (3`+ 6)σr + 3)}, r := ‖x‖2,

where ` = b d
2
c+ 3. The numerical simulations reported in this paper are performed on a laptop with one

CPU Intel Core i7-2.2 GHz and 16GB RAM. The codes are written in MATLAB.
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4.1 Test 1: Linear example with exact solution

In this test, with the goal of comparing the solution obtained with the DP approach with a known
solution, we consider the following manufactured problem.

Let γ > 0, λ > 0, T0 > 0 and set

D = (−1, 1),

b̃(ξ) = 22sΓ (1 + s)
Γ(s+ 1/2)

Γ(1/2)

√
Γ(2s+ 3/2)

Γ(2s+ 1)Γ(1/2)
,

q(ξ) =

√
Γ(2s+ 3/2)

Γ(2s+ 1)Γ(1/2)

(
1− ξ2)s

+
, (28)

φ(t) = cos(t),

κ(t) = (T0 − t)2χ{t≤T0},

ud(t) = projU (κ(t)),

yd(ξ, t) = φ(t)q(ξ)− γκ′(t)q(ξ) + γκ(t)b̃(ξ) + λγκ(t)q(ξ),

b(ξ, t) = φ′(t)q(ξ) + φ(t)b̃(ξ)− ud(t)q(ξ).

We minimize

Jx(y, u) =
1

2

∫ ∞
0

(‖y(·, η)− yd(·, η)‖2L2(D) + γ‖q(·)u(η)‖2L2(D))e
−ληdη (29)

subject to 
∂ty(ξ, t) + (−∆)sy(ξ, t) = b(ξ, t) + u(t)q(ξ) (ξ, t) ∈ D × (0,∞),

y(ξ, t) = 0 (ξ, t) ∈ Dc × (0,∞),
y(ξ, 0) = x(ξ) ξ ∈ D.

(30)

As shown in A the solution for x = q is given by

y∗(ξ, t) = φ(t)q(ξ), u∗(t) = ud(t). (31)

Change of variables To fit the cost functional into the setting of the DPP we make the change of
variable

ỹ(ξ, t) := y(ξ, t)− yd(ξ, t), x̃(ξ) := x(ξ)− yd(ξ, 0).

ỹ minimizes the modified cost functional

J̃x̃(ỹ, u) :=
1

2

∫ ∞
0

(‖ỹ(·, η)‖2L2(D) + γ‖u(η)q(·)‖2L2(D))e
−ληdη (32)

subject to the modified state equation
∂tỹ(ξ, t) + (−∆)sỹ(ξ, t) = b(ξ, t) + u(t)q(ξ) − (ξ, t) ∈ D × (0,∞),

−∂tyd(ξ, t)− (−∆)syd(ξ, t)
ỹ(ξ, t) = 0 (ξ, t) ∈ Dc × (0,∞),
ỹ(ξ, 0) = x̃(ξ) ξ ∈ D.

(33)

Equation (33) is equivalent to (30). The great benefit is that the modified cost functional has only the
norm of ỹ. With this change of variables we can solve the problem using the HJB approach and then
recover the solution y.

The finite element spatial discretization of equation (33) leads us (under the same abuse of notation
as in Section 2) to the system of ODEs{

M ˙̃y(t) = −Aỹ(t) + u(t)Q+B(t)−Mẏd(t)−Ayd(t) t ∈ (0,∞)
ỹ(0) = x̃,

(34)
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with A,M ∈ Rd×d and d-dimensional vectors ˙̃y, ỹ, Q and B as described in (8). Here, yd and ẏd are also
d-dimensional vectors with construction analogue to the other terms. We solve the closed loop problem
with (34) as the state equation in order to approximate (29), and cost functional (32).

In this example, we consider d = 63 and d = 127. We compare the solution obtained by the DP
approach, yHJB , with the exact solution y∗ and with the solution obtained considering the exact optimal
control plugged into the discrete system (34), y(u∗). To approximate the value function and obtain the
control in feedback form, we consider s = 0.75, γ = 0.01, λ = 0.5 and T0 = 3. To generate the scattered
mesh the control space U = [0, 1] is discretized with 7 equidistributed controls and the time step used is
∆t = 0.0125. The problem (34) is solved up to T = 4 and the discrete trajectories are collected. The
grid is formed with a total of 2248 nodes for both d = 63 and d = 127. The separation distances are
0.0248 and 0.0350, respectively.

We use the grid generated by the dynamics to run our algorithm using the parameter space P =
[0.1, 0.3] discretized with step size 0.02. The residual is minimized with the parameter equal to 0.2. We
consider U discretized in 21 points and ∆t = 0.01. We use these data and the grid X to approximate the
value function and compute the feedback control. To obtain the feedback control and optimal trajectories
we discretize the control set U in 1681 points and solve (34) up to the final time T = 4. We invert the
change of variables used in equation (33) and we compare the solutions obtained via DP approach,
denoted by yHJB , with the exact solution y∗ (as described in equation (31)) and with the solution
obtained using the optimal control u∗ inserted on equation (34), denoted by y(u∗).

Figure 1 presents the solutions for d = 127 and ∆t = 0.0125. In the left panel we report the
uncontrolled solution (i.e. u = 0) of system (34); in the middle panel we report the analytical solution.
In the right panel we show the controlled solution via the HJB equation. We note the difference between
the shape of the uncontrolled solution and the other solutions. This difference is clear in Figure 2
where we display the absolute difference between the uncontrolled solution and the HJB solution and
the difference between the uncontrolled solution and the analytical solution. Also, the similarity between
the shape of the analytic solution and the solution obtained by feedback control becomes evident when
we look at their absolute difference in the right panel of Figure 2 (note that the order of the z−axis is
O(10−3)).

Figure 1: Test 1. Left: Uncontrolled solution (i.e. for u = 0). Middle: Analytical solution. Right: HJB
solution yHJB . Solutions in the case ∆t = 0.0125 and d = 127.

Figure 2: Test 1. Left: Absolute difference between the HJB solution and the uncontrolled solution. Center:
Absolute difference between the analytical solution and the uncontrolled solution. Right: Absolute difference
between the HJB and analytical solutions.

In the left panel of Figure 3, we compare the control obtained by the HJB approach and the analytical
control u∗. We observe that the controls are very close up to T0. Then, there is a slight difference which
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is not significant enough to affect the value of the cost functional. Indeed, in the right panel of Figure
3 we show the evaluation of the cost functional for the uncontrolled solution, the analytical and the
HJB driven approach. Here, we observe that the cost functional of the two controlled solutions matches
perfectly. This highlights the quality of the proposed approximation.

0 1 2 3 4

time

0

0.2

0.4

0.6

0.8

1
HJB

Analytical

0 1 2 3 4

time

0

0.05

0.1

0.15

0.2

0.25
Uncontrolled

Controlled - HJB

Analytical

Figure 3: Test 1. Cost functional and absolute differences in the case ∆t = 0.0125 and d = 127. Left:
optimal control. Right: Cost functional (29) calculated for uncontrolled, analytical and controlled by HJB
approach solutions.

To further validate our approach, we study the error of the proposed approximation with respect to
the control of the nonlocal equation. The convergence analysis is performed with the norm ‖ · ‖L2

ν(0,T ;D),
which we write as ‖·‖L2

ν
for ease of notation. In Table 1 we show the values of ‖yHJB−y∗‖L2

ν
in the second

column, ‖yHJB − y(u∗)‖L2
ν

in the fourth column and ‖y∗ − y(u∗)‖L2
ν

in the sixth. Here we considered
distinct values of ∆t to solve the discrete problem (34). We note that the errors decay with the reduction
in ∆t, as expected, since a more refined time discretization implies better approximations. Table 1
shows that the spatial discretization error of the state equation is dominated by temporal discretization
error (column 6). In turn, the temporal discretization error of the state equation is dominated by the
discretization error of the HJB solution.

∆t ‖yHJB − y∗‖L2
ν

rate ‖yHJB − y(u∗)‖L2
ν

rate ‖y∗ − y(u∗)‖L2
ν

rate

0.05 0.0450 0.0351 0.0470
0.025 0.0340 0.40 0.0225 0.64 0.0233 1
0.0125 0.0260 0.38 0.0197 0.2 0.0115 1

Table 1: Test 1. Data of simulation with dimension = 63, h = 0.0248 and number of nodes = 2248.

Table 2 presents results for d = 127. The decay in the norm of differences also happens with a
reduction of the time step. The comparison between values in Table 2 with values in Table 1 suggests
that the refined spatial discretization implies a more accurate approximation, since the values in the
second and fourth columns are smaller than their counterpart in Table 1. These values in Table 2 are
almost the half of the respective values in Table 1. The entries in the sixth column of Table 1 are very
similar to those in the same column of Table 2, indicating that the time discretization error has a greater
influence than the spatial error.

∆t ‖yHJB − y∗‖L2
ν

rate ‖yHJB − y(u∗)‖L2
ν

rate ‖y∗ − y(u∗)‖L2
ν

rate

0.05 0.0423 0.0220 0.0473
0.025 0.0281 0.59 0.0173 0.34 0.0236 1
0.0125 0.0149 0.9 0.0072 1.2 0.0117 1

Table 2: Test 1. Data of simulation with dimension d = 127, h = 0.0350 and number of nodes = 2248.
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Simulation with noise One of the benefits of computing the control in closed form is the ability to
react under disturbances of the system and changes in the initial condition. In this example, we control
the system with initial condition x = 2q and disturb the system at each time instance by adding a noise
vector of independent, identically distributed Gaussian variables with zero mean and standard deviation
0.025.

Then, with the same value function obtained in the previous test and d = 127, we compute the
feedback control with ∆t = 0.025 and U discretized with 1681 nodes. We compare the solution using
the analytical control plugged into the disturbed system and the solution using the HJB approach which
adjusts the control based on disturbance of the system. We can see, in the top left panel of Figure 4, the
evaluation of the cost functional for both methods. It is clear that the feedback control leads to a lower
cost functional than the pre-determined control. For completeness, we show the controlled solutions in
the bottom panels of Figure 4 where we report the analytical control on the left and the HJB control on
the right. In the top right panel of Figure 4 we report the absolute difference between both solutions.

This test shows the robustness of our method under disturbances and motivates the use of this
approach as opposed to open-loop control.

0 1 2 3 4

time

0

0.05

0.1

0.15

Analytical

Controlled - HJB

Figure 4: Test 1. Top: evaluation of the cost functionals with noise term (left), absolute difference between
HJB and controlled solution with analytical control (right). Bottom: Solution of the disturbed system with
analytical control. (left), HJB approach solution with noise (right).

4.2 Test 2: Linear example with control acting on target domain

In this example we minimize the cost functional

Jx(y, u) :=
1

2

∫ ∞
0

(‖y(·, η)‖2L2(T ) + γ‖q(·)u(η)‖2L2(D))e
−ληdη; (35)

here, the main difference with respect to the cost functional (32), is that the norm of y is restricted to
the target T = [−1/2, 1/2] with T ⊂ D and D = (−1, 1). This functional is minimized subject to

∂ty(ξ, t) + (−∆)sy(ξ, t) = b(ξ, t) + u1(t)q1(ξ) + u2(t)q2(ξ) for all ξ ∈ D × (0, T ),
y(ξ, t) = 0 for all ξ ∈ Dc × (0, T ),
y(ξ, 0) = x(ξ) for all ξ ∈ D,

(36)

where
b(ξ, t) = (1− cos(t))χ[−1,−3/4](ξ) (37)
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and

q1(ξ) = χ[−3/4,−1/2](ξ), q2(ξ) = χ[1/2,3/4](ξ), (38)

with ui(t) ∈ U = [−0.5, 0], i ∈ {1, 2}, i.e., the control is formed by two independent terms, each of them
acting on a specific region of the domain. The semi-discrete system associated with equation (36) is given
by {

Mẏ(t) = −Ay(t) + u1(t)Q1 + u2(t)Q2 +B(t), t ∈ (0,∞),
y(0) = 0.

(39)

The cost functional to be minimized is

Jx(y, u) =
1

2

∫ ∞
0

(‖y(η)‖2L2(T ) + γ‖u1(η)q1(·) + u2(η)q2(·)‖2L2(D))e
−ληdη (40)

with y(t) solution of (39) and ui(t) defined as (38).
We set the parameters of the equation as γ = 10−6 and λ = 0.5. To build the scattered mesh we use

∆t = 0.025 and control pairs (u1, u2) ∈ U ×U , with U discretized in 5 equidistributed controls, resulting
in a total of 25 control pairs. We solve equation (39) up to time T = 6 and collect 6026 nodes to form
a 63-dimensional grid with separation distance 0.0180. We consider the parameter θ = 0.01, time step
∆t = 0.01 and use the same discrete control set of the mesh; we compute the value function using the
unstructured grid. In order to execute the feedback reconstruction we used ∆t = 0.025 and 1681 control
points.

In Figure 5, we show the uncontrolled solution in the left panel and the controlled solution in the
middle, both with final time T = 10. The difference between the solutions becomes clear in the evaluation
of the cost functional in the right panel of Figure 5. The cost of the controlled solution is below the cost
functional of the uncontrolled solution.

0 2 4 6 8 10
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0

0.5

1

1.5

2
10

-3

Uncontrolled

Controlled - HJB

Figure 5: Test 2: Left: uncontrolled solution. Middle: controlled solution. Right: Cost Functionals.

In Figure 6, we present the two control variables u1 and u2 obtained with our approach in the left
panel. The control u1 acts in an interval that is very close to the region where the force term is positive.
Then, it is clear that u1 is more active than u2, as expected. Finally, a further zoom-in of the uncontrolled
and controlled solution in the target region is reported in the middle and right panels, respectively.
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0

Figure 6: Test 2: Left: Controls u1 and u2. Center: uncontrolled solution in a plot restricted to target T .
Right: controlled solution in a plot restricted to target T .
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4.3 Test 3: A nonlinear example

In this test we consider the following nonlinear state equation
∂ty(ξ, t) + α(−∆)sy(ξ, t)+ = F (y(ξ, t)) + u(t)q(ξ) for all ξ ∈ D × (0,∞),

y(ξ, t) = 0 for all ξ ∈ Dc × (0,∞),
y(ξ, 0) = x(ξ) for all ξ ∈ D,

(41)

where the nonlinear term is given by F (y) = y2(1− y) and the parameter α = 0.01. The finite element
spatial discretization results in the system{

Mẏ(t) = −αAy(t) + F(y(t)) + u(t)Q, t ∈ (0,∞)
y(0) = x,

(42)

where the nonlinear term F : Rd → Rd is F(y(t)) = y(t)2 − y(t)3. The initial condition used in this case
is the same used in Section 4.1, i.e. the solution of the Poisson problem. The cost functional we minimize
is given by

Jx(y, u) :=
1

2

∫ ∞
0

(‖y(η)‖2L2(D) + γ‖u(η)q(·)‖2L2(D))e
−ληdη, (43)

subjected to the semi-discrete system (42). The parameters chosen in the cost are λ = 0.5 and γ = 0.01.
To generate the scattered mesh we consider the control space U = [−0.5, 0] discretized in 11 nodes, a
temporal step ∆t = 0.025 and the same initial condition as for the first test. We collect the trajectory
points generated solving the system (42) up to the final time T = 6 for d = 63. The scattered mesh has
2652 nodes and the separation distance is 0.12.

The space P = [0.08, 0.12] is discretized with step size 0.01. The residual is minimized when the
parameter is equal to 0.09. We run the VI algorithm with ∆t = 0.01 and U discretized in 21 nodes. We
obtain the feedback control and solution considering 81 discrete control points and ∆t = 0.025. In Figure
7, we show the uncontrolled solution on the left and the controlled solution on the right. We can observe
how the controlled solution reaches the desired configuration which is the zero equilibrium. In the left

Figure 7: Test 3. Left: Uncontrolled solution. Right: Controlled solution.

panel of Figure 8 we compare the evaluation of the cost functional for the controlled and uncontrolled
solutions. As expected, the controlled solution has a lower cost functional than the the uncontrolled
one. Finally, in the right panel of Figure 8 we show the obtained control. The control is active at the
beginning then it is zero when the desired configuration is reached.

Simulation with noise Here we consider as perturbation a 63 dimensional vector of independent,
identically distributed Gaussian variables with zero mean and standard deviation 0.0025. At each instance
of time we add to the trajectory a new independent perturbation term. The feedback control and the
trajectory are computed with ∆t = 0.025 and U discretized in 81 nodes. In the left panel of Figure 9 we
show the controlled solution under disturbances. We can see that, despite the noise, we are able to reach
the desired configuration. Then, in the right panel of Figure 9 we show the control found. The behaviour
of the control is qualitatively similar to the picture in the right panel of Figure 8, but the feedback is
able to react and adjust, see e.g. the correction due to noise near t=3.5.
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Figure 8: Test 3. Left: Cost functional. Right: Optimal control.
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Figure 9: Test 3. Simulation with noise. Left: Controlled solution. Right: Optimal control.

5 Conclusions

In this paper we presented the first approach to the feedback control of nonlocal, fractional problems
using the dynamic programming principle. A key feature of our approach is the combination of semi-
Lagrangian schemes with Shepard approximation. The results discussed in the numerical section illustrate
the accuracy of the method and the ability to tackle nonlinearities and noise. As this is the first work
in this direction, we would like to further investigate feedback control for different nonlocal models and
applications. Furthermore, a natural extension of this work includes considering different approaches
such as Model Predictive Control [45]; it would permit us to increase the resolution of the discretization
of the state equation and improve the usability of feedback control for nonlocal problems.
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A Derivation of example with analytic solution

Let q and b̃ be the exact solution and corresponding right-hand side of the fractional Poisson problem{
(−∆)sq(ξ) = b̃(ξ) ξ ∈ D,

q(ξ) = 0 ξ ∈ Dc,

with ‖q‖L2(D) = 1. An example of such a pair when D = (−1, 1) is given by

b̃(ξ) = 22sΓ (1 + s)
Γ(s+ 1/2)

Γ(1/2)

√
Γ(2s+ 3/2)

Γ(2s+ 1)Γ(1/2)
,

q(ξ) =

√
Γ(2s+ 3/2)

Γ(2s+ 1)Γ(1/2)

(
1− ξ2)s

+
.

Now, let φ, κ : (0, T )→ R such that φ(0) = 1, κ(T ) = 0. Let U := [a, b] with a < 0 < b and let γ, λ > 0.
Consider the following functions that will be used in the construction of the cost functional and the state
equation

yd(ξ, t) := φ(t)q(ξ)− γκ′(t)q(ξ) + γκ(t)b̃(ξ) + λγκ(t)q(ξ),

ud(t) := projU (κ(t)),

b(ξ, t) := φ′(t)q(ξ) + φ(t)b̃(ξ)− ud(t)q(ξ).

We first aim to minimize the finite time horizon cost functional

J Tq (y, u) :=
1

2

∫ T

0

(‖y(·, η)− yd(·, η)‖2L2(D) + γ‖u(·, η)‖2L2(D))e
−ληdη

=
1

2
‖y − yd‖2L2

ν(0,T ;D) +
γ

2
‖u‖2L2

ν(0,T ;D),

where we have set ν(t) := e−λt, subject to
∂ty(ξ, t) + (−∆)sy(ξ, t) = b(ξ, t) + u(t)q(ξ) (ξ, t) ∈ D × (0, T ),

y(ξ, t) = 0 (ξ, t) ∈ Dc × (0, T ),
y(ξ, 0) = q(ξ) ξ ∈ D.

(44)

For fixed initial condition q, we can write the first order optimality conditions. Let j(u) := J Tq (Su, u),
where S is the solution operator of the state equation (44) above. The operator S is also called the
fractional control-to-state operator

S : L2(0, T ;D)→ V
and Su = z(u), where z(u) solves (44).

Then, the optimal control must satisfy the variational inequality

u = argmin j(u)⇔ (j′(u), u− u) ≥ 0 ∀u ∈ Uad.

The inequality can be written in the equivalent form

(S∗(Su− yd) + γqu, qu− qu)L2
ν((0,T );D) ≥ 0,

where S∗ is the adjoint solution operator. Hence, p := S∗(Su− yd) is the solution to
−∂tp(ξ, t) + λp+ (−∆)sp(ξ, t) = y(ξ, t)− yd(ξ, t) (ξ, t) ∈ D × (0, T ),

p(ξ, t) = 0 (ξ, t) ∈ Dc × (0, T ),
p(ξ, T ) = 0 for all ξ ∈ D.
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with z = Su. Then, the following inequality

0 ≤ (p+ γqu, qu− qu)L2
ν(0,T ;D) = ((p, q)L2(D)q + γqu, qu− qu)L2

ν(0,T ;D)

implies that u = projU

(
− 1
γ

(p, q)L2(D)

)
. If we set

y∗(ξ, t) := φ(t)q(ξ), p∗(ξ, t) := −γκ(t)q(ξ), u∗(t) := ud(t),

we obtain

y∗(ξ, 0) = q(ξ),

∂ty
∗(ξ, t) + (−∆)sy∗(ξ, t) = φ′(t)q(ξ) + φ(t)b̃(ξ) = b(ξ, t) + u∗(ξ, t),

where we have used that q is the solution of the fractional Poisson equation. Hence, y∗ is the state
corresponding to the control u∗ and the initial condition q. Moreover,

p∗(ξ, T ) = 0,

−∂tp∗(ξ, t) + λp∗(ξ, t) + (−∆)sp∗(ξ, t) = γκ′(t)q(ξ)− λγκ(t)q(ξ)− γκ(t)b̃(ξ)

= y∗(ξ, t)− yd(ξ, t).

and hence p∗ solves the adjoint equation with right-hand side y∗ − yd. Finally, projU

(
− 1
γ

(p∗, q)L2

)
=

projU (κ(t)) = u∗(t). Therefore, for the initial condition q, the optimal control is u∗, and the optimal
state is y∗.

Let us now link the problem to the infinite time horizon framework. In order to do so, let us choose
T0 > 0 and κ such that κ(t) = 0 for t ≥ T0. For T > T0, the previous construction gives the solution of
the optimal control problem on (0, T ). On the other hand, we have

J∞q (y∗, u∗) = J Tq (y∗, u∗) +
1

2
‖y∗ − yd‖2L2

ν(T,∞;D) +
γ

2
‖u∗‖2L2

ν(T,∞;D)

= J Tq (y∗, u∗) +
γ2

2

[
‖κ′‖2L2

ν(T,∞) + ‖κ‖2L2
ν(T,∞)‖b̃‖

2
L2(D) − λ(κ′, κ)L2

ν(T,∞)

− 2(κ′, κ)L2
ν(T,∞)(q, b̃)L2(D) + 2

λ

γ
‖κ‖2L2

ν(T,∞)(q, b̃)L2(D) + λ2‖κ‖L2
ν(T,∞)

]
+
γ

2
‖ projU (κ)‖2L2

ν(T,∞)

= J Tq (y∗, u∗),

where we have used that κ and κ′ are zero on (T,∞). Therefore,

minJ∞q (y, u) ≤ minJ Tq (y, u),

but the inverse inequality also holds, since J Tq (y, u) ≤ J∞q (y, u). Hence, the pair (y∗, u∗) is also optimal
for the infinite time horizon case.
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[63] Pablo Raúl Stinga. User’s guide to the fractional laplacian and the method of semigroups. In
Fractional Differential Equations, pages 235–266. De Gruyter, Berlin, 2019.

19



[64] Jorge Suzuki, Mamikon Gulian, Mohsen Zayernouri, and Marta D’Elia. Fractional modeling in
action: A survey of nonlocal models for subsurface transport, turbulent flows, and anomalous ma-
terials. Journal of Peridynamics and Nonlocal modeling, 2022.

[65] N. Trask, H. You, Y. Yu, and M. L. Parks. An asymptotically compatible meshfree quadrature rule
for nonlocal problems with applications to peridynamics. Computer Methods in Applied Mechanics
and Engineering, 343:151–165, 2019.

[66] E. Valdinoci. From the long jump random walk to the fractional Laplacian. Bol. Soc. Esp. Mat.
Apl. SeMA, 49:33–44, 2009.

[67] Holger Wendland. Piecewise polynomial, positive definite and compactly supported radial functions
of minimal degree. Advances in computational Mathematics, 4(1):389–396, 1995.

[68] Huaiqian You, XinYang Lu, Nathaniel Trask, and Yue Yu. An asymptotically compatible approach
for Neumann-type boundary condition on nonlocal problems. ESAIM: Mathematical Modelling and
Numerical Analysis, 54(4):1373–1413, 2020.

[69] Huaiqian You, Yue Yu, and David Kamensky. An asymptotically compatible formulation for local-
to-nonlocal coupling problems without overlapping regions. Computer Methods in Applied Mechanics
and Engineering, 366:113038, 2020.

[70] Yue Yu, Fabiano F Bargos, Huaiqian You, Michael L Parks, Marco L Bittencourt, and George E
Karniadakis. A partitioned coupling framework for peridynamics and classical theory: analysis and
simulations. Computer Methods in Applied Mechanics and Engineering, 340:905–931, 2018.

[71] Yue Yu, Huaiqian You, and Nathaniel Trask. An asymptotically compatible treatment of trac-
tion loading in linearly elastic peridynamic fracture. Computer Methods in Applied Mechanics and
Engineering, 377:113691, 2021.

20


	1 Introduction and motivation
	2 Problem settings
	3 The HJB approach with radial basis functions
	4 Numerical Tests
	4.1 Test 1: Linear example with exact solution
	4.2 Test 2: Linear example with control acting on target domain
	4.3 Test 3: A nonlinear example

	5 Conclusions
	A Derivation of example with analytic solution

