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Abstract 

Regular, context-fret and context-sensitive controls are imposed on the tables of TOLAS and the 

hierarchy established. The effect of control with appearance checking and minimal table interpreta- 

tions are investigated over the tables of Part ETOLAS. It is interesting to note that the regular 

control on thc tables of Part DLTOLAS will not increase the generative capacity of Part DETOLAS. 
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1. Lutz °duct ion 

L-systems, introduced by Lin.denmayer, originally in connection with some problems 

in thearetical biology, have later stimulated a substantial amount of researehL 2. In 

these systems one doer not distinguish between terminals and non-terminals, productions 

are applied in parallel on a word and the starting string of the system is of Length greater 

than or equal to one. 

In trying to extend this concept of parallel rewriting to two-dimensions, we propose 

OL and TOL array systems where parallel -rewriting of every symbol in o. rectangular 

array is considered, each symbol is replaced by an array of the same size or dimension 

to avoid distortion of rectang.tlar arrays and the axiom is a rectangular array 3 . 
The use 

; of non-terminals is a very well established mechanism in formal language theory. In 

L-systems, th'.s notion is represented by Extended TOL and Extended OL systems. 
We 

have investigated ETOL and EOL array systems hi detail'. 
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Lu .itcing languages, various control dcvices are introduced to increase the generativ e  

capacity of given grammars 6. Once control is introduced, it is meaningful to consider 

the idea of appearance checking which is exhaustively studied for string languagesa .  

In Chamsky grammars with regulated rewriting, at any step in a derivation of the 

grammar, the choice of the production to be applied is restricted by a kind of control 

mechlnism. In L-systems with regulated rewriting, in one step of a derivation, a wh ole  

subset of productions is applied where the choice of this subset is somehow restricted, 

Such systems are called Extended partial table OL systems with minimal table interpre- 

tations. It is shown that generative capacity of extended partial table OL systems with 

minimal table interpretation is stronger than tint of regular control and appearance 

checking, whereas it is equal to the combined effect of regular control and appearance 

chcckiag4 . 

In th;s paper, we extend these ideas of minimal table interpretation, regular control 

and appearance checking on partial ETOLAS and we observe that most of the results 

of N elseng will carry over to 11,1.rt ETOLAS. Wc also consider in this paper the effect 

of coatext-smsitive, context-free and regular control on the tables of TOLAS. We 

observe that context-free and context-sensitive control on the tables of TOLAS will 

gmerate array languages which are not generable by TOLAS with regular control. 

2. Control on TOL array systems 

First we review some definitions needed for this paper. 

1.#:t I be an alphabet—a finite non-empty set of symbols. A matrix Ai, (or array, 
over I is an m x ft rectangular array of symbols from J(m, n 1) and the dimensions 
of the matrix M. is denoted by I Af„,„ I = On, 10. The set of all matrices over I (includ- 
ing 2) is denoted by 1" and /4+ = /** — {2). 

Definition 2 .1; 

A tabled OL array system (TOLAS) is a 3-tuple G = (I, cP, co) where S is a finite non- 
empty set (tit, alphthet, say E 	(a 1 ,.. 	 ; toe E'-+ is thc axiom: ndc.71  consists of 
a finite set (Pp..., P/1 for f 	and eac h F, is a finite subset of I x I" called a table 
with the following two conditions. 

(1) (VP), (Va)z (3a) z ., *  ((a, a)e F); 

(ii) (Va) (3 (4, a)),, a are of the same dimension. 

Definition 2 .2 

Let 
a 1 	 a 1 

   Mt% 

U —  	and w 

 

where ao 

'rn . . . 	
+. 
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m o  e E** 9  I 4 iC m, 1, ‘ j n. 	We write ut 1.7 if ag, --, Al,, arc in table P i 0) and 
tint I Mu  I is a constant. i.* is the reflexive, 	transitive closure of 

Definition 2.3 	 • 
• • 

Let G (E, 3/, co) be a TOLAS whrc 	{P , 	PI}. ti.v(u.v (0), if v is 
derived from is using table P1  whoTe label is 4. ri 	* v (w) extends 11 v (4) in the 
usual manner, where we (4, 12, ..., id*. where I is the lab(' of the: t:ble 131 . 

Definition 2 .4 

A controlled TOLAS is a 3-tuple (a C, 	where G is a TOLAS, L is the set of 

a 

labels of the tabks of G. C is a language over L. L (G, C, 	elnlo) 	x, 
a E 

Notation 

We denote by cir(TOLAS: X) the family of Irnguage.s generated by TOLAS with control 

Language from family X. 

Now let us investigate the effect of regu In, context-free and context-sensitive controls 

on the tables of TOLAS. It is interesting to observe that context-free (context-sensitive) 

control on the tables of TOLAS, will generate array languagts which are not generable 

by regular (context-free) control or. the tables of TOLAS. 

Theorem 2 :I 

STOLAL C ar(TOLAS: R) C enTOLAS: CF) C S(TOLAS: CS). 

Proof : Inclusions follow from definitions. Proper inclusions are established by the 

following examples. 

(i) Let G = 	x}, {/31 , Pa, 
x
') be TOLAS where 

x., 

pi = fx -0 x., x --) xx, • --* -- . - -.4 .4 P2 = 	• X -* X  ,•{X -, 
X I  

• 
x  , --, t • -* } • Let C., = (Pr Prin, m ,?; 1) be a regular control. 

• 
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We consider some arrays of L(G : C). Then 

 

.X.. 	X..X 

X..X 	X.XXX. 	X..X 	..X. 
ro 	..=> 	9 	rgli 	r* 

XX.. 	.X.. 	X. 	X. .X 	.6.. 7  

X.XX 	X.XX 

X. 	X... 	.X.. 

X. 	XX .X 

XXXX 

X . .X 

X. 	XX .X 	.X.. 
• 

X. 	X' .X 

XX.. 

Here we get a finite number of matrices as the matrix of the lowest older. Let 

= (E, 	ol) be a TOLAS so that L (G') 	L(G: 	where we have a finite 

number of matriecs as the matrix of the lowcst order. Hence choose one of them 

as the axiom. say. 

47404,49 

WI 
= 

.xe• 

• 

•• • • 

XXXX 

To rt oth,r matfaccs of th saw' size, we must have r. table (x 	x x,. 	• x). 
But with ills table we get arrays I ke ( 	.) 4  L(G: C). Hence LW: C) cannot be 

gi,nerated by any TOLAS. 

(ii) Considcr the TOLAS G = ga, b}, (P 1 , P2), ab), where 

= ta -* rib b 
ab

) , pa = fa 
aa 

b 
 bb

} Let ab' 	ab 	 a,a' 	bb • 

C = {P is Nam ?... 1.) be a CPL. 	it is not 	diffi;ult to show 	that L(G: C) cannot be 
generated by any TOLAS with regular control. 

aaa,2  (iii) Consider the TOLAS a = Oa), fa 	
} 

, and 
the CS control C = {Pr I n) I). 

it can be proved tint th's langile.ge L (G: C) will rot be gerteratid by any TOLAS 
with CFcontrol. Hence c7(TOLAS : CF) C c.7(TOLAS: CS). 

• 

3. Control on partial EDTOLAS 

We first define the concepts itsed in this section. The idiSas of appearance checking and 

minimal table interprat.tion on the tablcs of partial ETOL systcms and appearance 
ch:eking on the formal langnages have beer. exhno.stively stti.dfed 5si. Now, we define 
partial extended table OL array systems with appearance checking, minimal table inter- 
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pretation and with regular control. Intuitively, at each step of derivation if the elements 
of an array is exactly equal to the left hn.nd sides of the rules of a table in 

	of part ETOLAS then we say that the system is a partial ETOLAS with minimal table *inter- 
pretation. 

Definition 3.1 

Let t be a finite subset of E x Es* then reg 

={crelf3cLet**,c-•ac t). 

Tile I++, then Min X a (aia E X. 

Definition 3 .2 

A p..s.rtial ETOLAS (Pert ETOLAS) is an ordered 6•tuple G a (V, go, L, L", c
, E), 

where V is a finite. non-empty .  set (the alplvs.bet of G), E C V. the target alphabet, we V++ 
is the axiom. t95  is a finite, non-empty collection of finite subsets ofE x E** such tha) 

if le P, tits:ft I = IL x En En are arrays of the Fame dimension). The elements of 

.7) are calli:d t.-DhIcs and thie elements of the tables are called productions. L is the set 

of labels of (there is 3 one-to-one correspondence between the elements of sand L). 
L" is a subset of L. 

Definition 3 .3 

Let G = (V, 3), L, 	to, E) be a Part ETOLAS and let X e V++, Y e V". Xis said 

to derive Y directly in G, X= Y if and only if 
G 

a 	 a „ 	MI. 

(i) X =  
	

and Y = 	
 

where ; l e V 

(Is  • • • • • • air4s  

for 1 4 i4 m, L(jc n, Ain  eZ** , Lc rcm , 

l s n and Ain  are of the same 

dimension; 

00 Sri g3 : [(a41, Miae t for i 	12.,.. m, j 1.1  1, 2, . 	ni. We also write X s Y 

wIrre / is the!! label &Gm L associated with thl table t. X is said to derive Y directly 

vender the minimal table interpretation S 	Y iff (i) and (ii) above are satisfied and 

O n! 
. 

(iii) reg (i) = Min (in for t e r., satisfying (ii). We also write X 	y(I) where / is the 

ml 

( n
* 

label associated with t. s * s o) is the reflexive transitive closure of ft, („, a), 
. . 	. 	• 
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Definition 3.4 

Let G = (V, 0, L. L", w, E) be a Part ETOLAS and let Xe V'+, Ye V** and Ze 14*, 

Then Xis said to derive Y with control word 2 (under the minimal: able interpretatio n) 

X= Y(Z) (X G ml Y(Z)) if and only if, 

(1) Z = 	/44  where 1 4 E L for= 1,2, 	d; 

(ii) there exists arrays M., M1,.. M d  from V** such that M. = x, M = Y and 

Af4_4 . M4(14) (M4-1 at WO for every i = 1, 2, ..., d. 

X is said to derive Y with control word Z (muter minimal table interpretation) with 

• ac 
appearance checking. X *- " r(z) (iv 	Y(z)) if and only if 

mt 

Z = 4/1 . ./4  where / 4  e L for jn  I., 2, . 	d; 

(ii) there exists arrays Me 	•, Mdl from V** such that X = M., Y == Mit  and 
for every i =1, 	d (t 1  denotes the table asso:iated with the label / 4) if Min 

(Mei) G reg (l) (Mtn (M, i) s reg (t 4)) then 1114_1 - M4 (14) (M4-1 mgAl4 (1()) 
otherwise li e VI and •-- 4-1 = M. The language generated by G is defined as 

• 

14(G) = {x e E**I.7 Ze L*: oos x (Z)} where i may be the index mt or not and 
G 

j may be the index ac or not. 

Definition 3.5 

A Part ETOLAS with regular control (RC-Part ETOLAS) is a 7-tttple G = (V, O. L. 
L", cal, R) where G' = (V, 0, L, L", to, Z) is a Part ETOLAS and R is a regular 

control over L. 	Then Li (0) = {X e Enta Z e R, co ;P  i X(z), where i may 
index nit or not and j may be the index ae or not. 

be 	the 

Definition 3.6 

A partial ETOLAS G zct (V. cP, L, L", w , L) is called an ETOLAS iff for every t e 3) and 
for every ae V, thcre is an M e V**, r and s are fixed numbers such that (a, Wet. 
G is called deterministic (Part EDTOLAS) iff for every t and for every a e V there 
is at most one Mr. E V", r and s are fixed numbers, such that (a, M„)e I. G is called 
propagating (Part EPTOLAS) itt for every t e 5) and for every a e V, (a, 2) f t. The 
languages generated are denoted by Part EDTOLAL and Part EPTOLAL. 

Now' 	let us investigate the relations between 	the families of DETOLAL, Part 
DETOLALI, RC-Part ETOLAL: (i may be ac or not and j may be mt or not). 
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Theorem 3 .1 

ETOLAL = erPart ETOLAL" 

trPart ETOLAL., = arPart ETOLAL:t . 

Proof : Proof is simil0r to theorem I. of Nielsen'. 

Theorem 3 .2 

c7E'TOL L a YP.rt ETOLAL. 

Proof : 	Let G = (V, r.", L, L", co, E) be a Part ETOLAS. 	Let F be a symbol not 
in 	V. 	Define an ETOLAS G' a (V u (F), 31 ', L, L ae  9  a) )  1) where (7)' =--- {P'IP cc"), 
Inc Lis the label of Pe 3 then P s  en P u (a -+ M', a # rcg P} u {F --• Mc where M' is 
the rejection array 	whose dimension is equal to that of the dimension of the right 
hand side of the rules of P}. 	The label of Pt in 3' is I. 	Himee L(G) = L(G'), i.e. 
7Part ETOLAL C OrETOLAL. 	Etitt by definition SETOLAL is contained in "'Part 
ETOLAL. 	Hence the theorem. 

Now we state the following theorems without proof as the proofs can be found in 

Theorem 3 .3 

non ETOLAL = (IRC-Part ETOLAL. 

Theorem 3 .4 

jEDTOLAL = SPe.rt EDTOLAI4 = c7RC-Part EDTOLAL{ 

where I (resp. j) is the index ml (resp. ac) or missing. 

Remark 3.1. 

It follows from theorem 3.4 that regular control on the tables of Part DETOLAS will 

not increase the generative capacity of Part DETOLAS. 
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