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Abstract. Node-link diagrams are widely used in information visualization to

show relationships among data. However, when the size of data becomes very

large, node-link diagrams will become cluttered and visually confusing for users.

In this paper, we propose a novel controllable edge clustering method based

on Delaunay triangulation to reduce visual clutter for node-link diagrams. Our

method uses curves instead of straight lines to represent links and these curves can

be grouped together according to their relative positions and directions. We fur-

ther introduce progressive edge clustering to achieve continuous level-of-details

for large networks.

1 Introduction

Many visualization problems can be modeled using node-link diagrams or networks,

where nodes represent data elements and links their relationships. For example, hyper-

links among Internet webpages, citations in scientific papers, traffics between telecom-

munication switches, and airline routes can all be represented by node-link diagrams.

As the amount of data from real world keeps increasing, visual clutter becomes a very

serious problem for large networks and greatly affects the effectiveness of networks for

conveying information.

Visual clutter is usually caused by an excessive number of nodes and links. Visual

clutter for edges caused by too many edge crossings is also called edge congestion [1]

[2]. Too many crossings of links will obscure some nodes and links in the graph. Various

filtering and clustering methods [3] can be used to effectively reduce the number of

nodes and thus the number of links. However, simply reducing the number of nodes

is not a practical solution for some applications. For example, in typical airline routes,

removing a node will cause the lost of route information for an airport. Clustering of

nodes may not be a good solution either. Users may have problems to relate the links

coming in or out of virtual clustered nodes to real links.

Edge congestion is a challenging problem and many approaches have been proposed.

Edge crossings can be reduced by rearranging the nodes and edges. Various force-based

or energy-based node layout algorithms for graphs [4] can generate good layouts for

small-size graphs according to some aesthetic criteria including minimum edge cross-

ings. However, for large graphs, edge crossings usually cannot be reduced to a satis-

fying level. Some researchers try to totally avoid edge crossings by making the graph
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planar [5]. However, large graphs usually cannot be drawn in a planar way. For some ap-

plications such as communication and transportation networks, the semantic meanings

of the node positions limit the room of adjustment for nodes.

Edge congestion can be alleviated by merging edges and drawing edges as curves.

Phan et al. [6] proposed a flow map layout to reduce visual clutter by merging edges.

The flow map layout is generated by hierarchical clustering. The node positions are dis-

torted but relative positions are maintained in their algorithm. Their method is mainly

designed for single-source node-link diagrams although the authors mentioned that their

methods can be extended for multiple-source networks by overlapping multiple flow

maps. Carpendale and Rong described an interesting technique to examine edge con-

gestion around node areas by adjusting the edge position if the edge passing through the

node [1]. They used an edge-displacement algorithm to curve away all edges from the

region of interest. Wong et al. [2] introduced EdgeLens to manage edge congestion in

graphs. They pointed out that the relation between vertices might be displayed ambigu-

ously if their edges overlap. Their solution is to introduce a lens which displaces edges

in a local area with dense edge overlapping and reveals hidden information in that area

and clarifies graph structures. While the EdgeLens is quite effective to make the edges

in a small area more discernable, the visual clutter of the overall graphs is not reduced

and the large-scale patterns cannot be effectively revealed by this method. Wong and

Carpendale further introduced Edge Plucking [7], an interesting interactive technique

which allows users to temporarily pluck edges apart to clarify node-edge relationships.

In this paper, we describe a controllable and progressive edge clustering method to

address edge congestion for large network visualization. Our research follows the same

direction of some previous work [1, 6]. Our method first connects the nodes by De-

launay triangulation and then sets some control points on the Delaunay edges of these

triangles. After that, we convert all links into a series of paths consisting of these control

points. By adjusting the number and positions of these control points, different levels of

edge clustering can be achieved. By setting a minimum distance between these control

points and the original nodes, the ambiguity cases in the traditional node-link diagrams

can be avoided. By grouping links together, the high level linkage patterns related to

the whole node-link diagram can be revealed. Compared with node-clustering methods,

our method can reveal the linkage information for real nodes instead of clustered virtual

nodes. Compared with force-based or energy-based approaches, our method is geome-

try based and all computations (e.g., Delaunay triangulation, ray/triangle intersection,

and K-Means clustering) can be done very efficiently and can be accelerated by graph-

ics hardware. Our method is easy to implement and the generated layouts are visually

appealing. In addition, our approach gives users great flexibility for layout generation.

Users can easily and dynamically change the size of “protected” areas around nodes

and the levels of clustering for links. We further introduce progressive edge clustering

to achieve continuous level-of-details for large networks.

2 Controllable Edge Clustering

In this section, we introduce our method for edge clustering given a set of nodes

and links. We assume that the positions of nodes have been computed by some other
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methods such as force-based models [4] and a relatively good initial layout has been

obtained. We do not further distort node positions. Therefore, their original layout is

preserved. Actually, for certain applications, node positions encode geographic infor-

mation and any adjustment of node positions may cause confusion for users.
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Fig. 1. Framework of our method: (a) Original node-link diagram; (b) Delaunay triangulation of

the original nodes; (c) The intersection points of all links and Delaunay edges indicated by the

red dots; (d) The control points computed by clustering the intersection points; (e) All links are

forced to pass through the control points; (f) Protected areas for nodes; (g) Three control points

on a Delaunay edge; (h) One control point on a Delaunay edge

Figure 1 shows the framework of our method. Figure 1 (a) shows the original node-

link diagram. We first compute a Delaunay triangulation of the points given by the

positions of the vertices (See Fig. 1 (b)). Then, for each link, we compute the intersec-

tion points of this link with the Delaunay edges (See Fig. 1 (c)). For each Delaunay
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edge, we cache all the links passing through this Delaunay edge and their intersection

points with this edge. Then we assign one or more control points on each Delaunay

edge and use these control points to cluster links (See Fig. 1 (d)). The control points

can be clustered using the K-Means algorithm. Later, the number and positions of these

control points can be adjusted by users to achieve different levels of clustering. After

that, we force all the links to pass through these control points and compute a path con-

sisting of these control points for each link (See Fig. 1 (e)). Some overlapping paths

will be then grouped together by the system or by users. In this paper, all the paths are

drawn as Nurbs curves.

By forcing all links to pass through control points on the Delaunay edges, we can

easily solve the ambiguity cases for node-link diagrams. We can set up a “protected

area” for each node by forcing the control points to be at lease certain distance away

from the node. If only one control point is used on each Delaunay edge, the protected

area for each node can be as large as half of the minimum distance from this node to its

neighboring nodes. If two or more control points are used, then we can easily control

the size of the protected areas for nodes. In practice, we can compute this size based on

the importance of the nodes if any criterion for importance is given by users. The size

of protected areas can also be adjusted by users during the visualization process. Figure

1f shows the protected areas for two nodes.

Because all links have to pass through the control points on Delaunay edges, then

some link segments will be automatically clustered and some flow-map-style effect can

be achieved. In practice, we can start from the coarse level and gradually refine edge

clustering. First, we assign only one control point on each Delaunay edge and then

we compute the shortest paths consisting of these control points for all links. Then we

examine all incoming and outgoing links for each node. For all paths passing through

the same set of control points, we group that parts of links together. After finding all

the overlapping path segments for all links, we put more control points on the Delaunay

edges so the directions of links will be closer to their original directions.

The level of clustering can be controlled by users. We provide an interface which

allows users to dynamically change these parameters so the node-link diagrams can

be examined at different level-of-details. There are two major parameters users can

adjust: the number of control points on Delaunay edges and their positions. We use the

following principles to position control points: For short or unimportant Delaunay edges

(i.e., edges with only a few or even zero link passing through), there are fewer control

points; The positions of control points will be close to the real intersection points of

the links and the Delaunay edges. Figure 1 (g) and (h) show different levels of edge

clustering by adjusting the number and positions of control points on a Delaunay edge.

From the figure we can see that our layout is visually appealing and our method gives

users great flexibility to control the final layout.

3 Progressive Edge Clustering

If there are too many nodes and links, even clustering all links on all Delaunay edges

cannot solve the visual clutter problem. Inspired by progressive mesh simplification [8],

we propose progress edge clustering by collapsing Delaunay edges. As illustrated in
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Figure 2, if we collapse one Delaunay edge (or two nodes), then the total number of

Delaunay edges will be reduced and the links will become smoother and more space

will be available for positioning nodes and links. Progressive edge clustering is based

on collapsing Delaunay edges one by one so that at each step only one Delaunay edge

disappears. There are two major issues for progressive edge clustering: the order of

collapsing for Delaunay edges and the new position of the node(s) after collapsing one

Delaunay edge. We use the following criteria to determine the order in which vertices

collapse: The length of the Delaunay edges; The number of links passing through the

Delaunay edges; After the collapsing, the maximum distance of the newly positioned

paths to the original links and the curvatures of these paths. The short Delaunay edges

with less links passing through will be clustered first.

Collapse

(a)

Collapse

(b) (c)

Fig. 2. Progressive edge clustering: (a) Traditional node-link diagram; (b) Collapse one Delaunay

edge; (c) Collapse another Delaunay edge

For the new position of the collapsed nodes, we consider two choices. First, the

nodes are still at their original positions. Only the “road” becomes unavailable so all

links passing through this Delaunay edge have to go through the neighboring control

points. Second, these two nodes overlap and share one position. For example, these

two nodes can assume the position of one of the original nodes or are moved into a new

position such as the middle point of the Delaunay edge. We provide an interface to allow

users to decide the new position(s) of the nodes associated with the collapsed Delaunay

edge. Please notice that our focus is not to cluster nodes, as there are many excellent

papers on this topic. Therefore, these nodes only overlap in 2D space and links are still

associated to their original nodes instead of one abstract virtual node. We want to group

more links together by progressive edge collapsing so that different level-of-details for

large networks can be achieved and the visual clutter problem can be alleviated. Figure

2 illustrates progressive edge clustering.
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4 Conclusions and Future Work

In this paper, we proposed a geometry-based edge clustering method for traditional

node-link diagrams. Our method is easy to implement and can generate visually ap-

pealing layouts for large networks in real time. By setting control points on Delaunay

edges to control the flow of links we can easily obtain different levels of edge cluster-

ing. The classic ambiguity cases for node-link diagrams can be easily solved by setting

a protected area for each node. We also proposed progressive edge clustering so that

continuous level-of-details can be generated for large graphs.

In the future, we plan to further analyze the intersection points cached on Delau-

nay edges and automatically generate some road-map style layout for large graphs. Our

method can be further improved if combined with some node layout adjustment algo-

rithm to make edge merging more effective. We plan to use polylines with very small

round corners to display clustered links. More sophisticated progressive edge clustering

techniques which take the graph’s topology into consideration will also be developed.
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