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Abstract. The problem of synthesizing feedback controllers that per-
form sensing and actuation actions on non–uniform and uncertain dis-
crete time domains is considered. This class of problems is relevant to
many application domains. For instance, in engine control a heteroge-
nous and, to some extent, uncertain event–driven time domain is due
to the behavior of the 4-stroke internal combustion engine, with which
the controller has to synchronize to operate the engine properly. Simi-
lar problems arise also in standard discrete–time control systems when
considering the behavior of the system with controller implementation
and communication effects. The design problem is formalized in a hybrid
system framework; synthesis and verification methods, based on robust
stability and robust performance results, are presented. The effectiveness
of the proposed methods is demonstrated in an engine control applica-
tion.

1 Introduction

This paper considers the problem of synthesizing feedback controllers that per-
form sensing and actuation actions on non–uniform and uncertain discrete–time
domains. The approach was initially motivated by control problems in the au-
tomotive industry, but it is certainly extensible to other application domains.
In engine control applications the existence of non–uniform and, to some ex-
tent, uncertain time–domains is a characteristic of the plant behavior itself and
the controller implementation. Heterogeneity in time domains arises in engine
control from nested control-loops of both:

– discrete–time domain control loops with fixed sampling rate, e.g. cruise con-
trol (with sampling time of the order of dsec) and throttle valve control (with
sampling time of the order of msec);
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– event–driven control actions synchronized with the evolution of the engine
cycle1, such as control of the engine torque (delivered by each cylinder during
the power stroke), fuel injection (during the exhaust stroke in multi–point
injection engines) and spark ignition (either at the end of the compression
stroke or at the beginning of the power stroke).

In particular, event–driven control actions are synchronized with the engine cycle
and issued on a non–uniform discrete–time domain, characterized by drifts of
the activation times and frequency, which is synchronous with the crankshaft
revolution speed.
Moreover, similar problems arise also in standard discrete–time control systems
when considering

– the effects of the implementation of control algorithms in embedded systems,
which range from uncertain and time–varying delays introduced in the loop
(e.g. latency due to scheduling of the algorithms on time–shared CPUs) to
the intermittent dropping of some executions of the control algorithm, due
to either computation overload of the CPU or communications errors with
sensors and actuators;

– sporadic failures on sensors, actuators, embedded controllers or communica-
tion.

The Lee-Sangiovanni Vincentelli (LSV) tagged-signal model (TSM) [1] is a for-
malism for describing aspects of models of computation that very naturally al-
lows the representation of signals defined on non–uniform time–domains. Ben-
veniste et al. [2] used the TSM to describe interacting synchronous and asyn-
chronous models of computation and communication. Controller design taking
into account implementation constraints was investigated by Bicchi et al. [3,
4], who considered input signals quantization, and Palopoli et al. [5], who pro-
posed an optimal trade-off between closed–loop performances and scheduling for
a multi–rate control system that is in charge of controlling a number of indepen-
dent plants.
In this paper we address the problem of synthesizing and verifying control al-
gorithms that are executed at discrete times with phase drifts of the activation
event sequence and uncertainties in the activation times. Today, the best practice
in industry for dynamic compensators design for this class of control problems
is gain scheduling with possibly some on–line adaptation to the varying sam-
pling time. However, the correctness of the controller in terms of stability and
closed–loop performance under drifting of the sampling times is not formally
guaranteed.
The synthesis and verification problems can be properly formalized and solved
using hybrid systems techniques. We show that fundamental results on robust
stability and robust performance can be successfully used and reformulated in a
hybrid system framework to obtain both:
1 An interesting topic is the design of efficient interfaces between multi–rate feedback

loops characterized by phase and frequency drifts of the activation times. This topic
will be the subject of a future paper.



– synthesis procedures that take into account time–domain uncertainties and
produce controllers with guaranteed performances, and

– formal verification techniques that guarantee the correctness of controllers
designed either abstracting or partially compensating time–domain uncer-
tainties.

We consider the design of dynamic compensators for continuous–time uncertain
plants with non–uniform and uncertain activation times. In particular, the final
aim is to design linear time–invariant dynamic controllers for sampled–data sys-
tems, derived from a non–uniform sampling of the plant model, which guarantee
stability and achieve desired rate of convergence despite sampling time variance.

The paper is organized as follows. In Section 2, the motivating automo-
tive application, namely the synthesis of an algorithm for idle speed control,
is described. In Section 3, fundamental results on robust stability and robust
performance are reviewed. In Section 4, the problem of the design of dynamic
compensators under non–uniform and uncertain activation times is formalized.
In addition, synthesis and verification methods obtained from the results pre-
sented in Section 3 are described. Finally, in Section 5, the proposed techniques
are applied to the idle speed control problem showing the degree of robustness
of a controller designed without taking into account time–domain uncertain-
ties and a synthesis procedure that, by considering them, produces a controller
with improved closed–loop stability. Some concluding remarks are presented in
Section 6.

2 Idle speed control problem formulation

The motivating application for the work presented in this paper is the synthesis
of an algorithm for idle speed control. The objective is to keep the speed of
the crankshaft within a specified range despite the actions of unpredictable but
bounded load torques acting on the crankshaft, when the engine is idle.
In Figure 1, a hybrid model describing the behavior of a 4–stroke 4–cylinder
spark ignition engine at idle is depicted (more details on the model are given
in [6–8]). The hybrid model has a urgent semantic, some nonlinear continuous
dynamics and some continuous variables with piece-wise constant evolutions.
Engine control inputs are:

– The throttle valve command uα, used to control the engine air charge2 m;
– The spark advance angle3 uϕ, which defines ignition timing.

The command uα to the throttle valve motor is a discrete–time signal produced
with a constant sampling period τA. The timer τ , the piece–wise constant vari-
able V , and the self-loop transition with guard condition τ = τA model the
2 Fuel injection is set according to the evolution of the air charge m so to have stoi-

chiometric mixtures, as requested for tailpipe emission control.
3 It denotes the angle performed by the crankshaft from the time at which the spark

is ignited to the time at which the piston reaches the next top dead center. It is
negative if the spark is given after the top dead center.



θ = 180

θ := 0
T := Tf(m, n)η(ϕ)
m := km(p) p

ϕ := uϕ

τ̇ = 1

V̇ = 0
α̇ = aα α + bα V

ṗ = ap(p) p + bp(p) s(α)
ṁ = 0
ϕ̇ = 0

Ṫ = 0
ṅ = an n + bn (T − Tl)

θ̇ = kn n

.

S

.

τ = τA

τ := 0
V := uα

Fig. 1. Hybrid model of the cylinders.

uniform sampling of the discrete–time throttle valve control. To take into ac-
count the actuation delay, the desired spark advance uϕ has to be set for each
cylinder at the bottom dead center at the end of the intake stroke, so that the
ignition subsystem can be programmed to ignite the spark at the proper time.
Dead center events are modelled by the self-loop transition with guard condition
θ = 180 and reset θ := 0, where θ denotes the crankshaft angle.
The continuous state variables with no trivial dynamics are: the throttle valve
angle α; the intake manifold pressure p; the crankshaft revolution speed n and
the crankshaft angle θ. The evolution of the intake manifold pressure p de-
pends on the throttle valve angle α, which is controlled by the input uα. The
crankshaft speed n depends on the engine torque T and defines the evolution
of the crankshaft angle θ. At each dead–center, i.e. when θ reaches 180, the
crankshaft angle θ is reset and the engine torque T is set according to the ap-
plied spark advance ϕ and the air charge m. Moreover, the air charge m and the
desired spark advance ϕ for the next expansion cycle are initialized according
to the current value of the intake manifold pressure p and the input uϕ, respec-
tively.
The design of the spark advance control algorithm is particularly challenging
since it is defined on a non–uniform discrete–time domain, with sampling period
varying according to the evolution of the crankshaft revolution speed.

3 Robust stability of time-varying linear systems

In this section, the problem of designing a controller for non–uniform and un-
certain discrete–time domains is formally introduced and some relevant results
on robust stability and robust performance are briefly reviewed.



Consider a Linear Time Invariant (LTI) continuous–time system

ẋ(t) = Acx(t) + Bcu(t)
y(t) = Cx(t) ,

(1)

with x(t) ∈ Rn the continuous state, u(t) ∈ Rp the control signal, y(t) ∈ Ro the
output signal, and Ac ∈ Rn×n, Bc ∈ Rn×p and C ∈ Ro×n constant matrices.

The objective is to design a digital controller for system (1), which reads the
output y and issues a command u at some sampling times {τk} that are not uni-
formly spaced in time, as usually assumed. This kind of control problems arises
in standard discrete–time control when considering controller implementation
and communication issues. It also includes the case of hybrid systems with no
resets and controller activation times defined by the automaton transitions. In
this case, the non–uniformity of the time domain is given by the hybrid behavior
of the plant itself4.

By sampling the continuous–time dynamics (1) on a non–uniform time do-
main {τk}, the following Linear Time Variant (LTV) discrete–time system is
obtained:

x(k + 1) = A(k)x(k) + B(k)u(k)
y(k) = Cx(k) ,

(2)

where x(k) = x(τk), u(k) = u(τk) = u(t) ∀t ∈ [τk, τk+1), and y(k) = y(τk) are
samples of the corresponding continuous signals, and the system matrices are
obtained by integration of (1) over the interval [τk, τk+1], i.e.

A(k) = eAc(τk+1−τk)

B(k) =
∫ τk+1−τk

0
eAc(τk+1−τk−τ)dτ Bc .

(3)

Let the time domain {τk} be such that the sampling intervals τk+1 − τk satisfy

τk+1 − τk = τ0 + δ(k) with |δ(k)| ≤ ∆ and ∆ > 0 , (4)

where τ0 is a nominal constant sampling period and δ(k) is a bounded pertur-
bation. Then, in (2),

A(k) = Ā + ∆A(k)
B(k) = B̄ + ∆B(k) ,

(5)

where Ā = eAcτ0
and B̄ =

∫ τ0

0
eAc(τ0−τ)dτBc are the contributions associated

to the nominal sampling period τ0 and ∆A(k) = A(k)− Ā, ∆B(k) = B(k)− B̄
take into account sampling time variations.

Perturbations ∆A(k) and ∆B(k) in (5) are bounded5as follows:

4 For instance, in the idle speed control problem, activation times are triggered by
dead–center events that are produced when the crankshaft angle θ reaches 180.

5 Unless differently specified, we consider the Euclidean norm of matrices and vectors
defined as ‖z‖ =

pPn
i=1 z2

i for z ∈ Rn and ‖M‖ = σmax(M) = max{λ|λ2 ∈
λ(MT M)}, for M ∈ Rn×n, with σmax(M) the maximum singular value of M and
λ(M) the set of eigenvalues of M .



– If Ac = 0, then ∆A(k) = 0 and

‖∆B(k)‖ ≤ ‖Bc‖∆ ; (6)

– If Ac 6= 0 and if the geometric multiplicity of the eigenvalues of Ac is equal
to their algebraic multiplicity, then

‖∆A(k)‖ = σmax(∆A(k))

≤
∥∥∥e−Acτ0

∥∥∥
∥∥∥eAcδ(k) − I

∥∥∥

≤
∥∥Ā−1

∥∥ ‖Ac‖ k (Ac)
eᾱ(Ac)∆ − 1

ᾱ(Ac)
, (7)

‖∆B(k)‖ = σmax(∆B(k))

≤
∥∥Ā

∥∥ ‖Bc‖ k (Ac)
eᾱ(Ac)∆ − 1

ᾱ(Ac)
, (8)

where k(A) = ‖T‖ ‖T−1‖ denotes the condition number with respect to
inversion of the matrix T such that T−1AT is in the Jordan normal form6and
ᾱ(A) = max{α(A), α(−A)}, with α(A) = max{Re(λ)|λ ∈ λ(A)} the spectral
abscissa of A. Note that, since lim∆→0

eᾱ(Ac)∆−1
ᾱ(Ac) ≈ lim∆→0 ∆, then the

upper bounds (7–8) converge to zero with ∆.

Upper bounds similar to (7–8) can be obtained when the geometric multiplic-
ity of the eigenvalues of Ac is lower than their algebraic multiplicity, in which
case the Jordan normal form has blocks of order greater than 1 (details on the
approximation of the norm of the exponential matrix can be found in [9]).

The design problem on non–uniform discrete–time domains can be success-
fully approached by exploiting interesting results on robust stability (see [10–25])
for perturbed systems of type

x(k + 1) = [A + ∆A(k)]x(k) . (9)

To the best of our knowledge, the work of Bauer et al. [10], along with [16–18],
gives the tightest stability conditions for parametric uncertainties of type

∆A(k) =
r∑

j=0

aj(k)Aj , (10)

with Aj ∈ Rn×n and aj(k) ∈ [aj , aj ], for j = 1, · · · , r. Introduce the set Ã of
extremal matrices

Ã = {Ã = A +
r∑

j=0

ajAj | aj = aj or aj = aj , for all j = 1, · · · , r } . (11)

The set Ã in (10) defines a polytope PÃ whose vertices coincide with extremal
matrices. In [10], the following result was presented:
6 It is well known that the matrix T is not unique; in what follows, less conservative

conditions will be obtained for T such that k(A) is minimized.



Proposition 1. System (9) with time–varying dynamical matrix inside the poly-
tope PÃ is asymptotically stable7in norm-1 (norm–∞) if and only if there exists
a k̄ > 0 such that, for any sequence of k̄ matrices Ãj ∈ Ã,

[C1] ‖
k̄∏

j=1

Ãj‖1 < 1 ( ‖
k̄∏

j=1

Ãj‖∞ < 1, respectively ) . (12)

Molchanov et al. [16] extended the previous result by proving that condition [C1]
can be formulated for any norm. Condition [C1] is strong since robust stability
for a dynamic matrix varying inside the polytope PÃ can be tested by checking
combinations of the extremal matrices in Ã only. However, it could require many
computations if the number r of elements in the linear combination (10) is large.
Indeed, the cardinality of Ã is 2r and the stability test on k steps requires 2rk

matrix multiplications. In [17, 18], simplified stability tests had been proposed
for specific classes of systems.
In [26], Blanchini compares stabilizability via gain scheduling (with measurement
of time–varying parameters) and robust state feedback for perturbed systems of
type (9–10) and shows that the two approaches are equivalent.
Sufficient conditions for robust stability, based on the Lyapunov approach, had
been proposed in [11–14]. Given a positive-definite function V (X), system (9)
asymptotically converges8to the equilibrium with convergence rate µ > 0 if the
difference V (X(k + 1)) − µV (X(k)) is negative for any k ≥ 0. By slightly
extending the work in [11], the following sufficient condition can be obtained:

Proposition 2. System (9) is globally asymptotically stable with rate of conver-
gence 0 < µ < 1 if

[C2] σmax(∆A(k)) < −σmax(A) +

√
σ2

max(A) +
σmin(Q)
σmax(P )

, (13)

where P = PT > 0 is the solution of the discrete-time Lyapunov equation

AT P A− µP = −Q, for Q = QT > 0 . (14)

Finally, if the nominal matrix A in (9) verifies ‖A‖p < 1, for some norm ‖ · ‖p,
then a further condition that ensures robust stability is given by

[C3] ‖∆A(k)‖p < 1− ‖A‖p . (15)

A simple proof is obtained by noting that, since

‖A + ∆A(k)‖p ≤ ‖A‖p + ‖∆A(k)‖p < 1

7 Given z ∈ Rn, ‖z‖1 =
Pn

i=1 |zi| and ‖z‖∞ = maxn
i=1 |zi|. Given M ∈ Rn×n, ‖M‖1 =

maxn
j=1

Pn
i=1 |mij | and ‖M‖∞ = maxn

i=1

Pn
j=1 |mij |. A system is asymptotically

stable in norm-1 (norm–∞) if limk→∞ ‖x(k)‖1 = 0 (limk→∞ ‖x(k)‖∞ = 0).
8 The stability of the autonomous system coincide with BIBO stability if BC(k) is

bounded in norm.



then the next–state map is a contraction in the chosen p–norm.
Further robust stability conditions have been obtained using LMI techniques
(see [20, 22, 23, 25]) and H1 and H∞ formulations (see [19, 21, 24]). Such ap-
proaches will be evaluated in future work.

4 Dynamic compensators design under non–uniform and
uncertain activation times

Standard design techniques based on frequency domain representations cannot
be applied to design control algorithms for system (2), since such system is not
time-invariant. However, often linear time–invariant controllers are adopted even
for time–varying plants. This is the case for instance when the design is subject
to very limiting constraints on the implementation platform. Consider the LTI
compensator

w(k + 1) = Fw(k) + Ge(k)
u(k) = Hw(k) + Le(k) (16)

where e(k) = r(k) − y(k) ∈ Ro is the error between the controlled output and
the reference signal r(k), w ∈ Rm is the state of the controller, F ∈ Rm×m,
G ∈ Rm×o, H ∈ Rp×m and L ∈ Rp×o are constant matrices.

By (2) and (16), the closed–loop system is described in the extended state
space X = [x,w]T as follows
[

x
w

]
(k + 1) =

(
A(k)−B(k)LC B(k)H

−GC F

)[
x
w

]
(k) +

(
B(k)L In×n

G 0m×n

)[
r
d

]
(k)

(17)
or equivalently, by (5),

X(k + 1) = [ĀC + ∆AC(k)] X(k) + [B̄C + ∆BC(k)] U(k) , (18)

where U = [r, d]T and

ĀC =
(

Ā− B̄LC B̄H
−GC F

)
, ∆AC(k) =

(
∆A(k)−∆B(k)LC ∆B(k)H

0n×n 0m×m

)
,

B̄C =
(

B̄L In×n

G 0m×n

)
, ∆BC(k) =

(
∆B(k)L 0m×n

0m×1 0m×n

)
.

(19)
The closed–loop system (18) is both time–varying, due to the sampling time
variations, and parameterized in the controller matrices (16). Upper bounds
for the closed–loop perturbation matrices ∆AC(k) and ∆BC(k) are obtained
from (6),(7) and (8), including additional terms pA and pB that model parame-
ters uncertainties on A(k) and B(k) in (2). We have:

– If Ac = 0, then from (6)

‖∆AC(k)‖ ≤ (‖Bc‖∆ + pA + pB) γC with γC =
∥∥∥∥
(

I 0
−LC H

)∥∥∥∥
‖∆BC(k)‖ ≤ (‖Bc‖∆ + pB) ‖L‖



– If Ac 6= 0 and if the geometric multiplicity of the eigenvalues of Ac is equal
to their algebraic multiplicity, then

‖∆AC(k)‖ ≤
[(‖Ā−1‖ ‖Ac‖+ ‖Ā‖ ‖Bc‖) k(Ac)

eᾱ(Ac)∆ − 1
ᾱ(Ac)

+ pA + pB

]
γC

‖∆BC(k)‖ ≤
[∥∥Ā

∥∥ ‖Bc‖ k(Ac)
eᾱ(Ac)∆ − 1

ᾱ(Ac)
+ pB

]
‖L‖

Conditions [C1], [C2] and [C3] – as formulated – can be applied for the verifi-
cation of the correctness of a given dynamic compensator (16), in presence of
time–domain and plant parameter uncertainties. On the other hand, they can
also be used for controller synthesis if included in an exploration algorithm of
the controller parameters space.
Among them, [C1] is the least conservative. However, for synthesis purposes [C1]
could be numerically unfeasible, due to the dependency of the extremal matrices
in (11) on the controller parameters: 2(2m+n)k̄ multiplications between extremal
matrices are necessary to perform the test on a given set of controller parame-
ters. Then, [C1] is more suitable for verification of a given controller, possibly
obtained using either [C2] or [C3].
The Lyapunov approach employed in [C2] allows the designer to set a desired
convergence rate in (14) and handle separately in (13) the robustness with re-
spect to time–domain and plant parameter uncertainties.

This approach can be specialized to the case of the design of dead–beat
controllers, obtained when the nominal closed–loop system has all poles in the
origin of the complex plane and having finite impulse response.

Proposition 3. If the nominal closed–loop matrix ĀC has all eigenvalues in 0,
then the closed-loop uncertain time-varying system is asymptotically stable, with
convergence rate µ ∈ (0, 1), provided that

[C4] σmax(∆AC(k)) <

−σmax(ĀC) +

√√√√√σ2
max(ĀC) + µ

σmin(Q)
σmax(Q)

1− σ2
max(ĀC)

µ

1−
(

σ2
max(ĀC)

µ

)n+m (20)

for some symmetric positive–definite matrix Q.

Proof. The solution to the Lyapunov equation (14) for a given symmetric posi-
tive definite matrix Q and convergence rate µ, can be written as

P =
1
µ

∞∑

k=0

(ĀT
C)kQĀk

C

µk
.

If all eigenvalues of ĀC are in 0, then ĀC is nilpotent of order n + m and

P =
1
µ

n+m−1∑

k=0

(ĀT
C)kQĀk

C

µk
. (21)



Then,

σmax(P ) = ‖P‖ ≤ 1
µ

n+m−1∑

k=0

‖(ĀT
C)kQĀk

C‖
µk

≤ σmax(Q)
µ

1−
(

σ2
max(ĀC)

µ

)n+m

1− σ2
max(ĀC)

µ

.

(22)
Inequality (22) gives a lower bound for σmax(Q)

σmax(P ) , which substituted in (13) gives
condition [C4]. Q.E.D.

Notice that condition [C4] is much easier to test than [C2], since the Lyapunov
equation is explicitly solved. Moreover, it is important to observe that the time-
varying closed–loop system does not preserve the dead–beat response due to the
time–domain and plant parameters uncertainties.

5 Idle speed control application

In this section, the design methodology proposed in Section 4 is applied to the
idle speed control problem described in Section 2. In particular, the design and
verification of spark advance control algorithms are illustrated. Spark advance
control is activated on the non–uniform discrete–time domain given by the dead-
center times {τk}. Since in idle speed control the engine speed is constrained by
specification, then the dead-center times sequence {τk} satisfies condition (4) on
bounded sampling time variation.

According to the model depicted in Figure 1, the torque generated by the
engine during the k–th power stroke depends on: the spark advance command
uϕ(τk−1) (set at the beginning of the compression stroke), the mass of loaded air
m(τk−1), and the engine speed at the beginning of the power stroke n(τk). The
engine torque, T (t), is modeled as a piece–wise constant signal, with discontinuity
points at dead-center times τk, i.e.

T (t) = Tf (m(τk−1), n(τk)) η(uϕ(τk−1)) for t ∈ [τk, τk+1) . (23)

The crankshaft dynamics, discretized on dead–center times {τk}, is

n(k + 1) = A(k)n(k) + B(k)u(k) , (24)

where the input u(k) comprises both the load disturbance Tl and the engine
torque T , i.e.

u(k) = Tl(k) + T (k) .

To control the engine speed n to a given reference value nr, the engine torque
T is modulated, using the spark advance command, so to implement the LTI
compensator (16), where e = n− nr and u = T . That is

T (k) = c(k)⊗ [n(k)− nr(k)]



with

C(z) = H(zI − F )−1G + L =
pmzm + pm−1z

m−1 + · · ·+ p0

qmzm + qm−1zm−1 + · · ·+ q0
. (25)

The one–step delay between spark advance control and engine torque in (23) is
attributed to the controller by fixing q0 = 0.

The results presented in Section 4 are applied to the closed–loop system given
by the plant (24) and the controller (25). The parameters of the compensator (25)
are chosen so as to obtain a dead–beat controller for the nominal LTI system.
The characteristic polynomial of the closed–loop system is

p(λ) = λm+1 +
qm−1 + b̄pm − āqm

qm
λm + · · ·+ q0 + b̄p1 − āq1

qm
λ +

b̄p0 − āq0

qm
.

The nominal closed–loop system has all poles in zero, provided that the controller
parameters verify

lm+1 = qm

0 = qm−1 + b̄pm − āqm

...
0 = b̄p0 − āq0 .

(26)

Condition [C4] can be applied to verify the correctness of the proposed spark
advance dead–beat controller. Since the open–loop dynamics is scalar, then
∆AC(k) has rank one for any realization (16) of (25), hence ∆AC(k)T ∆AC(k)
has an eigenvalue equal to the trace of ∆A(k)T ∆A(k) and (n + m − 1) zero
eigenvalues. In particular, for the canonical reachable–form realization of (25),
the maximum singular value of the closed–loop perturbed matrix ∆AC is upper
bounded as follows

σmax(∆AC) ≤ (‖∆A(k)‖+‖∆B(k)‖
∣∣∣∣
pm

qm

∣∣∣∣)2 +‖∆B(k)‖2
m−1∑

i=0

(pi− qipm

qm
)2 . (27)

In engine control, the drift term A(k)n(k) in (24) is usually compensated by an
inner control loop. In this case, (27) simplifies to

σmax(∆AC) ≤
[(

pm

qm

)2

+
m−1∑

i=0

(
pi − qipm

qm

)2
]
‖Bc‖2 δ2(k) . (28)

The robustness of dead-beat controllers with respect to the time–domain uncer-
tainty given by the variability of dead–centers events is evaluated using condition
[C4]. For given values of desired convergence rates in the continuous–time do-
main9for the closed–loop time–varying system, the controller parameters that
maximize the admissible variation ∆ of the sampling time and verify condition
[C4] are computed. The result is depicted in Figure 2. As expected, the bigger the
desired convergence rate, the smaller the admissible variation on the sampling
period.
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Fig. 2. Maximum variation of the sampling period for given convergence rate.

Condition [C4] can also be used to obtain the largest time–domain uncer-
tainty ∆ for which a desired convergence rate is guaranteed for the time-varying
closed–loop system, when there are some uncertainties in the plant model. In
particular, bounded uncertainties for the drift term of the crankshaft dynamics
are considered. The controller parameters that maximize the time–domain un-
certainty bound ∆ are computed according to condition [C4]. Figure 3 reports
the result: the higher the desired convergence rate and plant model uncertainties,
the smaller the allowed time–domain variation will be.

Finally, a dead–beat idle speed controller developed by Magneti Marelli Pow-
ertrain is considered. Some experimental results obtained with the controlled
engine are reported in Figure 4. Table 1 reports the admissible uncertainties
in terms of upper bounds on ‖∆A‖ and ‖∆B‖, for which closed–loop stability
is guaranteed, according to conditions [C1], [C2], and [C4]. It is worthwhile to
note that checking the condition [C1] is feasible in this case since controller
parameters are fixed (the stability test converged at the 6–th step). Condition
[C3] could not be used since the proposed controller does not satisfies the as-
sumption of having nominal matrices with either norm-1, norm-2 or norm-∞
smaller than 1. From the upper bounds on ‖∆A‖ and ‖∆B‖, the corresponding
maximum time–domain perturbations ∆ are obtained. Since the non–uniformity
of the dead–centers time domain depends on the crankshaft speed, then the
bounds on sampling period ∆ are converted into corresponding intervals for the
crankshaft speed. Since [C1] is more accurate then [C2] and [C4], then it gives
much larger bounds. The range 450 − 1050 rpm covers typical operating inter-
vals of crankshaft speeds for idle engines, considering nominal idle speed equal
to 750 rpm. According to the analysis, the proposed dead-beat controller has
no guaranteed stability outside the range 450− 1050 rpm. The results given by
9 The continuous–time convergence rate is computed as 1/τ0 ln(µ).
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bounds [C1] [C2] [C4]

‖∆A‖/‖A‖ 34% 8% 1%
‖∆B‖/‖B‖ 42% 11% 1.3%

∆ [sec] 0.03 0.008 0.001
n [rpm]) 450− 1050 670− 830 740− 760

Table 1. Maximum time–domain variations for idle speed dead–beat controller tuned
by Magneti Marelli Powertrain.

[C2] and [C4] are quite conservative and the corresponding ranges of crankshaft
speed are not satisfactory.

6 Conclusions

This paper addressed the problem of robustly controlling non–periodically sam-
pled dynamics. The motivating application is the design and verification of an
idle speed controller for automotive applications. By sampling the continuous–
time crankshaft dynamics at dead–center times, an event–based nonlinear time–
variant model is obtained. Robust techniques developed in the last two decades
for linear–time variant discrete systems are revised with the aim of propos-
ing a design methodology that takes into account time–domain uncertainties.
The proposed methodology has been applied to the design and verification of a
dead–beat algorithm for idle speed control of an automotive engine. The largest



Fig. 4. Experimental results on idle speed control provided by Magneti Marelli Pow-
ertrain, for a reference idle speed nr.

acceptable perturbations due to non-uniform sampling and plant uncertainties
for which a desired rate of convergence is guaranteed were evaluated.
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