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Abstract: Various results have been proposed in the past decades to capture the user‘s head motions through a camera to control the navigation of the 
mouse pointer to enable the people with disability in the movement to interact with computers. Movement of the facial feature is tracked to estimate the 
movement of the mouse cursor in the computer screen. Synchronizing the rate of movement of the head with the mouse cursor movement is identified 
as the challenge as the head movement is three dimensional but the sequence of images captured by the web camera is two dimensional. The 
proposed system is an innovative approach of capturing the three-dimensional head rotation through the usual web camera that captures the image in 
two dimensions. 
 
Index Terms: 3D head movement, Assistive technology, Camera mouse, Controlling mouse cursor, Hands-free computing, People with disability in 
movement.   

———————————————————— 

1 INTRODUCTION                                                                     

ABOUT 5.4 million people in India have a disability in 
movement as per the census 2011 [1]. They have not received 
an equitable chance like others to access the computers easily 
due to their inconvenience of using the standard input devices 
of the computer.  As on-screen virtual keyboards can be used 
to simulate the physical keyboard, an alternative solution to 
emulate the mouse cursor movement and click operations is 
highly desirable to support the people with disability in 
movement. Various results have been proposed in the past 
decades to capture the users‘ head motions through a camera 
to control the navigation of the mouse pointer to enable the 
people with disability in the movement to interact with 
computers. Palleja et al. [2], Kim et al. [3], Frank et al. [4], 
Epstein et al. [5] and John et al. [6] have proposed the mouse 
replacement solutions that translate the user‘s head 
movements to mouse cursor movements. Nabati et al. [7], Zhu 
et al. [8], Kumar et al. [9], Woramon et al. [10], Manresa [11] 
and Gyawal et al. [12] have presented an approach to control 
the mouse pointer by tracking the face region. Javier et al. 
[13], Chathuranga et al. [14], Bian et al. [15], Gorodnichy et al. 
[16], Mohamed et al. [17] and Morris et al. [18] have tracked 
nose region to control the mouse pointer. Chairat et al. [19] 
and Parmar et al. [20] have tracked the region between the 
eyes whereas Eric et al. [21] locates the tracking point near 
the upper lip to simulate the mouse cursor movement. Betke 
et al. [22], Akram et al. [23] and Connor et al. [24] use the 
feature selected by the attending care such as the tip of the 
nose, eye, lip and converts them into the mouse pointer 
movement on the screen. Yunhee et al. [25], Fathi et al. [26] 
and Kim et al. [27] have proposed the systems to implement 
the mouse cursor movement by tracking the users‘ eye 
movement whereas Magee et al. [28], Sugano et al. [29], Uma 
et al. [30], Valenti et al. [31] and M. Nasor et al. [32]  have 
attempted tracking the eye gazes. 
 
 

2 PROBLEM STATEMENT 
Many proposed solutions have used OpenCV Haar Cascade 
object detection algorithm proposed by Viola and Jones [33] to 
capture the users‘ head motions through a camera for 
controlling the navigation of the mouse pointer in the computer 
monitor screen. The horizontal and vertical movement of the 
mouse cursor is controlled by the respective horizontal and 
vertical movement of the head. The rate of movement of the 
head will not synchronize with mouse cursor movement as the 
head movement is three dimensional but the sequence of 
images captured by the web camera is two dimensional. Fig. 1 
shows the average variation in vertical position of the mouse 
cursor between the current frame and previous frame when 
the 2D head is captured and the head is moved from top to 
bottom in almost a constant rate. The users‘ head is captured 
as a rectangular subset of the image using Haar Cascade 
classifier algorithms of OpenCV. The mid-point of the 
rectangular subset is considered for calculating the variation. 

 

 
 
Similarly, Fig. 2 shows the average variation in the horizontal 
position of the mouse cursor between the current frame and 
previous frame when the 2D head is captured and the head is 
moved from left to right in almost a constant rate. 
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3 METHODOLOGY 
To rectify this huge variation on synchronizing the rate of 
mouse cursor movement with the head movement, the 
proposed system captures the three-dimensional movement of 
the users‘ head through the two-dimensional sequence of 
images captured by the web camera. OpenCV Haar Cascade 
object detection algorithm proposed by Viola and Jones [33] is 
used to detect the face region. The ROI of the proposed 
system is estimated using the DLib library‘s built-in pre-trained 
facial landmark detector proposed by Kazemi and Sullivan [34] 
which recognizes 68 specific landmark points on a face. The 
following four ROIs of the proposed system on the face region 
are shown in Fig.3: 1. Inner left eye corner, 2. Inner right eye 
corner, 3. Nose bridge and 4. Nose tip. The four regions of the 
facial part are extracted from the facial landmark using the 
mapped indices 39, 42, 27 and 30 and the respective (x,y) 
coordinates are grabbed.  

 
 
Capturing the vertical movement of the head is shown in Fig. 
4. The nose bridge and the nose tip are the ROIs for capturing 
the vertical movement of the head. Increase in the vertical 
distance between the two ROIs indicates the head moving 
towards the bottom and the same will be reflected in the 
mouse cursor movement, moving down in the vertical 
direction. Similarly, a decrease in the above vertical distance 
will be used to move the mouse cursor upward in the vertical 
direction. Capturing the horizontal movement of the head in 
three dimensional is shown in Fig. 5. The inner left eye corner 
(X1), nose tip (X2) and inner right eye corner (X3) are the ROIs 
for capturing the horizontal movement of the head. Increase in 
the horizontal distance between X2 and X3 and decrease in the 
horizontal distance between X1 and X2 indicates the head 
moving towards left and the same will be reflected in the 
mouse cursor movement, moving left in the horizontal 

direction. Similarly, decrease in the horizontal distance 
between X2 and X3 and increase in the horizontal distance 
between X1 and X2 indicates the head moving towards right 
and the same will be reflected in the mouse cursor movement, 
moving right in the horizontal direction. 
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4 RESULT 
The system is tested in the laptop computer with the following 
configuration: 

 Intel Pentium CPU B950 2.10 GHz 

 2 GB RAM 

 Logitech C170 Webcam 

 Windows 7 Professional 32-bit Operating System 

 1366 x 768 Screen Resolution with Landscape 
orientation 

 Microsoft Visual C++ 2008 Express Edition 

 OpenCV 2.1.0 

 Dlib C++ Library 
Fig. 6 shows the average variation in the vertical direction of 
the 3D head captured between the current frame and previous 
frame when the head is moved from top to bottom in almost a 
constant rate. 

 
Similarly, Fig. 7 shows the average variation in the horizontal 
direction of the 3D head captured between the current frame 
and previous frame when the head is moved from left to right 
in almost a constant rate. 

 
 

The variation in pixels of the successive head captured should 
be almost the same when the user moves the head in almost 
constant rate for successful synchronization. With the 
tolerance of 5 pixels of variation, i.e., the difference between 
the minimum and maximum threshold pixel value, the success 
rate of synchronization achieved is 64% (Fig. 8) in the vertical 
direction and 56% (Fig. 9) in the horizontal direction, while 
capturing the head in 3 dimensional, comparing to the success 
rate of synchronization achieved as 26% (Fig. 10) in the 
vertical direction and 25% (Fig. 11) in the horizontal direction, 
while capturing the head in 2 dimensional. 

 

 
 

 
 

 
 

 
 

With the tolerance of 10 pixels of variation, the success rate of 
synchronization achieved is 96% (Fig. 12) in the vertical 
direction and 100% (Fig. 13) in the horizontal direction, while 
capturing the head in 3 dimensional, comparing to the success 
rate of synchronization achieved as 33% (Fig. 14) in the 
vertical direction and 35% (Fig. 15) in the horizontal direction, 
while capturing the head in 2 dimensional. 
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4 CONCLUSION 
This paper is focused on capturing the three-dimensional head 
rotation through the usual web camera that captures the 
image in two dimensions to achieve the synchronization of the 
mouse cursor movement with the users‘ head movement. The 
same or better performance can be achieved by placing 
luminous stickers of different colors on the four ROIs proposed 
on the users‘ face region.  But, the main intention of the 
proposed system is to avoid such highly intrusive 
requirements for the people with disability in movement.  
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