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Convergence Behavior of Iteratively Decoded
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Stephan ten BrinkMember, IEEE

Abstract—Mutual information transfer characteristics of soft based on signal to noise ratio (SNR) measures. A combination

in/soft out decoders are proposed as a tool to better understand the of SNR measures and mutual information for the description of
convergence behavior of iterative decoding schemes. The exchangqnner rate one codes is used in [9]

of extrinsic information is visualized as a decoding trajectory in . ok .

the extrinsic information transfer chart (EXIT chart). This allows | Th's paper proposes extrlnsm_mformatlon_transfer character-
the prediction of turbo cliff position and bit error rate after anar-  istics based on mutual information to describe the flow of ex-

bitrary number of iterations. The influence of code memory, code trinsic information through the soft in/soft out constituent de-

polynomials as well as different constituent codes on the conver- coders. This proves to be particularly useful in the region of low
gence behavior is studied for parallel concatenated codes. A COdeEb/No. A decoding trajectory visualizes the exchange of ex-

search based on the EXIT chart technique has been performed trinsic inf tion betw th tituent d d inth
yielding new recursive systematic convolutional constituent codes rnsic information between the constituent decoders in the ex-

exhibiting turbo cliffs at lower signal-to-noise ratios than attain-  trinsic information transfer chart (EXIT chart).

able by previously known constituent codes. In [10], [11] the EXIT chart was introduced as a novel tool
Index Terms—Convergence, iterative decoding, mutual informa- 10 provide design guidelines for mappings and signal constella-
tion, turbo codes. tions of an iterative demapping and decoding scheme (IDEM).

IDEM can be regarded as a serial concatenation of two codes
(SCCQ). In this paper, the method of [10], [11] is applied to iter-
ative decoding of parallel concatenated codes (PCC), extending
YPICALLY, bit-error rate (BER) charts of iterative de-the ideas of [12]. We do not claim to present a rigorous proof of
coding schemes can be divided into three regions: 1) tbebility and convergence of iterative decoding; however, sim-
region of lowE, /Ny with negligible iterative BER reduction, 2) ulation results suggest that the EXIT chart accurately predicts
the turbo cliff region (also referred to as “waterfall’-region) withthe convergence behavior of the iterative decoder for large in-
persistent iterative BER reduction over many iterations, and @¥leaving depth.
the BER floor region for moderate to high, /N, in which a  The paper is organized as follows: Section Il introduces ex-
rather low BER can be reached after just a few number of tiinsic information transfer characteristics for the constituent
erations. While good analytical bounding techniques have beg#coders. Section 11l explains the EXIT chart as a novel descrip-
found for moderate to high, /Ny, e.g., [1]-[3], the turbo cliff tion of the iterative decoder, complementary to BER charts. In
has not yet attracted a comparable amount of interest, owing3ection IV we study transfer characteristics and decoding tra-
the limitations of the commonly used bounding techniques joctories based on signal to noise ratio measures and compare
that region. them to those based on mutual information. The applicability
Recently, people have started to investigate the convergen¢ehe EXIT chart to other than Gaussian channels is shown in
behavior of iterative decoding. In [4] the authors propose a deBection V for the case of a Rayleigh channel. Code search re-
sity evolution algorithm to calculate convergence thresholds feults based on the EXIT chart technique are presented in Sec-
low-density parity-check (LDPC) codes on the additive whitgon VI yielding new constituent codes which are optimized with
Gaussian noise (AWGN) channel; in [5], [6] density evolution igespect to the turbo cliff position. Finally, Section VII renders
applied to construct LDPC codes with very low thresholds. Th®&sme conclusions.
authors of [7], [8] study the convergence of iterative decoders

. INTRODUCTION

Il. EXTRINSIC TRANSFERCHARACTERISTICS
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Decoding
Deinterleaver result

A, 1 E, D, lengths make sure that tail effects (open/terminated trellises of

—¢ r— IT ‘—\ ’—’ convolutional codes) can be neglected. Hence, it is sufficient
” - to focus on the first decoder for the remainder of Section II.
BCJR BCJR To simplify notation the decoder index “1” is omitted in the

Decoder Decoder

Interleaver following.

51 E‘HAZT‘

E5 is essentially the same as fé, A;, F;. Long sequence

B. Transfer Characteristics of Constituent Decoders

z . . . . . .
! ﬂ E 2 The idea is to predict the behavior of the iterative decoder by
solely looking at the input/output relations of individual con-
PP, stituent decoders. Since analytical treatment of the BCJR-de-

coder is difficult, we make use of the following observations
obtained by simulation. 1) For large interleavers ¢heriori

, o valuesA remain fairly uncorrelated from the respective channel
interleaver to become thee priori input A, of the second de- observationsZ over many iterations. 2) The probability density
qoder. The second decolder. Fakes the per_muted .cha.nnel ObS‘?[}fﬂ:'tions of the extrinsic output valués(a priori valuesA for
tions Z; on the systematic bitsand respective parity bijs and the next decoder respectively) approach Gaussian-like distribu-

feeds back extrinsic informatiolly = Dy — Az — Z> Which ¢ with increasing number of iterations, as already observed
becomes the priori knowledgeA; of the first decoder. The in [16]

variablesZy, Ay, D1, E1, Z, A2, D> and E, denote log-like-
lihood ratios (L-values [15]).

For the received discrete-time signal from the AWGN
channel

Fig. 1. Iterative decoder for parallel concatenated codes.

An explanation for the first observation can be found by
looking at the decoder outpu? = Z + A + E. For soft
in/soft out decoding with the BCJR-algorithm the extrinsic
information £}, of the bit at time instanck is not influenced by
the channel observatioif§, or a priori knowledgeA;, [17]. A
large interleaver further contributes to reduce correlations and

the conditional probability density function (PDF) writes as 10 get a better “separation” of both decoders. Possible reasons

z=x+n Q)

o= ((z=2)?/207) for the second observation are a) the use of a Gaussian channel
p(z| X =2)= ————. (2) model, and b) that sums over many values are involved in the
Vimon L-value calculation of2 which typically leads to Gaussian-like

The binary random variabl& denotes the transmitted bits with jistriputions.

rgali;ationSx € {£1}; for_brevity of ngtation, we will notdis-  opservations 1 and 2 suggest that aheriori input 4 to the
tinguish betweerX andz in the following (only where needed ., stituent decoder can be modeled by applying an independent
for clarification). The corresponding-valuesZ are calculated s4,ssian random variable, with variances? and mean zero

as in conjunction with the known transmitted systematic bits
Z:hlp(zmi‘f‘? ) A=pas-z+na. 9)
plzle = —1) SinceA is supposed to be alrvalue based on Gaussian distri-
which can be simplified to butions, as in the case of (5), (8), the mean valyamust fulfill
2 2 o2
Z:a—%'zzg'(i‘i‘”)- (4) NA:7A- (10)

The variable: is Gaussian distributed with mean zero and varWith (10) the conditional probability density function belonging
ances? = Ny/2 (double-sided noise power spectral density}o the L-value A is

Equation (4) can also be formulated as i e—((E=(c%/2)-2)%)/20%)
_ palélX ==) = (11)
Z=pz -r+ng ) V2mo,
with Note that (10) can also be derived using the con-
sistency condition [4] for the L-value distribution,
pz =2/o;, (6) palélX =) =pa(=¢X =) -

) ) o ) ) To measure the information contents of ta@riori knowl-
andnz being Gaussian distributed with mean zero and varianggge  mutual informatiod, = I(X; A) [18], [19] between

0% =4/02. (7) transmitted systematic bit§ and theL-valuesA is used.
Thus, mean and variance gfare connected b 1 +oo .
: Y L=y ¥ [ max=o
_ 9z 8 w=—1,17—°°
Bz == (8)
This relationship will turn out to %e useful for modeliagriori x 1d 2 paldlX =) d¢  (12)
P ® pa§|X =-1) +pa(§|X =1)

knowledge in the next section.
The parallel decoder of Fig. 1 is a symmetric arrangement:
The situation for the second decoder with respecfo A, 0<I4<1. (13)
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With (11), (12) becomes ! L ="
La(o) /°° e (605 /2)? /20%) 1 e, (14) .
oc4)=1— Ad[1+e . a8
AT —o0 Viroga 5 08 e
For abbreviation we define :
J(o):=14(04a=0) (15) s &
. %— 0.6
with S I
hlrb J(a)=0, lim J(o)=1, g>0. (16) = .
aT— T—00 g \6
With (4)—(7) we realize that the capacity of the binary input/con- £ 44 o
tinuous output AWGN channel of (1) is given by < oF
ER 3
Cq = J(o =2/0,). 17)  o2) P
o
The capacityC¢ [the functionJ (o) respectively] cannot be ex- ) rate 2/3, parity bits punciurad
pressed in closed form. It is monotonically increasing [18] in 1 memory 4, (G,, G)=(023, 037) —A—
o = 2/0, and thus reversible. 0 e
1 0 0.2 0.4 0.6 0.8 1
o4 = J (IA) (18) mutual information 1, at input of decoder
Mutual information is also used to quantify the extrinsic o _ o _
outputlp = I(X; E) Fig. 2. Extrinsic information transfer characteristics of soft in/soft out

decoder for rate 2/3 convolutional codg; / N, of channel observations serves
as parameter to curves.

+oo
p=3- ¥ [ oatex -a

r=—1,1"" 1
2. X =
pe§lX =-1)+pelX =1)
5 0.8}
B E,/N, = 0.80B
0<Ip<1. (20) S
Viewing Ig as a function ofl 4 and theFE,/Ny-value, the ‘5 o8f
extrinsic information transfer characteristics are defined as 5,
Ip = T(IAv Eb/NO) (21) % 0.4 rate 2/3
or, for fixed Ej /Ny, just g (G, G)=(03,02), memory 1 —x— |
5 {07, 05), memory 2 —#—
=T(14). £ (013, 015), memory 3 —o—
IE ( A) (22) £ 0.2 (023, 037), memory 4 —A—
To computel’' (1,4, E;/No) for the desired !, E;/No)-input (067, 045), memory 5 —g—

. . . . . . 0147, 0117), 6
combln.atlon, the distributionsg pf (19) are most conveniently Eo 135 0777;, 222238 I
determined by Monte Carlo simulation (histogram measure- 0 L . N
ments). For this, the independent Gaussian random variable 0 02 0.4 0.6 08 1
of (9) is applied asa priori input to the constituent decoder mutual information 1, at input of decoder

of interest; a certain value dfy is obtained by appropriately

i . i ig. 3.  Extrinsic information transfer characteristics of soft in/soft out decoder
choozlng the parameter, according to (18). Sequence Iength%r rate 2/3 convolutional codds; /N, = 0.8 dB, different code memory.
of 10* systematic bits were found to sufficiently suppress tai

effects. Note that no Gaussian assumption is imposed on the _ ) )
extrinsic output distributiong . Transfer characteristics for different code memory at fixed

Transfer characteristices = T(Ls, Ey/No) are given in E,/No = 0.8 dB are depicted in Fig. 3. The code polynomials

Fig. 2. Thea priori input Z, is on the abscissa, the extrinsicd€ taken from [20]. _ ,
output/y; on the ordinate. Thé), /Ny-value serves as a param- Fig. 4 shows the influence of different code polynomials for

eter to the curves. The BCJR-algorithm is applied to a rate 13 Prominent case of a memory 4 code. The (023, 011)-code
ovides good extrinsic output at the beginning, but returns

recursive systematic convolutional code of memory 4; the par@? i . S
bits are punctured to obtain a rate 2/3 constituent code. THENNIshing output for higher priori input. For the (023,

will lead to a rate 1/2 PCC in Section I1l. The code polynomia/@3)-code itis the other way round. The constituent code of the
are(G,, G) = (023, 037). G, stands for the (recursive) feed-Classic rate 1/2 PCC of [21] with polynomials (037, 021) has
back polynomial; the values are given in octal, with the mo§P2d extrinsic output for low to mediumpriori input.
significant bit (MSB) corresponding to the generator connec- Fr0mM Figs. 2—4 it can be seen that the characterigjics=

tion on the very left (input) side of the shift register. Note that ({4) are monotomcglly increasing iy, 0 < Ly < 1, and

the £, /No-values are given with respect to the rate 1/2 parall§jus the inverse function

concatenated code. Iy =T "(Ip) (23)
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s 0 = 0.4
g 0.4 §
(=
E B =(023, 037
g memory 4, rate 2/3 g memory 4, (G,, G)=(023, 037)
E 02 (G., G)=(023, 035) —A— 5 02 first decoder, 0.8dB —A—
' (023, 037) —A— o — second decoder, 0.8dB ——
(023, 011) —o— 3 first decoder, 0.14B —&—
(037, 021) —8— 3 '* - % second decoder, 0.1dB —g—
0 . L . . L . . . 0 e . . . L . .
0 0.2 0.4 0.6 0.8 1 o] 0.2 0.4 0.6 0.8 1
mutual information |, at input of decoder output |, of second decoder becomes input 1, to first decoder

Fig. 4. Extrinsic information transfer characteristics of soft in/soft out decod€ig. 5. Simulated trajectories of iterative decoding N, = 0.1 dB and
for rate 2/3 convolutional codey, /N, = 0.8 dB, memory 4, different code 0.8 dB (symmetric PCC rate 1/2, interleaver size 60 000 systematic bits).
polynomials.

) 5 k R |

exists on 8

3
T(0) < Ip <T(1). (24) 2 o8 ®
3 A &
@ el &
. o]

Increasing/ 4 means that more and more hisbhecome known g

at the decoder with high confidence, which relates to agrowing 3 o5

conditioning of the mutual informatiofiz = I(X; E) on the ;

a priori knowledge. As conditioning increases mutual informa- ~ § o

tion [18] it is plausible that biggea priori input provides bigger S 4

extrinsic output. g o
s o

[ll. EXTRINSIC INFORMATION TRANSFERCHART T oz & 8

o 0.01

A. Trajectories of Iterative Decoding o o /F o o o
3 6 065 O

To account for the iterative nature of the suboptimal decoding 3 [ws & /N S/ (08
algorithm, both decoder characteristics are plotted into a single o o2 o oo os i

diagram. However, for the transfer characteristics of the second
decoder the axes are swapped.

Th|S_ d'?g_ram 1S re_ferred toas EXIT chart since the_eXCha_ng@. 6. EXIT chartwith transfer characteristics for a seBaf N, -values; two
of extrinsic information can be visualized as a decoding trajedecoding trajectories at 0.7 dB and 1.5 dB (code parameters as in Fig. 5, PCC

output I, of second decoder becomes input 1, to first decoder

tory. rate 1/2); interleaver siz&)® bits.
Letn be the iteration indexz, /N, fixed. Forn = 0 the itera-
tion starts at the origin with zempriori knowledgel 4, o = 0. Fig. 5 shows trajectories of iterative decodinglat/ Ny =

Atiterationn, the extrinsic output of the first decoderlis, , = 0.1 dB and 0.8 dB (code parameters are those of Fig. 2). The
T1(14, n). IE, » is forwarded to the second decoder to becorriegjectory is a simulation result taken from the “free-running”
14, » = Ig, . (ordinate). The extrinsic output of the secondterative decoder. FoE, /N, = 0.1 dB the trajectory (lower
decoder islg, , = T>(14,, ), Which is fed back to the first left corner) gets stuck after two iterations since both decoder
decoder to become tteepriori knowledgels, ,+1 = Ig, » characteristics do intersect. FBf /Ny = 0.8 dB the trajectory
(abscissa) of the next iteration. Note that interleaving does s just managed to “sneak through the bottleneck.” After six

change mutual information. passes through the decoder, increasing correlations of extrinsic
The iteration proceeds as long dg, ,+1 > Ig, ». information startto show up and let the trajectory deviate from
With Ig, n+1 = To(Ti(Ig, »)) this can be formu- its expected zigzag-path. As it turns out, for larger interleavers

lated as7i(Ig, ») > T5'(Ik, ). The iteration stops if the trajectory stays on the characteristics for some more passes
Ig, wy1 = Ig, », Or equivalentlyTi(Ig, ») = T;l(IEzyn), through the decoder.

which corresponds to an intersection of both characteristics inFig. 6 depicts the EXIT chart with transfer characteristics
the EXIT chart. over a set ofE;, /Ny-values. The curves in between 0 dB and
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. = A % ; s d trajectory f .
snapshot trajectory el i averaged trajectory for . ~ averaged trajectory for .
for interleaver size % tra;gri2;1g:??r?tzf|2::/er - > interleaver size of 100 bits e interleaver size of 1000 bits e
o8 of 100000 bits %1 size of 100000 bits  ATEF o8 e 08 e
s /
d E,/N=0.848 ./
o 08 7 o 06 o 08
=< E,/N,=0.8dB = =
o & g &
“ o4 — 04 — 04
7 interieaver 100 bits
o 1st decoder —a-
02 PCC rate 1/2 memory 4 02 . 2nd decoder —s- oz o
) (G,,G)=(023,037) ) o | L/ /  interleaver size 10000 bits | .
, 1st decoder characteristic —— L, 1st decoder characteristic +— L 1st decoder characteristic —— , 1st decoder characteristic —+—
2nd decoder -+ 2nd decoder -=— . 2nd decoder —»- . 2nd decoder —=-
0 0 ° 0
o 02 04 05 08 1 0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08 1
farr ez I g2 fav teo bt ez
@ (b) (@ (b)
Fig. 7. Transition from snapshot trajectory to averaged trajecforyN, = ! 1 !
. J N — () AT H 3 averaged trajectory for averaged trajectory for
g:? dB; PCC rate 1/2 memory 46” G) - (023’ 037 )’ interleaver size 0 interleaver size of 10000 bits interleaver size of 100000 bits
ItS. 0.8 08

1 dB are in steps of 0.1 dB. Note that in the graphical repr = "
sentation the decoder characteristics are only plotted up to tr* .
first intersection, in order not to overload the two-dimension:i

graph. An opening for the trajectory at 0.7 dB can clearly &t 2

seen, which corresponds to the turbo cliff position in the BE o Rl - st decoder characteristie ~+~

Chart. 00 02 0.4 0.8 08 1 00 02 0.4 0.6 08 1
Considering the behavior of the decoding trajectory in tr.. b lez b lee

EXIT chart we can come up with a more vivid nomenclature for (©) (d)

the three typical regions of the BER chart. 1) The region of lowg. 8. Averaged decoding trajectories for different interleaver lengths; PCC

E, /N, with negligible iterative BER reduction can also be rerate 1/2 memory 4G, &) = (023, 037); averaged ovet0® information

ferred to as theinch-off regionwith the decoder transfer charac s

teristics intersecting at low mutual information (corresponding

to high BER) and the trajectory getting stuck. 2) The turbo clifo trace an average behavior of the decoding convergence in the

region is now thévottleneck regiomvith the decoding trajectory EXIT chart (Fig. 5 shows averaged trajectories).

just managing to sneak through a narrow tunnel; convergencerig. 7 further illustrates these concepts. The left EXIT chart

toward low BER is slow, but possible since both decoder chaigntains a snapshot trajectory for a rate 1/2 PCC obtained by

acteristics do not intersect anymore. 3) The BER floor regiQﬂeasuring the decoding convergence of a single bloek b#?

can also be regarded as thede-open regiorwith fast conver- pits. |n the right EXIT chart a set of 10 decoding trajectories is

gence. Likewise, the acronym EXIT can be understood as #gown, obtained from simulation of 10 different blockgefo?

opportunity to see at what;, /No the decoding trajectory suc- pits. As the interleaving depth is quite big, the decoding trajec-

ceeds in “exiting” the pinch-off region through the bottleneck tgyries do already match fairly well with the transfer characteris-

converge toward low BER. tics; however, small deviations at the beginning can accumulate
The main contribution of the EXIT chart to the understanding pig differences among the trajectories after some iterations.

of iterative decoding is the advantage that only simulations of 1,4 quantity of these variations is characterized by the av-

individual constituent decoders are needed to obtain the desiéf;gged trajectory which is depicted in Fig. 8 for different inter-

transfer characteristics. These can then be used in any CO”I’@%(Ving depth: The bigger the variations of the “per block”-snap-

nation in the EXIT chart to describe the behavior of the corrgy ot trajectories, the bigger the mismatch of averaged trajectory
sponding iterative decoder, asymptotic with respect to the intef transfer characteristics. For shortinterleaver size, increasing
leaver size. No resource-intensive BER simulations of the itgfarelations of extrinsic information let the averaged trajectory
ative decoding scheme itself are required. literally “die out” after some iterations. As we increase the in-
terleaver size fromi0? (top left) to 10> bits (bottom right), the
agreement of averaged trajectory and decoder transfer charac-
As the iterative decoding is block-oriented, we can furthéeristics gradually improves.

distinguish betweesnapshot trajectorand averaged tajec- For a very short interleaver size of 100 bits (top left EXIT
tory. For thesnapshot trajectorjthe measurements of extrinsicchart) we also notice the following two effects: 1) The trellis
output PDFg g ,, atiteration: stem from the iterative decodingtermination shows up; the symmetry axis of the trajectory is
of asingleblock (Fig. 6 shows snapshot trajectories). Forate shifted away from the EXIT chart diagonal, more toward the
eraged tajectory,the extrinsic output PDFs amveragedover extrinsic output of the first constituent decoder, which is the
a number ofVp blocks applying one using trellis termination (for simplicity, the second trellis

| Ma is left open). 2) For the first few iterations the extrinsic output

pE R (E)X =£1) = ~ ZPE: ab(E|X =41)  (25) traced by .the trajectory turng out to be plgger thfan expected for
B 4 both terminated and unterminated trellis decoding; apparently,

B. Snapshot and Avaged Tiajectory
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for short sequence length it is easier for the BCJR decoder to 5 ! S TR e 0001
gain new, extrinsic information on the systematic bits. g 0005
3 E,/N, = 0.8dB 0.01 "
C. Obtaining BER From EXIT Chart § 08 o002
D
The EXIT chart can be used to obtain an estimate onthe BER ¢ ;
after an arbitrary number of iterations. For both constituent de- 2 004
coders, the soft output on the systematic bits can be written as § 06 :
D =7 + A+ E. For the sake of deriving a simple formula on E L
the bit error probability”,, we assume the priori knowledgeA 3
and extrinsic outpuE to be Gaussian distributed. Consequently, g o4y
the decoder soft outpud? is supposed to be Gaussian distributed &
with variances% and mean valugp = o% /2, compare to (8), E
(10). With the complementary error function, the bit error prob- & 02 006
ab|l|ty writes as é_ ora 04 0.08 memory 2, (07, 05) —8—
1 1 1 o 3 y memory 6, (0147, 0117) —e—
P, =~ —erfc <— N—D> = —erfc <—D> . (26) ol ¢ 0 .. - :
2 V2 op 2 V2 ) 02 0.4 06 0.8 1
Assuming independence it is output I, of second decoder becomes input |, to first decoder
2 2 2 2
= , . 27
Op =0z T4tk ( ) Fig. 9. Averaged trajectory d, /N, = 0.8 dB with BER scaling as contour
With (4) and plot (PCC ratel /2, interleaver siz€ - 10% bits).
E, 1
No _ 2Ro2 (28) TABLE |
" COMPARISON OFBER FREDICTIONS FROM EXIT CHART. COLUMNS OF
we obtainc2 as SIMULATION RESULTS AREMARKED WITH (S)
A
2
2 4 E, 1st decoder 2nd decoder
2 — _ —_ — = R
Oz = <0—72L a") 0—% S8R Ny’ (29) pass || BER (s) | BER (31) || BER (s) | BER (31)
Applying (18), the variances? ando?, are calculated. 1. | 110e1 | 1.10e-1 || 8.96e-2 | 8.97e-2
2 -1 2 2 -1 2 2. || 7.86e-2 | 7.88¢2 | 6.85¢-2 | 6.88e-2
o4~ J (I, o~ J (Ig)". 30
_ 4 o)y ok () . (30) 3. || 6182 | 6212 [ 537e2 | 5.39e-2
Finally, with (26), (27), (29), and (30) the result is v | 27802 | 48002 || 39202 | 39502
\/8R- Ly, T HIL4)2 4+ J 1 (Ig)? 5. || 3.30e-2 | 33le-2 | 2322 | 2.32-2
Ny 6. || 1.65e-2 | 1.62e2 | 7.63e-3 | 7.08¢-3
P, ~ = erfc
242 7. || 365e-3 | 295¢3 || 7.0e-4 | 4ded
(31)

Fig. 9 shows transfer characteristics and respective simulatedl) The unbiased SNRg, (4, ») is based on the mean and
decoding trajectory of an asymmetric PCC with memory 2and  the variance of the measured extrinsic output RRFno
memory 6 constituent codes at 0.8 dB. Note that the transfer  Gaussian assumption g is made.
characteristics are just taken from Fig. 3; the characteristic of 9
the second decoder (memory 6) is mirrored at the first diagonal VE, (n,0) = “_‘2‘3 (32)
of the EXIT chart. Additionally, the BER scaling according to 7E
(31) is given as a contour plot. Table | compares BER-results  For linear codes on the AWGN channel, the communica-
obtained from the EXIT chart up to the seventh pass through tion link with encoder, channel and decoder is symmetric
the iterative decoder: (s) stands for the result obtained by simu- in X = +1; pragmatically, we make use of both his-
lation, right next to it the BER as calculated with (31). The table togram measurements; (¢|X = —1), pp(¢|X = 1) to
shows that the EXIT chart in combination with the Gaussian ap-  obtain a better averageing of the Monte Carlo simulation
proximation of (31) provides reliable BER predictions down to results. The mean value is measured by
1073, that is, in the region of lowE}, /No. It is not useful for oo
determining BER floors. For this bounding techniques like [1] pr = %/ E-prlX =1) —pr(é)X = -1)]d¢ (33)
which include the interleaving depth are more suited. -

and the variance

IV. MUTUAL INFORMATION VERSUSSNR MEASURES e
| 5[ 8 eelX = 0+ pe(€lX = —D]dE — i
A. Different SNR Measures —o0

There are several ways of defining SNR measures, depending (34)
on whether and how a Gaussian assumption is included. In the2) The biased SNRg, ) is based only on the mean value
following we consider three different SNR measures. wp of the PDFpg; the meanu g is assumed to be the

ok
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mean value of a Gaussian distributed L-value, with= anapsho tajeciory

= o2 i for interl i e
BE,G = 0F, /2, according to (10). 25| for ereaver sizo ) 25
2

2
H H HE
M = E =g =y (35)

a 2NE 2 '

Hence, the Gaussian assumption on the RipFelimi-
nates the necessity of measuring the actual variafice
with (34), which is different from the imposed variance

E,/N,=0.6dB

oy Tr2, o)

1

Ve

PCC rate 1/2 memory 4

(G,,G)=(037,021) 05
1st decoder characteristic —— 1st decoder characteristic ——
2nd decoder —s— 2nd decoder -»—

O'E a-
3) The biased SNRg, (p,) is based onthe error probability  °c* 0o+ 5 = 2 s % e+ sz 25 o
of the extrinsic output. The Gaussian assumption com: Tat, oy Yez.mo Yaroy Ye2w
into play by inverting theR-function (or erfc-function) (@) (b)
for finding the corresponding SNR value. s

ve (= [QTHB)P =2l 2R (36) -
The error probability with respect to the extrinsic outpu

0.5

08 /.

Ye1,(Poy Yaz,(Pb)

0 =9}
Po=4 [ peX =nde+ [ patex = -na
—oo 0
(37)
It is not necessary to perform a histogram measureme °s
of pg; just counting the bit errors of the extrinsic L-values

is sufficient which is numerically more convenient. oo v B B3 o 0z o4 05 08 1
Yar,poy Yezpo) Tar Y2

B. Predicted versus Actual Iterative Decoding Behavior (© (d)
The choice of the particular code example is arbitrary; weg. 10. Transfer characteristics and snapshot trajectories for different SNR

. . . asures in comparison to mutual informatidi;/ N, = 0.6 dB; PCC rate
chose the classic rate 1/2 m_emory.Ar code [21] with polynomlﬂg memory 4(G.. G) = (037, 021); interleaver size - 10° bits.
(G, G) = (037, 021), yielding typical results comparable to

1st decoder characteristic —— 4 Z 1st decoder characteristic ——
2nd decoder - e 2nd decoder ——

other PCC examples. TABLE Il

Fig. 10 compares the EXIT chart predictions based QtbwmparisoN OFCONVERGENCETHRESHOLD PREDICTIONS FORPCCOF RATE
transfer characteristics with the actual iterative decoding 1/2 MemoRy 4, (G, &) = (037, 021)
behavior described by the trajectory. An agreement of transfer
characteristics and decoding trajectory indicates that the predicted
respective measure allows an accurate prediction of the threshold [dB]
E, /No-decoding threshold. It is important to mention that the Es/No| 0.41
characteristics and trajectories of Fig. 10 are based osaime Oloff, Ve (u) -
simulation results fop g, and justdifferent wayof interpreting Ep/Nolos,pE 0.537
and visualizing the measured data according to (32), (35), (36), Ey/Nolor 0.53
and (19) are chosen. Ey/Noloft vz (s, 0.65

The unbiased SNR measurg, (,., - is used in the upper left Ey/Noloft e .. 0.69

EXIT chart of Fig. 10. The intersection of both transfer char-
acteristics at, /No = 0.6 dB suggests that no convergence is
possible. However, the actual behavior of the iterative decodék, /Ny |.s, pr Was gained from density evolution and is taken
represented by the decoding trajectory, shows convergenceftom [22].
ward low BER; transfer characteristics and decoding trajectoryln addition to the good threshold prediction capabilities we
do not match. Consequentlyy, /Ng-convergence thresholdfind the following properties of mutual information advan-
values based ong, (., - tend to be too pessimistic; a similartageous in comparison to SNR measuresThg numerical
behavior can be observed for the EXIT chart in the lower le$tability: For the BCJR algorithm, the forward and back-
corner, applying the biased SN#Rz (p,). Threshold values ward probabilities (“alpha’-, “beta’-values, e.g., [14]) can
based onmyg, () (upper right EXIT chart) are too optimistic: be regarded as accumulated path metrics. To avoid mantissa
The transfer characteristics indicate a wider convergence tungafuration of the floating point arithmetic for long sequence
than actually seen by the decoding trajectory. lengths, the extrinsicL-values need to be clipped to, say,
The lower right corner depicts the EXIT chart using the mut50 prior to becoming priori knowledge for the successive
tual information measure. Transfer characteristics and decodolgroding step. This causes a distortion of the SNR measures
trajectory are in good agreement, indicating that convergengg, (, »y and vg (., resulting in smaller SNR values. As
thresholds (pinch-off limits, /Ny |.n) based on mutual infor- the overlap of both PDF'spr({|X = —1), pr(é|X = 1)
mation are very close to the actual threshold values as obtainadtldow reliability values dominates the mutual information
from density evolution [4]. Table Il summarizes the thresholoheasure, it remains practically unaffected by clippingTBg
predictions for this particular code example. The threshold valugormation-theoretic interpretatianAccording to Shannon’s
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channel coding theorem, mutual information between chanrigl Obtaining BER From EXIT Chart

input and output variable directly relates to the maximal 1o probability density function of the channel L-valugs

possiblg i_nfor.matior_l rate for v_vhi_ch reliablg (i.e., error-freedan pe calculated from (40) and (41) using integral [24, (3.325)].
transmission is achievable. This interpretation turns out to be ; n
xp % - VI+20%- 3. (42)

particularly useful for serially concatenated coding scheme§z(t|x) = n e

like presented in [10], [23] where mutual information charac- 2¢/1+203

terizes the properties of different constellation mappings. Bk in Section IlI-C, the decoder soft outpiitcan be written as a
The value range and logarithmic scalinlutual information sum of independent random variables= Z + A+ E, with the

per binary symbol stays within the intervgd---1] while a priori valuesA and extrinsic output values being approx-
covering the entire range from zero to perfect knowledge on theated by independent Gaussian random variables. Thus, the
transmitted bits. This makes it convenient to plot in a squasem A + E itself is Gaussian distributed with varianeé , =

chart with equally scaled abscissa and ordinate. 0% + 0%, mean valugiag = o2 /2 and probability density

function
1 1 o3 2
pAE(t|$)=\/2_—-eXp W'G_%'x) ]
The EXIT chart technique is not limited to the Gaussian TOAE AE
channel. In this section we explain the changes for a coherently (43)
detected, fully interleaved Rayleigh channel when perfectThe PDFp, of the sumZ + A + E is calculated through

channel state information is available at the receiver. Th@nvolution of (42) and (43)
received discrete-time signal is

V. EXIT CHART FOR THERAYLEIGH CHANNEL

pp(tlz) = pz(t|x) * pap(t|c). (44)
Ao = e &+ e (38)  With integral [24, (3.322, 2.)] we obtain
with the transmitted binary symbalse {£1} and the complex o2 o2l
additive noisen. = nj + jng. Theny, ng are realizations po(tle) = 411252 " eXp 4

of independent Gaussian random variables with variaiice: .
No/2. The complex fading coefficient is. = ar + jag. The x |exp I+/1+207 et
ar, ag are Gaussian distributed; their variance is normalized to 2

o2 = 1/2 such that the magnitude= , /a7 + a?, is Rayleigh ke < 1 oap - /1+ 202 )

distributed withE[a?] = 1. N cxet+ Wi
Assuming perfectly known:,. at the receiver the channel

B 1—4/1+202
L-values are calculated as + exp <# Sz t)

Ce|ley & = 1 2
Z=1In plzelac, z = +1) (39)
p(zc|acax:_1) 1 O’AE-\/1+20'72L
. x erfe| — et —— .
with \/QO'AE 2\/5
_ |20 — ae. - x|? 40 (45)
plzclac, @) = oo TP | T 252 (40)  The bit error probability is calculated from (45) by integration
0
which results in P, = / pp(tle =1)dt. (46)
2 2 =
Z = = ‘Re{al - z.} = P (a* - z4a-n). (41) Applying integral [24, (6.282, 1.)] gives rise to the following
" " closed-form result
It is straightforward to show that is Gaussian distributed with 3
. 5 OAE 1 oaE /1 +207
variances; and mean zero. B fc | —= | — s erfc
2 2/2 2 242
A. Extrinsic Transfer Characteristics % _ - exp |:Un,ZAE:| ) (47)
We noticed that the shapes of the extrinsic density functions at V1420,

the decoder output are similar to those of the Gaussian channalith (28), (47) ands? , ~ J=1(14)* + J~1(Ig)? an esti-
case. Hence, following the same arguments as in Section ll4Bate on the BER can be obtained from the EXIT chart. For the
we model the priori knowledgeA as an independent Gaussiarsimulated decoding trajectory of Fig. 11 the same constituent
random variable according to (9). Likewise, the extrinsic ireode combination as in Fig. 9 is used. Additionally, we chose
formation transfer characteristids; = Tr(Ia, Ey/No) for E,/No = 2.6 dB such that the distance to the capacity limit is
the Rayleigh channel are computed by Monte Carlo simuleemparable to the Gaussian channel case of Fig. 9: For rate 1/2,
tion applying (12) and (19) in combination with the (no longethe capacity limit of the Rayleigh channel is at 1.83 dB, and thus
Gaussian distributed) channétvaluesZ of (41). As for the the distance is 2.6 dB- 1.73 dB= 0.77 dB; for the Gaussian
Gaussian channel case, we found a very good agreementlwdnnel the capacity limit is at 0.19 dB and the distance is 0.8
transfer characteristics and simulated decoding trajectories. dB — 0.19 dB= 0.61 dB. The BER obtained from (47) is given
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1 i T T T T TABLE IV
5 o002 0001 i PINCH-OFF LIMITS Ej /N |or [dB] FOR PCCOF RATE 1/2 USING THE
3 0.005 ./ i CONSTITUENT CODES OFFIG. 3; GAUSSIAN CHANNEL
g E/N, = 2.6dB 0.01 /
2 0s yd f/ first decod d decod.
§ 0.02 rst decoder second decoder
g (G, G) Cy Cy | Cs | Ca | C5 | Co
= 008 C1=(03,02) || >20
3
g6 // C» = (07,05) 1.49 | 0.69
g — Cs = (013,015) | 1.14 | 0.62 | 0.62
8 Cy = (023,037) || 1.08 | 0.65 | 0.64 | 0.68
2 Cs = (067,045) | 0.86 | 0.62 | 0.66 | 0.70 | 0.77
é Ce = (0147,0117) 084 | 063 | 0.67 | 0.72]|0.81 | 0.84
B
S
g‘“ Rayleigh channel TABLE V
= / 04 memory 2, (07, 05) & EXAMPLES OF SYMMETRIC PCC WITH EARLY CONVERGENCE
3 / o042 memory 6, (0147, 0117) —e— GAUSSIAN CHANNEL

0 & L I L L I

0 02 0.4 06 0.8 1

PCC rate 1/2

output |, of second decoder becomes input |, to first decoder
memory v (Gr,G) BER at 0.5dB | pinch-off [dB]
Fig. 11. Averaged trajectory of iterative decodingat/ N, = 2.6 dB with 4 (037,021) — 0.53
BER scaling as contour plot (PCC rate 1/2, interleaveriz@® bits); Rayleigh 4 (022,037) %-5 0.48
channel.
5 _ p— J—
6 (0102,0147) 26-5 0.48
TABLE li 6 (0110,0141) le-3 0.42%)
COMPARISON OFBER PREDICTIONS (RAYLEIGH CHANNEL). COLUMNS OF " - -
SIMULATION RESULTS AREMARKED WITH (S). ) 2nd intersection at (I4,Ig) =~ (0.93,0.93) for 0.42dB
(CY
1st decoder 2nd decoder
pass || BER (s) | BER (47) || BER (s) | BER (47) PCC rate 1/3
1. 1.23e-1 1.2%¢-1 1.05e-1 1.03e-1 memory v (Gr,G) BER at —0.2dB | pinch-off [dB]
2. 9.44e-2 | 9.30e-2 8.60e-2 | 8.48e-2 4 (025,037} 3e-6 -0.22
3. 8.00e-2 | 7.92%-2 | 7422 | 7.33e-2 5 (044,073) 2e-5 —0.22
4. 6.95¢-2 | 6.89e-2 | 6.4le-2 | 6.33e-2 6 (0111,0113) le-6 -0.24
5. 5.90e-2 | 5.89%-2 | 53le2 | 5252 6 (0120,0127) 2e-4 —0.25
6. 48le2 | 4.74e2 | 3952 | 3.9le2 6 (0120,0117) 3e-3 -0.34%)
7. 3.32¢-2 3.26¢-2 2.34e-2 2.9%¢-2 *) 2nd intersection at (I4,Ig) = (0.78,0.78) for —0.34dB
8. 1.63e-2 1.48¢e-2 7.24e-3 6.21e-3 (b)
9. 3.86e-3 2.42e-3 9.5e-4 4.05e-4

region, they have only little influence on the convergence prop-
as contour lines. As indicated in Table IlI, the BER prediction§'1€S in the turbo cliff region. Table V shows the result of a
are quite accurate down 3. code search over PCC of code rate 1/2 (rate 1/2 constituent _codes
punctured to rate 2/3) and rate 1/3 up to memory 6. We restricted
ourselves to symmetric PCC. The extrinsic transfer character-
VI. APPLICATIONS OF THEEXIT CHART istic of the respective constituent decoder must not intersect with
A. Tables of Pinch-Off Limits the first diagonal of the EXIT chart, or equivalenth > 14

. . . ust be fulfilled for0 < I4 < 1. We demanded convergence
The results of Figs. 2—4 can be reinterpreted in the EX%IOW BER at 0.5 dB for the rate 1/2 PCC (0.31 dB away from

chart. Obviously, with respectto Fig. 3, abig code memory hur aussian capacity limit 0.19 dB), and-a0.2 dB for the rate 1/3

at the beginning of the iteration, but helps for reaching a IOWCC (0.3 dB away from capacity limit0.5 dB). We relaxed
BER floor. Table IV gives an overview of the pinch-off limits fo e convergence-criterion and allowed intersections of transfer

r
?f/?;rtgefllzc Si?;ge,tﬁeogoﬂggt%gilt (;t)?fslegf?:?g assymmetrlc F)éc%awacteristics abovk; > 0.9 such that bit error rates of about
T 10—2 and better can be reached. No code with memory smaller
than 4 could meet these requirements.
Two memory 6 codes of Table V exhibit a remarkable prop-
There have been various code searches for parallel concaty: After overcoming a first bottleneck-like threshold (inter-
nated codes focusing on optimizing “effective” free distance®ction at low to medium mutual information, BER5 - 10~2),
of constituent codes and multiplicities thereof [20], [25]. While second threshold shows up (intersection at high mutual infor-
these quantities govern the code performance in the BER flanation, BER~ 10~2), preventing the iterative decoder from

B. Search for “Early Converging” Codes
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0.01 0.001 . . 0.001 PCC rate 1/2, interleaver length 50000 bits, 20 iterations
’ o memory 4, (G,G)=(022,037) —m—
memory 4, (037,021) —a&—
E,/Ny=0.5dB E,/N;=0.5dB : 0.14 memory 2, (07,05) with ]
B o memory 6, (0147,0117)
= _:_ memory 4, (023,037) ——
- _w
0.01 .
m
0.1 0.1 E m ' §'
rate 1/2, mermory 4 7 rate 1/2, memory 6 o 3! i Sl
(G, , G)=(022, 037) (G, . G)=(0102, 0147) s : <
0 o 0001 - S, ] g
0 Ly | 170 o | 1 b ‘ o
A lE2 Alr 'E2 :’?:: @, g/{
e 3
@ (b) § = ;
00001 - &1 bl
! 0.001 ! 0.001 5§
oo 001 5 5 \
s, <. |
16-005 ! :
E,/N,=0.5dB E/N;=0.5dB 0.5 0.6 0.7 0.8
= 1 ©ro,0141) . E,/N, [dB]
- - (0102, 0147)"
: Fig. 13. BER curves and pinch-off limits for symmetric and asymmetric PCC
01 of rate 1/2; interleaver size 50 000 bits, 20 iterations.
rate 1/2, memory 6 4 te 1/2 6
. (G, ,G)=(0110,0141) . rate 1/2, memory
% e 1% e 1 the turbo cliffs become more pronounced and approach the
© ) predicted pinch-off limits very closely; in addition to that, the

Fa 12 E les of decoding traiectories for th ic and BER floors are lowered. The rate 1/2 PCC with polynomials
1g. . Xamples of aecoding trajectories tor three symmetric and o _ . L
asymmetric ratel /2 PCC with turbo cliff below 0.5 dB (Gaussian channel);?&“ G) - (022’ 037) is the best memQW 4 code we found_’ it
interleaver sizd 0° bits. converges at loweE, /N, than the classic memory 4 PCC with
polynomials(G,., G) = (037, 021) [21]; however, the BER

nﬂ?or of the (022, 037)-code turns out to be higher. The BER

converging toward very low BER. This second threshold can Qlrves of the symmetric PCC of Fig. 6 and the asymmetric
be removed by using a larger interleaver; instead, a further Bec of Fig. 9 are given as additional r'eferences

crease of thek, /No-value by about 0.4 dB is required. This
observation for PCC is in analogy to tetbility conditionfor
LDPC codes, as described in [5]. The stability condition is a
function of the code and channel parameters and has not yelutual information between transmitted systematic bits and
been worked out for PCC. extrinsic output of constituent decoders was found to be a useful
As the code search results are based on the transfer charatf@asure for gaining insight into the convergence behavior of
istics of individual constituent codes we verified them by siniterative decoding. The EXIT chart has been presented as an
ulating the respective iterative decoders using an interleavi@ggineering tool for the design of iterative decoding schemes, in
depth of10° bits. Note that the BER given in Table V is averfrinciple not limited to parallel concatenated codes. In the case
aged over just 10 blocks (i.eL)” systematic bits, 40 iterations) of symmetric PCC the computation of transfer characteristics
and should merely be understood as an indication that conviei- only one constituent decoder turned out to be sufficient to
gence to low BER is possible. predict the performance of the corresponding iterative decoder.
From Fig. 12 we can see that the memory 6 code with poly-
nomials (0110, 0141) has a fairly open bottleneck region at REFERENCES
0.5 dB, but the trajectory gets stuck at a BER of abifirt?, [1] S. Benedetto and G. Montorsi, “Unveiling turbo codes: Some results
owing to the intersection of both characteristics before reaching  on parallel concatenated coding schem#SEZE Trans. Inform. Theory
(I.A’ Ig) ~ (1, 1). We can cure this problem by_ Combining_it KOIC4?3eF;22439;A<;29?1e,\rAsarar]{39§ J. Costello, “A distance spectrum in-
with the memory 6, (0102, 0147)-code to obtain both a fairly ~ * terpretation of turbo codes|EEE Trans. Inform. Theogwol. 42, pp.

open bottleneck region and an open tunnel upltp, Ir) = 1698-1709, Nov. 1996.
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(1, 1) (see bottom right EXIT chart of Fig. 12). Proc. GLOBECOMNov. 1997, pp. 634—638.

[4] T.J. Richardson and R. Urbanke, “The capacity of low-density parity-

e : — check codes under message-passing decodlEEE Trans. Inform.
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