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Abstract. In this paper we study the convergence of the perfectly matched
layer (PML) method for solving the time harmonic elastic wave scattering
problems. We introduce a simple condition on the PML complex coordinate
stretching function to guarantee the ellipticity of the PML operator. We also
introduce a new boundary condition at the outer boundary of the PML layer
which allows us to extend the reflection argument of Bramble and Pasciak
to prove the stability of the PML problem in the truncated domain. The

exponential convergence of the PML method in terms of the thickness of the
PML layer and the strength of PML medium property is proved. Numerical

results are included.

1. Introduction

We study the convergence of the perfectly matched layer (PML) method for
solving elastic wave scattering problems with the traction boundary condition:

∇ · τ(u) + γ2u = − q in R
3\D̄,(1.1)

τ(u)nD = −g on ΓD.(1.2)

Here D ⊂ R
3 is a bounded domain with Lipschitz boundary ΓD, q ∈ H1(R3\D̄)′

has support inside Bl := {x = (x1, x2, x3)
T ∈ R

3 : |xi| < li, i = 1, 2, 3} for some
constants li > 0, i = 1, 2, 3, g ∈ H−1/2(ΓD) is determined by the traction on the
boundary, nD is the unit outer normal to ΓD, and γ =

√
ρ0ω > 0 with the angular

frequency ω > 0 and the constant density ρ0 > 0. In this paper, for any Banach
space X, we denote the boldfaced letter X = X3. ‖ · ‖X stands for the norm of X
or X. X ′ is the dual space of X.

In the region outside D, the medium is assumed to be linear, homogeneous, and
isotropic with constant Lamé constants λ and µ. The stress tensor τ(u) relates to
the displacement vector u = (u1, u2, u3)

T by the generalized Hooke law:

(1.3) τ(u) = 2µ ε(u) + λtr(ε(u))I, ε(u) =
1

2
(∇u+ (∇u)T ),

where I ∈ R
3×3 is the identity matrix and ∇u is the displacement gradient tensor

whose elements are (∇u)ij = ∂ui/∂xj , i, j = 1, 2, 3. We remark that the results in
this paper can be extended to solve the scattering problems with other boundary
conditions such as Dirichlet or mixed boundary conditions on ΓD.
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We now introduce the Kupradze-Sommerfeld radiation condition in order to
complete the definition of the problem. It is known that under the constitutive
relation (1.3), (1.1) can be rewritten to the following equation:

u+
1

k2p
∇(divu)− 1

k2s
curl (curlu) = 0 in R

3\B̄l,

where kp = γ√
λ+2µ

and ks =
γ√
µ are respectively the wave numbers of compressional

and shear waves. Let up = − 1
k2
p
∇(divu) be the compressional part and us =

1
k2
s
curl (curlu) be the shear part of the wave field. They satisfy the Helmholtz

equations

∆up + k2pup = 0, ∆us + k2sus = 0 in R
3\B̄l.

It is clear that u = up + us in R
3\B̄l. The Kupradze-Sommerfeld radiation con-

dition is given by the requirement that up and us should satisfy the Sommerfeld
radiation condition

lim
|x|→∞

|x|
(
∂up

∂|x| − ikpup

)
= 0, lim

|x|→∞
|x|
(
∂us

∂|x| − iksus

)
= 0.

The existence and uniqueness of the time harmonic elastic wave equation un-
der the Kupradze-Sommerfeld radiation condition are considered in Kupradze [23]
for smooth scatterers. For scatterers with Lipschitz boundary, the existence and
uniqueness of the scattering solutions are proved in Bramble and Pasciak [7] for
the Dirichlet boundary condition on ΓD. For the Neumann boundary condition
(1.2) on ΓD, the existence of solutions will be considered briefly by the method of
limiting absorption principle below (Theorem 2.1).

Since the work of Bérenger [4] which proposed a PML technique for solving the
time dependent Maxwell equations, various constructions of PML absorbing layers
have been proposed and studied in the literature (cf. e.g. [5] for the review). The
basic idea of the PML technique is to surround the computational domain by a
layer of finite thickness with specially designed model medium that absorb all the
waves that propagate from inside the computational domain.

The convergence of the PML method is studied in [25, 21, 3, 6, 8] for time har-
monic acoustic, electromagnetic, and elastic wave scattering problems with circular
or spherical PML layers. The convergence of the PML method was also studied
in the context of the adaptive PML technique for grating problems in [17] and for
acoustic and Maxwell scattering problems in [15, 16, 13, 14]. The main idea of the
adaptive PML technique is to use the a posteriori error estimate to determine the
PML parameters and to use the adaptive finite element method to solve the PML
equations. The adaptive PML technique provides a complete numerical strategy
to solve the scattering problems in the framework of finite element which produces
automatically a coarse mesh size away from the fixed domain and thus makes the
total computational costs insensitive to the thickness of the PML absorbing layer.

The purpose of this paper is to study the convergence of the Cartesian PML
method for the time harmonic elastic waves which was first proposed in [12] and
also studied in [28]. The complex coordinate stretching to derive the Cartesian
PML method is [11]:

x̃j = xj + ζ

∫ xj

0

σj(t)dt+ i

∫ xj

0

σj(t)dt, j = 1, 2, 3,(1.4)
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where ζ ≥ 0 is a constant to be specified and σj(t) is the PML medium property.
The choice of a positive parameter ζ is equivalent to the complex frequency shifted
PML method proposed in [24] which has the advantage of additional damping for
the evanescent waves. The mathematical analysis in [9, 10, 14] reveals that an
appropriately chosen parameter ζ guarantees the ellipticity of the PML operator
without any constraint on the smallness of the PML medium property σj(t) for 3D
acoustic and electromagnetic waves. The first contribution in this paper is to show
that the PML method with ζ ≥

√
(λ+ 2µ)/µ will guarantee the ellipticity of the

elastic PML operator (Lemma 3.3 below).
The convergence of the Cartesian PML method is studied in [22, 10, 9, 16, 18]

for time harmonic acoustic and Maxwell scattering problems. The key gradient in
the analysis in [10, 9] is a reflection argument to show the inf-sup condition for the
sesquilinear form associated with the PML equation in the truncated domain. This
reflection argument cannot be directly extended to the elastic PML equations if
one imposes homogeneous Dirichlet boundary condition at the outer boundary of
the PML layer. In this paper we consider the following PML problem (see section
2 for the notation)

∇ · (τ̃(û)A) + γ2Jû = − q in ΩL,(1.5)

τ̃(û)AnD = − g on ΓD,(1.6)

û · n = 0, τ̃(û)An× n = 0 on ΓL.(1.7)

The mixed boundary condition (1.7) at the outer boundary of the PML layer ΓL

allows us to extend the reflection argument in Bramble and Pasciak [10, 9] for
acoustic and electromagnetic scattering problems to solve the elastic scattering
problems.

The layout of the paper is as follows. In section 2 we introduce the PML for-
mulation for (1.1)-(1.2) by following the method of complex coordinate stretching.
In section 3 we prove the well-posedness of the PML equation in R

3. In section 4
we prove the stability of the PML equation in the truncated domain. In section 5
we prove the stability of the Dirichlet PML problem in the layer. In section 6 we
show the convergence of the PML method. In section 7 we show some numerical
results to illustrate the performance of the proposed PML method. In Section 8
we prove the existence of the scattering solution of (1.1)-(1.2) by the method of
limiting absorption principle.

2. The PML equation

Let Bl := {x = (x1, x2, x3)
T ∈ R

3 : |xi| < li, i = 1, 2, 3} contain the scatterer D
and the support of q. Let Γl = ∂Bl and nl the unit outer normal to Γl. We start by
introducing the Dirichlet-to-Neumann operator T :H1/2(Γl) →H−1/2(Γl). Given
f ∈ H1/2(Γl), we define Tf = τ(ξ)nl with ξ being the solution of the following
exterior Dirichlet problem:

∇ · τ(ξ) + γ2ξ = 0 in R
3\B̄l,(2.1)

ξ = f on Γl,(2.2)

ξ satisfies the Kupradze-Sommerfeld radiation conditions at infinity.(2.3)

Since (2.1)-(2.3) has a unique solution ξ ∈H1
loc(R

3\B̄l) (cf. e.g. [7]), T :H1/2(Γl) →
H−1/2(Γl) is well-defined and is a continuous linear operator.
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Let a :H1(Ωl)×H1(Ωl) → C, where Ωl = Bl\D̄, be the sesquilinear form

a(φ,ψ) =

∫

Ωl

(
τ(φ) : ∇ψ̄ − γ2φ · ψ̄

)
dx− 〈Tφ,ψ〉Γl

.(2.4)

Here and in the following, for any Lipschitz domain D ⊂ R
3 with boundary Γ, we

denote (·, ·)D the inner product on L2(D) or the duality pairing between H1(D)′

and H1(D) and 〈·, ·〉Γ the inner product on L2(Γ) or the duality pairing between
H−1/2(Γ) andH1/2(Γ). The weak formulation of the scattering problem (1.1)-(1.2)
is: Given q ∈H1(R3\D̄)′ and g ∈H−1/2(ΓD), find u ∈H1(Ωl) such that

a(u,ψ) = (q,ψ)Ωl
+ 〈g,ψ〉ΓD

, ∀ ψ ∈H1(Ωl).(2.5)

The existence of a unique solution of the scattering problem (2.5) is a direct
consequence of the following theorem whose proof will be discussed briefly in the
Appendix of this paper.

Theorem 2.1. For any q ∈H1(R3\D̄)′ with compact support and g ∈H−1/2(ΓD),
the problem (1.1)-(1.2) with the Kupradze-Sommerfeld radiation condition has a
unique solution u ∈ H1

loc(R
3\D̄) such that for any bounded open set O ⊂ R

3\D̄
that contains the support of q,

‖u‖H1(O\D̄) ≤ C(‖q‖H1(R3\D̄)′ + ‖g‖H−1/2(ΓD)).(2.6)

For the sesquilinear form a(·, ·), we associate with a bounded linear operator

Â :H1(Ωl) →H1(Ωl)
′ such that

(Âφ,ψ)Ωl
= a(φ,ψ), ∀φ,ψ ∈H1(Ωl).

By Theorem 2.1, Â is surjective and one-to-one. Thus, by the open mapping
theorem, we know that there exists a constant C > 0 such that the following inf-
sup condition is satisfied

sup
0 6=ψ∈H1(Ωl)

|a(φ,ψ)|
‖ψ ‖H1(Ωl)

≥ C ‖φ ‖H1(Ωl)
, ∀ φ ∈H1(Ωl).(2.7)

2.1. PML complex coordinate stretching. The PML method is based on the
complex coordinate stretching outside Bl. Let αj(xj) = 1 + ζσj(xj) + iσj(xj),
j = 1, 2, 3, be the model medium property. We require the following assumption
on the parameter ζ to guarantee the ellipticity of the PML equation (see Lemma
3.3 below):

(H1) ζ ≥
√

(λ+ 2µ)/µ.

For t ∈ R, σj(t) ∈ C1(R), j = 1, 2, 3, is an even function such that

σ′
j(t) ≥ 0 for t ≥ 0, σj = 0 for |t| ≤ lj , and σj = σ0 for |t| ≥ l̄j ,(2.8)

where l̄j > lj is fixed and σ0 > 0 is a constant. The requirement that the medium
property σj(t) is constant for |t| ≥ l̄j has been also used in [10, 9] which is essential
for using a reflection argument to prove the int-sup condition for the PML problem
in the truncated domain.

For x ∈ R
3, denote by x̃(x) = (x̃1(x1), x̃2(x2), x̃3(x3))

T the complex coordinate,
where

x̃j(xj) =

∫ xj

0

αj(t)dt = xj + (ζ + i)

∫ xj

0

σj(t)dt, j = 1, 2, 3.
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Note that x̃j(xj) depends only on xj . For any z ∈ C++ := {z ∈ C : Re (z) ≥
0, Im (z) ≥ 0}, denote

x̃zj (xj) = xj + z

∫ xj

0

σj(t)dt, j = 1, 2, 3.(2.9)

Write x̃z = (x̃z1(x1), x̃
z
2(x2), x̃

z
3(x3))

T and ỹz = (ỹz1(y1), ỹ
z
2(y2), ỹ

z
3(y3))

T . We define
the complex distance

d(x̃z, ỹz) =
[
(x̃z1(x1)− ỹz1(y1))

2 + (x̃z2(x2)− ỹz2(y2))
2 + (x̃z3(x3)− ỹz3(y3))

2
]1/2

.

Here and in the following, for any z ∈ C, z1/2 is the analytic branch of
√
z such that

Re (z1/2) > 0 for any z ∈ C\(−∞, 0]. It is obvious that x̃z0 = x̃, where z0 = ζ + i.
The following lemma is a variant of [10, Lemma 3.1].

Lemma 2.2. For any z ∈ U := {z ∈ C : Re (z) > |Im (z)|}, we have

|x− y| ≤ |d(x̃z, ỹz)| ≤ (1 + |z|σ0)|x− y|, ∀x,y ∈ R
3.

Proof. For the sake of completeness we recall the proof here. From the definition
we know that

x̃zj (xj)− ỹzj (yj) = αz
j (ξj)(xj − yj), αz

j (ξj) = 1 + zσj(ξj), j = 1, 2, 3,

where ξj is some number between xj and yj . It is clear that 0 ≤ σj(ξj) ≤ σ0. Thus

|d(x̃z, ỹz)|2 = |x− y|2
∣∣∣

3∑

j=1

tjα
z
j (ξj)

2
∣∣∣, tj = |xj − yj |2/|x− y|2.(2.10)

The right half of the desired estimate follows now directly since t1 + t2 + t3 = 1.
To proceed, we let z = a+ ib ∈ U , a, b ∈ R. Then a > |b| ≥ 0. The left half of the
desired inequality follows easily from the following observation:

Reαz
j (ξj)

2 = 1 + (a2 − b2)σj(ξj)
2 + 2aσj(ξj) ≥ 1.

This completes the proof. �

2.2. The PML equation. In this subsection we derive the PML equation based
on the method of complex coordinate stretching. By Betti formula [23], the solution
ξ of the exterior Dirichlet problem (2.1)-(2.3) satisfies:

(2.11) ξ = −ΨSL(Tf) +ΨDL(f) in R
3\B̄l,

where ΨSL,ΨDL are respectively the single and double layer potentials. For n =
1, 2, 3, the n-th component of the potentials are, for λ ∈H−1/2(Γl), f ∈H1/2(Γl),

ΨSL(λ)(x) · en = 〈λ,Γ(x, ·)en〉Γl
, ΨDL(f)(x) · en = 〈T[Γ(x, ·)en], f̄〉Γl

.

Here en is the unit vector in the xn direction and Γ(x,y)en is the n-th column of
the fundamental solution matrix Γ(x,y) of the time harmonic elastic wave equa-
tion satisfying the Kupradze-Sommerfeld radiation condition. The (j, k)-element of
Γ(x,y) is

Γjk(x,y) =
1

γ2

[
k2sGks

(x,y)δjk − ∂2

∂xj∂xk
(Gkp

(x,y)−Gks
(x,y))

]
,

where Gk(x,y) = fk(|x − y|), fk(r) = eikr

4πr for r > 0, is the fundamental solution

of the Helmholtz equation of wave number k. It is known that ΨSL(λ) ∈H1
loc(R

3)
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for λ ∈H−1/2(Γl) and ΨDL(f) ∈H1
loc(R

3) for f ∈H1/2(Γl) (see e.g. McLean [27,
Theorem 6.11] and also the proof in Lemma 5.1 below).

Straightforward calculation shows that

Γjk(x,y) = Γ1(|x− y|)δjk + Γ2(|x− y|) (xj − yj)(xk − yk)

|x− y|2 ,(2.12)

where, for r > 0,

Γ1(r) =
1

γ2

[
k2sfks

(r)−
f ′kp

(r)− f ′ks
(r)

r

]
,(2.13)

Γ2(r) =
1

γ2

[
3
f ′kp

(r)− f ′ks
(r)

r
+ (k2pfkp

(r)− k2sfks
(r))

]
.(2.14)

The functions Γ1 and Γ2 can be extended to be analytic functions defined in C\{0}.

Lemma 2.3. For j = 1, 2, Γj(z) is analytic in C\{0}. Moreover, |Γj(z)| ≤ C|z|−1,
|Γ′

j(z)| ≤ C|z|−2, and |Γ′′
j (z)| ≤ C|z|−3 uniformly for z ∈ C\{0}, |z| ≤ 1.

Proof. Γj(z) is obviously analytic in C\{0}. For z ∈ C\{0}, we have

f ′kp
(z)− f ′ks

(z) =
1

4πz2
[
(ikpz − 1)eikpz − (iksz − 1)eiksz

]

=
1

4π

∞∑

n=2

(n− 1)[(ikp)
n − (iks)

n]

n!
zn−2.

This yields |Γj(z)| ≤ C|z|−1, |Γ′
j(z)| ≤ C|z|−2, and |Γ′′

j (z)| ≤ C|z|−3 for |z| ≤ 1,
z 6= 0, j = 1, 2. �

For any z ∈ U = {z ∈ C : Re (z) > |Im (z)|} defined in Lemma 2.2, we de-

fine the modified single and double layer potentials Ψ̃z
SL and Ψ̃z

DL as follows. For
λ ∈ H−1/2(Γl),f ∈ H1/2(Γl), the n-th component, n = 1, 2, 3, of the modified
potentials are

Ψ̃z
SL(λ)(x) · en = 〈λ, Γ̃z(x, ·)en〉Γl

, Ψ̃z
DL(f)(x) · en = 〈T [Γ̃z(x, ·)en], f̄〉Γl

,

where the (j, k)-element of the matrix Γ̃z(x,y) is

Γ̃jk
z (x,y) = Γ1(d(x̃z, ỹz))δjk + Γ2(d(x̃z, ỹz))

(x̃zj − ỹzj )(x̃
z
k − ỹzk)

d(x̃z, ỹz)2
.(2.15)

In the following, for z0 = ζ+i, we denote Γ̃(x,y) = Γ̃z0(x,y), Γ̃jk(x,y) = Γ̃jk
z0 (x,y),

and, for any λ ∈H−1/2(Γl),f ∈H1/2(Γl),

Ψ̃SL(λ) = Ψ̃z0
SL(λ), Ψ̃DL(f) = Ψ̃z0

DL(f).

Lemma 2.4. Let (H1) be satisfied. For j, k = 1, 2, 3, we have for any x,y ∈ R
3

such that Im d(x̃, ỹ) > 0,

|Γ̃jk(x,y)| ≤ C(1 + |z0|σ0)2|x− y|−1e−kpIm d(x̃,ỹ),

|∇xΓ̃jk(x,y)| ≤ C(1 + |z0|σ0)4(|x− y|−1 + |x− y|−2)e−kpIm d(x̃,ỹ),

|∇yΓ̃jk(x,y)| ≤ C(1 + |z0|σ0)4(|x− y|−1 + |x− y|−2)e−kpIm d(x̃,ỹ),

|∇x∇yΓ̃jk(x,y)| ≤ C(1 + |z0|σ0)6(|x− y|−1 + |x− y|−3)e−kpIm d(x̃,ỹ).
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Proof. Since z0 ∈ U = {z ∈ C : Re (z) > |Im (z)|}, by Lemma 2.2 we have |x̃j −
ỹj |/|d(x̃, ỹ)| ≤ 1 + |z0|σ0 and consequently

|Γ̃jk(x,y)| ≤ C(1 + |z0|σ0)2
2∑

j=1

|Γj(d(x̃, ỹ))|.

By Lemma 2.3 and Lemma 2.2, if |d(x̃, ỹ)| ≤ 1, then e−kpIm d(x̃,ỹ) ≥ e−kp , and thus

|Γj(d(x̃, ỹ))| ≤ C|d(x̃, ỹ)|−1 ≤ C|x− y|−1 ≤ C|x− y|−1e−kpIm d(x̃,ỹ).

On the other hand, if |d(x̃, ỹ)| ≥ 1, by Lemma 2.2 and simple calculations we have

|Γj(d(x̃, ỹ))| ≤ C|d(x̃, ỹ)|−1e−kpIm d(x̃,ỹ) ≤ C|x− y|−1e−kpIm d(x̃,ỹ).

This shows the estimate for |Γ̃jk(x,y)|. The other estimates can be proved similarly.
�

The following lemma which extends [16, Lemma 3.2] is proved in [14].

Lemma 2.5. For any zi = ai + ibi with ai, bi ∈ R, i = 1, 2, 3, such that a1b1 +
a2b2 + a3b3 ≥ 0 and a21 + a22 + a23 > 0, we have

Im (z21 + z22 + z23)
1/2 ≥ a1b1 + a2b2 + a3b3√

a21 + a22 + a23
.

Let zj = x̃j − ỹj = (xj − yj) + (ζ + i)
∫ xj

yj
σj(t)dt, j = 1, 2, 3. By Lemma 2.5,

d(x̃, ỹ) = (z21 + z22 + z23)
1/2 satisfies

Im d(x̃, ỹ) ≥

3∑

j=1

(
|xj − yj |

∣∣∣
∫ xj

yj

σj(t)dt
∣∣∣+ ζ

∣∣∣
∫ xj

yj

σj(t)dt
∣∣∣
2)

(1 + ζσ0)|x− y| .(2.16)

The following lemma which extends [10, Lemma 3.2] shows that Im d(x̃, ỹ) is
bounded below by |x− y| if x,y are far away.

Lemma 2.6. Let β > 1 be a fixed number. If |x − y| ≥ 2
√
3βl̄max, where l̄max =

maxj=1,2,3 l̄j, where l̄j, j = 1, 2, 3, are defined in (2.8), we have Im d(x̃, ỹ) ≥
1
3 (1− β−1)2σ0 |x− y|.

Proof. Let j be the index such that |xj−yj | = maxi=1,2,3 |xi−yi|. Then |xj−yj |2 ≥
|x−y|2/3. It follows from the assumption |x−y| ≥ 2

√
3βl̄max that |xj−yj | ≥ 2βl̄j .

Thus, since σj(t) = σ0 for |t| ≥ l̄j ,
∣∣∣∣∣

∫ xj

yj

σ(t)dt

∣∣∣∣∣ ≥ (|xj − yj | − 2l̄j)σ0 ≥ (1− β−1)σ0|xj − yj |.

This implies by (2.16) that

Im d(x̃, ỹ) ≥ 1

3
(1− β−1)2σ0|x− y|.

This completes the proof. �

For any f ∈H1/2(Γl), let E(f)(x) be the PML extension:

E(f)(x) = −Ψ̃SL(Tf) + Ψ̃DL(f), ∀x ∈ R
3\B̄l.(2.17)
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By (2.11) we know that E(f) = f on Γl for any f ∈ H1/2(Γl). By Lemma 2.2,
|d(x̃, ỹ)| ≥ |x − y| for x ∈ R

3\B̄l, y ∈ Γl. Thus since σj ∈ C1(R), j = 1, 2, 3, we
have E(f) ∈ C2(R3\B̄l). Moreover, by Lemma 2.4 and Lemma 2.6 we know that
E(f) decays exponentially as |x| → ∞.

For the solution u of the scattering problem (2.5), let ũ = E(u|Γl
) be the PML

extension of u|Γl
. It satisfies ũ = u|Γl

on Γl and the equation

∇̃ · τ̃(ũ) + γ2ũ = 0 in R
3\B̄l,(2.18)

where

τ̃(ũ) = 2µε̃(ũ) + λtr(ε̃(ũ))I, ε̃(ũ) =
1

2
(∇̃ũ+ (∇̃ũ)T ).

Here ∇̃ũ ∈ C
3×3 whose elements are (∂ũi/∂x̃j), i, j = 1, 2, 3. For x ∈ R

3, let
F (x) = (F1(x1), F2(x2), F3(x3))

T with Fj(xj) = x̃j(xj), j = 1, 2, 3. Then x̃(x) =
F (x). Denote by ∇F the Jacobi matrix of F , then

(2.19) ∇̃· = J−1∇ · J (∇F )−1, J = det(∇F ).

By (2.19) we easily obtain from (2.18) the desired PML equation

∇ · (τ̃(ũ)A) + γ2Jũ = 0 in R
3\B̄l.

Here

τ̃(ũ) = 2µε̃(ũ) + λtr(ε̃(ũ))I, ε̃(ũ) =
1

2
(∇ũBT +B(∇ũ)T ),

where B = (∇F )−T = diag(α1(x1)
−1, α2(x2)

−1, α3(x3)
−1) ∈ C

3×3 is a diagonal
matrix and A = J(∇F )−T = JB. We notice that τ̃(φ) = τ̃(x,φ), ε̃(φ) = ε̃(x,φ)
which satisfies τ̃(x,φ) = τ(φ), ε̃(x,φ) = ε(φ) for x ∈ Bl.

Let BL = {x ∈ R
3 : |xi| < Li, i = 1, 2, 3} be the domain containing Bl. The

PML solution û in ΩL = BL\D̄ is defined as the weak solution of the following
problem:

∇ · (τ̃(û)A) + γ2Jû = − q in ΩL,(2.20)

τ̃(û)AnD = − g on ΓD,(2.21)

û · n = 0, τ̃(û)An× n = 0 on ΓL := ∂BL.(2.22)

The well-posedness of the PML problem (2.20)-(2.21) and the convergence of its
solution to the solution of the original scattering problem will be studied in the
following sections. We remark that the boundary condition (2.22) is different from
the usual homogeneous Dirichlet condition û = 0 on ΓL.

To conclude this section, we introduce the following assumption on the thickness
of the PML layer which is rather mild in practical applications:

(H2) dj := Lj − lj ≥ 2(l̄j − lj), j = 1, 2, 3. Set d := min(d1, d2, d3).

Here l̄j , j = 1, 2, 3, are defined in (2.8). In the remainder of this paper we denote
C the generic constant which is independent of d but may depend on σ0 which,
however, has at most polynomial growth in σ0.
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3. The PML equation in R
3

In this section we will show that the PML equation

∇ · (τ̃(u1)A) + γ2Ju1 = −JΦ in R
3,(3.1)

has a unique weak solution u1 ∈ H1(R3) for any Φ ∈ H1(R3)′. The argument
depends on the study of the fundamental solution matrix and the Newton potential
of the PML equation which extends the study in [25, 10] for acoustic scattering
problems.

We denote A(·, ·) :H1(R3)×H1(R3) → C the sesquilinear form

A(φ,ψ) =

∫

R3

τ̃(φ)A : ∇ψ̄ dx, ∀φ,ψ ∈H1(R3).

Our first goal is to show that under the assumption (H1), the sesquilinear form A
is coercive in H1(R3). We first prove some elementary lemmas.

Lemma 3.1. Let (H1) be satisfied. Let µ′ = µ/(λ+ µ). Then we have

(1 + µ′)Re
α1α2α3

α2
j

≥ η1η2η3
η2j

+
µ′

|αj |2
, j = 1, 2, 3,

where ηj(xj) = 1 + ζσj(xj) and thus αj(xj) = ηj(xj) + iσj(xj), j = 1, 2, 3.

Proof. We only prove the case when j = 1. The other cases are similar. By direct
calculation we have

(1 + µ′)Re
α2α3

α1
− η2η3

η1

=
µ′η21(η2η3 − σ2σ3) + (1 + µ′)σ1η1(σ2η3 + σ3η2)− η2η3σ

2
1 − η21σ2σ3

η1|α1|2
.

It is easy to see that

σ1η1(σ2η3 + σ3η2)− η2η3σ
2
1 − η21σ2σ3 = (σ1 − σ3)(σ2 − σ1)

≥ −σ2σ3 − σ2
1 .

Thus

(1 + µ′)Re
α2α3

α1
− η2η3

η1
≥ µ′η21(η2η3 − σ2σ3)− σ2σ3 − σ2

1

η1|α1|2
.

The lemma follows since η21 ≥ η1+ζ
2σ2

1 and η2η3−σ2σ3 ≥ 1+µ′−1σ2σ3 by (H1). �

Lemma 3.2. Let (H1) be satisfied. Let µ′ = µ/(λ+µ). Then for any ξ1, ξ2, ξ3 ∈ C,

(1 + µ′)
3∑

i=1

Re
α1α2α3

α2
i

|ξi|2 + 2
[
η1Re (ξ2ξ̄3) + η2Re (ξ1ξ̄3) + η3Re (ξ1ξ̄2)

]

≥
3∑

i=1

µ′

|αi|2
|ξi|2.

Proof. This is a direct consequence of Lemma 3.1 and the following identity
η2η3
η1

|ξ|21 +
η1η3
η2

|ξ|22 +
η1η2
η3

|ξ|23 + 2
[
η1Re (ξ2ξ̄3) + η2Re (ξ1ξ̄3) + η3Re (ξ1ξ̄2)

]

=

∣∣∣∣
√
η2η3
η1

ξ1 +

√
η1η3
η2

ξ2 +

√
η1η2
η3

ξ3

∣∣∣∣
2

.

This completes the proof. �
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Lemma 3.3. Let (H1) be satisfied. We have

ReA(φ,φ) ≥ min
j=1,2,3

min
xj∈R

µ

|αj(xj)|2
||∇φ||2L2(R3), ∀φ ∈H1(R3).

We remark that since αj(xj) = 1 + ζσj(xj) + iσj(xj), j = 1, 2, 3, by (2.8) we
know that minxj∈R

1
|αj(xj)|2 ≥ [(1 + ζσ0)

2 + σ2
0 ]

−1.

Proof. We only need to prove the lemma for φ ∈ C∞
0 (R3) by the density argument.

First, since B = diag(α−1
1 , α−1

2 , α−1
3 ) and A = JB, we have

τ̃(φ)A : ∇φ̄ = Jτ̃(φ) : ∇φ̄BT

= µJ(∇φBT +B∇φT ) : ∇φ̄BT + λJtr(ε̃(φ))tr(ε̃(φ̄)).

This yields

∫

R3

τ̃(φ)A : ∇φ̄ dx =

∫

R3

µJ

3∑

i,j=1

(
α−2
j

∣∣∣∂φi
∂xj

∣∣∣
2

+ α−1
i α−1

j

∂φj
∂xi

∂φ̄i
∂xj

)
dx

+

∫

R3

λJ

3∑

i,j=1

α−1
i α−1

j

∂φi
∂xi

∂φ̄j
∂xj

dx.

Now since φ ∈ C∞
0 (R3), we integrate by parts twice to obtain

∫

R3

Jα−1
i α−1

j

∂φj
∂xi

∂φ̄i
∂xj

dx =

∫

R3

Jα−1
i α−1

j

∂φi
∂xi

∂φ̄j
∂xj

dx, ∀i 6= j, i, j = 1, 2, 3,

where we have used the fact that for i 6= j, Jα−1
i α−1

j = αk, where k 6= i, j, is
independent of xi, xj . Thus

Re

∫

R3

τ̃(φ)A : ∇φ̄ dx

=

∫

R3

µ
3∑

i=1

∑

j 6=i

Re
α1α2α3

α2
j

∣∣∣∂φi
∂xj

∣∣∣
2

dx+

∫

R3

(λ+ 2µ)

3∑

i=1

Re
α1α2α3

α2
i

∣∣∣∂φi
∂xi

∣∣∣
2

dx

+

∫

R3

2(λ+ µ)

[
η1Re

(∂φ2
∂x2

∂φ̄3
∂x3

)
+ η2Re

(∂φ1
∂x1

∂φ̄3
∂x3

)
+ η3Re

(∂φ1
∂x2

∂φ̄2
∂x2

)]
.

The lemma now follows from Lemma 3.2 and the fact that Re α1α2α3

α2
j

≥ 1
|αj |2 , j =

1, 2, 3, since ζ ≥ 1 which follows from (H1). �

Now we study the Newton potential for the PML equation (3.1). For z ∈ U =
{z ∈ C : Re (z) > |Im (z)|} which is defined in Lemma 2.2, denote Fz(x) = x̃z(x)
and Jz = det(∇Fz), where x̃z(x) is defined in (2.9). For Φ ∈ L2(R3) with compact
support, we define

Nz(Φ)(x) =

∫

R3

Jz(y)Γ̃z(x,y)Φ(y)dy in R
3.(3.2)

To proceed, for any Banach space X with norm ‖ · ‖X , we denote A(U ;X) the
space of all X-valued analytic functions in U . A function v(z) is called X-valued
analytic function in U if for any z ∈ U , ‖(v(z + h) − v(z))/h‖X → 0 as |h| → 0,
h ∈ C.
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Lemma 3.4. Let Φ ∈ L2(R3) with compact support. For any z ∈ U = {z ∈
C : Re (z) > |Im (z)|} defined in Lemma 2.2, we have Nz(Φ) ∈ H1

loc(R
3) satis-

fies ‖Nz(Φ)‖H1(O) ≤ C‖Φ‖L2(R3) for any bounded open set O ⊂ R
3. Moreover,

Nz(Φ) ∈ A(U ;H1(O)) for any bounded open set O ⊂ R
3.

Proof. For convenience we denote uz = Nz(Φ). By Lemma 2.3 and Lemma 2.2,

we know that |Γ̃z(x,y)| ≤ C|x − y|−1 uniformly for x,y in bounded set of R3

and x 6= y. Since Φ has compact support, by well-known estimates for Riesz
potentials (e.g. [20, Lemma 7.12]), we know that for any bounded open set O ⊂
R

3, ‖uz‖L2(O) ≤ C‖Φ‖L2(R3). Similarly, by Lemma 2.3 and Lemma 2.2, we have

| ∂
∂xj

Γ̃z(x,y)| ≤ C|x − y|−2 uniformly for x,y in bounded set of R3 and x 6= y.

Thus again by [20, Lemma 7.12], we have ‖ ∂
∂xj
uz‖L2(O) ≤ C‖Φ‖L2(R3). This shows

uz ∈H1
loc(R

3) and ‖uz‖H1(O) ≤ C‖Φ‖L2(R3) for any bounded open set O ⊂ R
3.

Next, it is easy to see that | ∂
∂zd(x̃z, ỹz)| ≤ C|x−y| uniformly for x,y in bounded

set. Thus, by Lemma 2.3 and Lemma 2.2, we can obtain that | ∂
∂z Γ̃

z
jk(x,y)| ≤ C|x−

y|−1, | ∂
∂z (∇xΓjk(x̃z, ỹz))| ≤ C|x−y|−2 uniformly for x,y in bounded set and x 6=

y. Consequently, | ∂
∂z (Jz(y)Γ̃

z
jk(x,y))| ≤ C|x−y|−1 and | ∂

∂z (Jz(y)∇xΓ̃z
jk(x,y))| ≤

C|x−y|−2 uniformly for x,y in bounded set and x 6= y. This implies that for almost

all x in the bounded open set O, ∂
∂z (Jz(·)Γ̃z(x, ·))Φ(·) ∈ H1(O). By Lebesgue

dominated convergence theorem, we conclude that uz ∈ A(U ;H1(O)). �

The following lemma indicates that J(y)Γ̃(x,y) is the fundamental solution
matrix of the PML equation.

Lemma 3.5. For any Φ ∈ L2(R3) with compact support, the Newton potential

N(Φ)(x) :=

∫

R3

J(y)Γ̃(x,y)Φ(y)dy(3.3)

satisfies N(Φ) ∈H1(R3) and the PML equation in the weak sense

A(N(Φ),ψ)− γ2(JN(Φ),ψ) = (JΦ,ψ), ∀ψ ∈H1(R3),(3.4)

where (·, ·) is the inner product on L2(R3) or the duality pairing between H1(R3)
and H1(R3)′. Moreover, ‖N(Φ)‖H1(O) ≤ C‖Φ‖L2(R3) for any bounded open set

O ⊂ R
3.

Proof. Let z0 = ζ + i, then N(Φ) = Nz0(Φ). We again denote uz = Nz(Φ) for
z ∈ U = {z ∈ C : Re (z) > |Im (z)|} which is defined in Lemma 2.2. By Lemma
3.4 we know uz0 ∈H1

loc(R
3) and ‖uz0‖H1(O) ≤ C‖Φ‖L2(R3) for any bounded open

set O ⊂ R
3. By the definition (3.3) and Lemma 2.4 we know that uz0 decays

exponentially and hence uz0 ∈H1(R3).
It remains to show uz0 satisfies (3.4). Here we use the argument in [25] for the

Helmholtz equation. For that purpose, for any ψ ∈ C∞
0 (R3), consider

I(z) :=

∫

R3

(
τ̃z(uz)Az : ∇ψ̄ − γ2Jzuz · ψ̄ − JzΦ · ψ̄

)
dx, ∀z ∈ U,

where τ̃z(uz) = 2µε̃z(uz)+λtr(ε̃z(uz))I, ε̃z(uz) =
1
2 (∇uzB

T
z +BT

z (∇uz)
T ), Bz =

(∇Fz)
−T , and Az = JzBz. By Lemma 3.4, I(z) is analytic in U . On the other

hand, for z ∈ R+\{0} ⊂ U , it is easy to see that Fz is C2 smooth, injective, and
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maps R3 onto R
3. Thus by using the formula of change of variable, we know that

I(z) =

∫

R3

(
τ̃z(uz) : ∇ψ̄Bz − γ2uz · ψ̄ −Φ · ψ̄

)
Jzdx

=

∫

R3

(
τ(vz) : ∇ψ̄z − γ2vz · ψ̄z − (Φ ◦ F−1

z ) · ψ̄z

)
dx,

where ψz := ψ ◦ F−1
z , and

vz(x) := (uz ◦ F−1
z )(x) =

∫

R3

Γ(x,y)(Φ ◦ F−1
z )(y)dy.

It is clear that ∇ · τ(vz) + γ2vz = −Φ ◦ F−1
z in R

3 for z ∈ R+\{0}. Since ψz

has compact support for z ∈ R+\{0}, we obtain I(z) = 0 for z ∈ R+\{0} by
integration by parts. Thus the analyticity of I(z) yields that I(z) = 0 in U which
implies that uz0 satisfies the PML equation (3.4) in the weak sense. This completes
the proof. �

We remark that in the lemma we have in fact proved that for any z ∈ U = {z ∈
C : Re (z) > |Im (z)|} defined in Lemma 2.2, uz = Nz(Φ), where Φ ∈ L2(R3) has
compact support, satisfies∫

R3

(
τ̃z(uz)Az : ∇ψ̄ − γ2Jzuz · ψ̄

)
dx =

∫

R3

JzΦ · ψ̄dx, ∀ψ ∈H1(R3).(3.5)

Then by Lemma 3.3 and Lemma 3.4 we deduce that ‖uz‖H1(O) ≤ C‖Φ‖H1(R3)′ for

any bounded open set O ⊂ R
3. Therefore, by the density argument we know that

Nz(Φ) ∈H1
loc(R

3) is well-defined for any Φ ∈H1(R3)′ with compact support and
satisfies ‖Nz(Φ)‖H1(O) ≤ C‖Φ‖H1(R3)′ for any bounded open set O ⊂ R

3.
The following lemma shows that the Newton potential in (3.3) can also be defined

for Φ ∈ L2(R3).

Lemma 3.6. For any Φ ∈ L2(R3), we have N(Φ) ∈ H1(R3) which satisfies
‖N(Φ)‖H1(R3) ≤ C‖Φ‖L2(R3) and

A(N(Φ),ψ)− γ2(JN(Φ),ψ) = (JΦ,ψ), ∀ψ ∈H1(R3).(3.6)

Proof. By Lemma 2.4 and Lemma 2.6 we know that for any x ∈ R
3, j, k = 1, 2, 3,∫

R3

|Γ̃jk(x,y)|dy ≤ C

∫

|x−y|<β1

|x− y|−1dy + C

∫

|x−y|>β1

e−kpIm d(x̃,ỹ)dy ≤ C,

where β1 = 2
√
3βl̄max. Now for any Φ ∈ L2(R3) with compact support and

ψ ∈ L2(R3), by Cauchy-Schwarz inequality,

|(N(Φ),ψ)|

=

∣∣∣∣
∫

R3

∫

R3

J(y)Γ̃(x,y)Φ(y)ψ(x)dxdy

∣∣∣∣

≤ C

(∫

R3

∫

R3

|Γ̃(x,y)||Φ(y)|2dxdy
)1/2(∫

R3

∫

R3

|Γ̃(x,y)||ψ(x)|2dxdy
)1/2

≤ C‖Φ‖L2(R3)‖ψ‖L2(R3).

This implies ‖N(Φ)‖L2(R3) ≤ C‖Φ‖L2(R3). Similarly, one has ‖∇N(Φ)‖L2(R3) ≤
C‖Φ‖L2(R3). Thus ‖N(Φ)‖H1(R3) ≤ C‖Φ‖L2(R3). This implies by the density that

N(Φ) ∈ H1(R3) for any Φ ∈ L2(R3). The equality (3.6) follows now from (3.4)
again by the density argument. This completes the proof. �
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The following theorem is the main result of this section.

Theorem 3.7. Let (H1) be satisfied. There exists a constant C > 0 that

sup
ψ∈H1(R3)

|A(φ,ψ)− γ2(Jφ,ψ)|
‖ψ‖H1(R3)

≥ C‖φ‖H1(R3), ∀φ ∈H1(R3).

Proof. We follow the argument in [10, Theorem 5.2]. We only need to show that
for any F1 ∈H1(R3)′, there exists a unique solution w ∈H1(R3) that satisfies

A(w,ψ)− γ2(Jw,ψ) = F1(ψ), ∀ψ ∈H1(R3),(3.7)

and the estimate ‖w‖H1(R3) ≤ C‖F1‖H1(R3)′ . We first show the existence and the
estimate. By Lemma 3.3 and Lax-Milgram lemma we know that there is a unique
v ∈H1(R3) such that

A(v,ψ) + (v,ψ) = F1(ψ), ∀ψ ∈H1(R3).

Moreover, ‖v‖H1(R3) ≤ C‖F1‖H1(R3)′ . For F2 := γ2v + J−1v ∈ L2(R3), we intro-
duce the Newton potential v1 =N(F2) which satisfies ‖v1‖H1(R3) ≤ C‖F2‖L2(R3) ≤
C‖v‖L2(R3) ≤ C‖F1‖H1(R3)′ , and by Lemma 3.6

A(v1,ψ)− γ2(Jv1,ψ) = (γ2Jv + v,ψ), ∀ψ ∈H1(R3),

which implies w = v1 + v ∈ H1(R3) satisfies (3.7) and the estimate ‖w‖H1(R3) ≤
C‖F1‖H1(R3)′ .

It remains to show the uniqueness. Let w satisfy (3.7) with F1 = 0. For any
Φ ∈ L2(R3), let N(Φ) ∈ H1(R3) be the Newton potential in Lemma 3.6. Then

since A(N(Φ), w̄) = A(w,N(Φ)), by (3.6) and (3.7) with F1 = 0, we have,

(JΦ, w̄) = A(N(Φ), w̄)− γ2(JΦ, w̄) = A(w,N(Φ))− γ2(Jw,N(Φ)) = 0,

for any Φ ∈ L2(R3). This shows w = 0 and completes the proof. �

We finally show that the Newton potential N(Φ) can also be defined for Φ ∈
H1(R3)′.

Lemma 3.8. Let (H1) be satisfied. The Newton potential N : L2(R3) → H1(R3)
defined in (3.3) extends as a continuous linear operator from H1(R3)′ to H1(R3)
and satisfies ‖N(Φ)‖H1(R3) ≤ C‖Φ‖H1(R3)′ . Moreover,

A(N(Φ),ψ)− γ2(JN(Φ),ψ) = (JΦ,ψ), ∀ψ ∈H1(R3).(3.8)

Proof. For Φ ∈ L2(R3), Theorem 3.7 and Lemma 3.6 imply that ‖N(Φ)‖H1(R3) ≤
C‖Φ‖H1(R3)′ . The lemma follows then from the density of L2(R3) in H1(R3)′. �

4. The PML equation in the truncated domain

We first introduce some notation. For any bounded domain D ⊂ R
3 with bound-

ary Γ, we use the weightedH1-norm ‖ϕ ‖H1(D) =
(
d−2
D ‖ϕ ‖2L2(D) + ‖∇ϕ ‖2L2(D)

)1/2

and the weighted H1/2-norm ‖ v ‖H1/2(Γ) =
(
d−1
D ‖ v ‖2L2(Γ) + |v|21

2 ,Γ

)1/2
, where dD

is the diameter of D, and

|v|21
2 ,Γ

=

∫

Γ

∫

Γ

|v(x)− v(x′)|2
|x− x′|3 ds(x) ds(x′).
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It is obvious that for any v ∈W 1,∞(Γ),

‖v‖H1/2(Γ) ≤ (|Γ| d−1
D )1/2‖v‖L∞(Γ) + (|Γ|dD)1/2‖∇v‖L∞(Γ).(4.1)

By the scaling argument and the trace theorem we know that there exist constants
C1, C2 independent of dD such that

C1
|D|
d3D

‖v‖H1/2(Γ) ≤ inf
ϕ|Γ=v

ϕ∈H1(D)

‖ϕ‖H1(D) ≤ C2
d2D
|Γ| ‖v‖H1/2(Γ).(4.2)

We denote AD :H1(D)×H1(D) → C the sesquilinear form:

AD(φ,ψ) =

∫

D
τ̃(φ)A : ∇ψ̄dx, ∀φ,ψ ∈H1(D).

Since ε̃(φ) is a symmetric matrix, we have, for any φ,ψ ∈H1(D),

AD(φ,ψ) =

∫

D

(
µJε̃(φ) : ε̃(ψ̄) + λJ d̃ivφ · d̃iv ψ̄

)
dx,(4.3)

where d̃ivv =
∑3

i=1
1
αi

∂vi

∂xi
is the divergence operator with respect to the stretched

coordinates.
Let V (BL) = {v ∈ H1(BL) : v · n = 0 on ΓL}. The purpose of this section is

to show the following theorem which plays a key role in our subsequent analysis.

Theorem 4.1. Let (H1)-(H2) be satisfied and σ0d be sufficiently large. Then there
exists a constant C > 0 such that

sup
v∈V (BL)

|ABL
(φ,v)− γ2(Jφ,v)BL

|
‖v‖H1(BL)

≥ C‖φ‖H1(BL), ∀φ ∈ V (BL).(4.4)

Proof. The argument extends the reflection argument in [10, 9] for the Helmholtz
and Maxwell equations. For φ ∈ V (BL), we define a functional F1 ∈ V (BL)

′ by

F1(v) := ABL
(φ,v)− γ2(Jφ,v)BL

, ∀v ∈ V (BL).

Then the inf-sup condition (4.4) is equivalent to show ‖φ‖H1(BL) ≤ C‖F1‖V (BL)′ .

We introduce an extension of φ to the domain BR1

L = (−2L1 + l̄1, 2L1 − l̄1) ×
(−L2, L2)× (−L3, L3) as follows, where l̄j , j = 1, 2, 3, are defined in (2.8). For any

x ∈ BR1

L , we denote

xR1 =

{
(2L1 − x1, x2, x3)

T if |x1 − L1| ≤ L1 − l̄1;
(−2L1 − x1, x2, x3)

T if |x1 + L1| ≤ L1 − l̄1.

xR1 is the image point of x with respect to x1 = L1 or x1 = −L1. For x ∈ BR1

L \B̄L,
let

φR1
1 (x) = −φ1(xR1), φR1

2 (x) = φ2(x
R1), φR1

3 (x) = φ3(x
R1).

φR1
1 is the extension of φ1 in BL to BR1

L by odd reflection with respect to x1 = ±L1.

For j = 2, 3, φR1
j is the extension of φj in BL to BR1

L by even reflection with respect

to x1 = ±L1. Obviously φR1 = (φR1
1 , φR1

2 , φR1
3 )T ∈ H1(BR1

L ) since φ · n = 0 on

ΓL. For any v ∈H1
0 (B

R1

L ), we define FR1 ∈H−1(BR1

L ) by

FR1(v) :=

∫

B
R1
L

(
µJε̃(φR1) : ε̃(v̄) + λJ d̃ivφR1 · d̃iv v̄ − γ2JφR1 · v̄

)
dx.
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Since σ1(x1) = σ0 for |x1| ≥ l̄1, we have, for x ∈ BR1

L ,

ε̃jj(φ
R1)(x) = ε̃jj(φ)(x

R1), j = 1, 2, 3,

ε̃12(φ
R1)(x) = −ε̃12(φ)(xR1), ε̃13(φ

R1)(x) = −ε̃13(φ)(xR1),

ε̃23(φ
R1)(x) = ε̃23(φ)(x

R1),

which imply by the change of variables that

FR1(v) =

∫

BL

(
µJε̃(φ) : ε̃(¯̃v) + λJ d̃ivφ · d̃iv ¯̃v − γ2Jφ · ¯̃v

)
dx,

where ṽ = (ṽ1, ṽ2, ṽ3)
T is defined in BL as

ṽ1(x) =





v1(x)− v1(x
R1) if x1 ∈ (l̄1, L1);

v1(x) if x1 ∈ (−l̄1, l̄1);
v1(x)− v1(x

R1) if x1 ∈ (−L1,−l̄1),

and for j = 2, 3,

ṽj(x) =





vj(x) + vj(x
R1) if x1 ∈ (l̄1, L1);

vj(x) if x1 ∈ (−l̄1, l̄1);
vj(x) + vj(x

R1) if x1 ∈ (−L1,−l̄1).

Since v ∈ H1
0 (B

R1

L ), we know that ṽ ∈ V (BL) and ‖ṽ‖H1(BL) ≤ C‖v‖
H1(B

R1
L )

.

Thus

‖FR1‖
H−1(B

R1
L )

≤ C sup
ṽ∈V (BL)

|ABL
(φ, ṽ)− γ2(Jφ, ṽ)BL

|
‖ṽ‖H1(BL)

= C‖F1‖V (BL)′ .(4.5)

Now we extend φR1
2 by odd reflection, φR1

1 , φR1
3 by even reflection with respect

to x2 = ±L2 to obtain a function φR1R2 defined in BR1R2

L = (−2L1 + l̄1, 2L1 −
l̄1)× (−2L2+ l̄2, 2L2− l̄2)× (−L3, L3). We further extend φR1R2

3 by odd reflection,

φR1R2
1 , φR1R2

2 by even reflection with respect to x3 = ±L3 to obtain a function φR

defined in BR
L = (−2L1+ l̄1, 2L1− l̄1)× (−2L2+ l̄2, 2L2− l̄2)× (−2L3+ l̄3, 2L3− l̄3).

For any v ∈H1
0 (B

R
L ), we then define a functional FR ∈H−1(BR

L ) by

FR(v) :=

∫

BR
L

(
µJε̃(φR) : ε̃(v̄) + λJ d̃ivφR · d̃iv v̄ − γ2JφR · v̄

)
dx.(4.6)

By a similar argument leading to (4.5) one can prove ‖FR‖H−1(BR
L ) ≤ C‖F1‖V (BL)′ .

Now we extend FR ∈H−1(BR
L ) to a bounded linear functional F2 ∈H1(R3)′ by

Hahn-Banach theorem such that ‖F2‖H1(R3)′ = ‖FR‖H−1(BR
L ). For F2 ∈ H1(R3)′

we use Lemma 3.7 to conclude that there exists a w ∈H1(R3) such that

A(w,v)− γ2(Jw,v) = F2(v), ∀v ∈H1(R3),

and ‖w‖H1(R3) ≤ C‖F2‖H1(R3)′ ≤ C‖F1‖V (BL)′ . This yields, by using (4.6), for

w1 = w − φR ∈H1(BR
L ),

A(w1,v)− γ2(Jw1,v) = 0, ∀v ∈H1
0 (B

R
L ).(4.7)
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Since J(y)Γ̃(x,y) is the fundamental solution matrix of the PML equation, by the
integral representation formula we have for x ∈ BL,

J(x)w1(x) · en =

∫

∂BR
L

τ̃(w1(y))An · J Γ̃(x,y)ends(y)(4.8)

−
∫

∂BR
L

τ̃(J Γ̃(x,y)en)An ·w1(y)ds(y).

Denote dRj = (Lj − l̄j), j = 1, 2, 3. Then dR := min(dR1 , d
R
2 , d

R
3 ) is the dis-

tance between BL and ∂BR
L . Clearly dRj ≥ dj/2 by (H2), j = 1, 2, 3. Denote

by BL+dR/2 := {x ∈ R
3 : |xj | < Lj + dRj /2, j = 1, 2, 3}. Since σj(t) = σ0 for

Lj ≤ |t| ≤ Lj + dRj , we have
∣∣∣
∫ yj

xj
σj(t)dt

∣∣∣ ≥ σ0d
R
j /2 for x ∈ BL, |yj | ≥ Lj + dRj /2.

By (2.16) we have then for any x ∈ BL,y ∈ BR
L \B̄L+dR/2,

Im d(x̃, ỹ) ≥ dR/2√∑3
j=1(2Lj + dRj )

2
σ0d

R/2 := γ1σ0d
R.(4.9)

Let χ ∈ C∞
0 (R3) be the cut-off function such that χ = 0 in BL+dR/2, χ = 1 near

∂BR
L , and |∇χ| ≤ C(dR)−1 ≤ Cd−1. Then by integrating by parts and using

∇ · (τ̃(w1)A) − γ2Jw1 = 0 in BR
L which is a consequence of (4.7), we obtain, for

any x ∈ BL,∣∣∣∣∣

∫

∂BR
L

τ̃(w1(y))An · J Γ̃(x,y)ends(y)
∣∣∣∣∣

=

∣∣∣∣∣

∫

BR
L

(
γ2Jw1 · (JχΓ̃(x,y)en)− τ̃(w1)A : D(JχΓ̃(x,y)en)

)
dy

∣∣∣∣∣

≤ Cd3/2‖w1‖H1(BR
L ) max

j,k=1,2,3
max

y∈BR
L\B̄L+dR/2

(
d|Γ̃jk(x,y)|+ |∇yΓ̃jk(x,y)|

)

≤ Cd3/2e−kpγ1σ0d
R‖w1‖H1(BR

L ),

where we have used (4.9) and Lemma 2.4. A similar argument for the second term

in (4.8) implies that ‖w1‖L∞(BL) ≤ Cd3/2e−kpγ1σ0d
R‖w1‖H1(BR

L ). One can obtain a

similar bound for ∇w1 to get ‖∇w1‖L∞(BL) ≤ Cd3/2e−kpγ1σ0d
R‖w1‖H1(BR

L ). Thus

‖w1‖H1(BL) ≤ Cd3/2(d−1‖w1‖L∞(BL) + ‖∇w1‖L∞(BL))(4.10)

≤ Cd3e−kpγ1σ0d
R‖w1‖H1(BR

L )

≤ Cd3e−kpγ1σ0d
R

(‖w‖H1(BR
L ) + ‖φR‖H1(BR

L ))

≤ Cd3e−kpγ1σ0d
R

(‖w‖H1(R3) + ‖φ‖H1(BL)).

Therefore,

‖φ‖H1(BL) ≤ ‖w‖H1(BL) + ‖w1‖H1(BL)

≤ ‖w‖H1(BL) + Cd3e−kpγ1σ0d
R

(‖w‖H1(R3) + ‖φ‖H1(BL)).

This shows ‖φ‖H1(BL) ≤ C‖w‖H1(R3) ≤ C‖F1‖V (BL)′ if σ0d and thus σ0d
R ≥ σ0d/2

is sufficiently large. This completes the proof. �
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5. The PML equation in the layer

In this section we consider the following problem of the PML equation in the
layer ΩPML := BL\B̄l

∇ · (τ̃(w)A) + γ2Jw = 0 in ΩPML,(5.1)

w = 0 on Γl,(5.2)

w · n = f1 · n, τ̃(w)An× n = g1 × n on ΓL,(5.3)

where f1 ∈H1/2(ΓL), g1 ∈H−1/2(ΓL).

Lemma 5.1. Let (H1) be satisfied. Given f ∈H1/2(Γl), let ξ̃ = E(f) be the PML

extension of f defined in (2.17). Then ξ̃ ∈H1(R3\B̄l) and

〈Tf ,ψ〉Γl
= −

∫

R3\B̄l

(
τ̃(ξ̃)A : ∇ψ̄ − γ2J ξ̃ · ψ̄

)
dx, ∀ψ ∈H1(R3\B̄l).(5.4)

Proof. For z ∈ U = {z ∈ C : Re (z) > |Im (z)|} defined in Lemma 2.2, we first prove

the modified single and double layer potentials Ψ̃z
SL(λ) ∈ H1

loc(R
3\B̄l), Ψ̃

z
DL(f) ∈

H1
loc(R

3\B̄l) for any λ ∈ H−1/2(Γl),f ∈ H1/2(Γl) by using an argument in [27,

Theorem 6.11]. Since the trace operator γ0 :H1(Bl) →H1/2(Γl) is surjective and
continuous, its conjugate operator γ′0 :H−1/2(Γl) →H1(Bl)

′ is a continuous linear
operator. Thus the modified single layer potential operator can be decomposed as
Ψ̃z

SL = Nz ◦ γ′0 which implies by the remark after Lemma 3.5 that Ψ̃z
SL(λ) ∈

H1
loc(R

3\B̄l) and satisfies ‖Ψ̃z
SL(λ)‖H1(O\B̄l) ≤ C‖λ‖H−1/2(Γl) for any bounded

open set O in R
3. For f ∈ H1/2(Γl), we denote v ∈ H1(Bl) the weak solution of

the Dirichlet problem ∇·τ(v) = 0 in Bl, v = f on Γl. Thus τ(v)nl ∈H−1/2(Γl). It

is easy to see by integration by parts that Ψ̃z
DL(f) = −γ2N(v)+Ψ̃z

SL(τ(v)nl). This

shows by Lemma 3.4 that Ψ̃z
DL(f) ∈H1

loc(R
3\B̄l) and satisfies ‖Ψ̃z

DL(f)‖H1(O\B̄l) ≤
C‖v‖L2(Bl)+C‖τ(v)nl‖H−1/2(Γl) ≤ C‖f‖H1/2(Γl) for any bounded open setO in R

3.

Therefore, ξ̃z := −Ψ̃z
SL(Tf) + Ψ̃z

DL(f) ∈ H1
loc(R

3\B̄l). Since ξ̃ = ξ̃z0 , z0 = ζ + i,

we know that ξ̃ ∈ H1
loc(R

3\B̄l). This implies ξ̃ ∈ H1(R3\B̄l) since ξ̃ decays
exponentially as |x| → ∞.

Now we prove (5.4). It follows from (3.5) that ξ̃z satisfies

∫

R3\B̄l

(
τ̃z(ξ̃z)Az : ∇ψ̄ − γ2Jz ξ̃z · ψ̄

)
dx = 0, ∀ψ ∈ C∞

0 (R3\B̄l).

Thus by the definition of weak derivative, ∇ · (τ̃z(ξ̃z)Az) = −γ2Jz ξ̃z ∈ L2(R3\B̄l),

which implies τ̃z(ξ̃z)Aznl ∈H−1/2(Γl) and for any ψ ∈H1(R3\B̄l),

〈τ̃z(ξ̃z)Aznl,ψ〉Γl
= −

∫

R3\B̄l

(
τ̃z(ξ̃z)Az : ∇ψ̄ − γ2Jz ξ̃z · ψ̄

)
dx.(5.5)

Here we remark that nl is the unit outer normal to Γl which is opposite to the unit
outer normal to ∂(R3\B̄l).

The following argument is the same as that in Lemma 3.5. For any z ∈ R+\{0} ⊂
U , Fz is C2 smooth, injective, and maps R

3\B̄l onto R
3\B̄l. Thus by using the

formula of change of variable and integration by parts, we know that for any ψ ∈
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C∞
0 (R3),

I1(z) : =

∫

R3\B̄l

(
τ̃z(ξ̃z)Az : ∇ψ̄ − γ2Jzuz · ψ̄

)
dx

=

∫

R3\B̄l

(
τ(vz) : ∇ψ̄z − γ2vz · ψ̄z

)
dx,

where ψz = ψ ◦ F−1
z has compact support and

vz(x) := (ξ̃z ◦ F−1
z )(x) = −〈Tf ◦ F−1

z ,Γ(x, ·)en〉Γl
+ 〈T[Γ(x, ·)en],f ◦ F−1

z 〉Γl

= −〈Tf ,Γ(x, ·)en〉Γl
+ 〈T[Γ(x, ·)en], f̄〉Γl

= ξ(x), ∀x ∈ R
3\B̄l,

where we have used Fz(x) = x on Γl, the Betti formula (2.11) with ξ being the so-
lution of (2.1)-(2.3). Thus by integration by parts we obtain I1(z) = −〈Tf,ψz〉Γl

=
−〈Tf,ψ〉Γl

for z ∈ R+\{0}. By Lemma 3.4, I1(z) is analytic in U which yields that
I1(z) = −〈Tf,ψ〉Γl

for any z ∈ U . This completes the proof by (5.5) and noticing

that ξ̃ = ξ̃z0 and τ̃(ξ̃)Anl = τ̃z0(ξ̃z0)Az0nl on Γl. �

Let X(ΩPML) = {v ∈H1(ΩPML) : v = 0 on Γl,v ·n = 0 on ΓL}. The following
theorem is the main result of this section.

Theorem 5.2. Let (H1)-(H2) be satisfied and σ0d be sufficiently large. Then there
exists a constant C > 0 such that

sup
v∈X(ΩPML)

|AΩPML(φ,v)− γ2(Jφ,v)ΩPML |
‖v‖H1(ΩPML)

≥ C‖φ‖H1(ΩPML), ∀φ ∈X(ΩPML).

Moreover, the PML problem in the layer (5.1)-(5.3) has a unique weak solution
w ∈H1(ΩPML) which satisfies ‖w‖H1(ΩPML) ≤ C(‖f1‖H1/2(ΓL) + ‖g1‖H−1/2(ΓL)).

Proof. We extend any φ ∈ X(ΩPML) to be zero in Bl and thus obtain a function
(still denoted as φ) in V (BL). By using Theorem 4.1

‖φ‖H1(ΩPML) = ‖φ‖H1(BL) ≤ C sup
v∈V (BL)

|AΩPML
(φ,v)− γ2(Jφ,v)ΩPML

|
‖v‖H1(BL)

.

Here we notice that since φ vanishes in Bl, the integration in the sesquilinear form
ABL

(φ,v)−γ2(Jφ,v)BL
is restricted to ΩPML. Now for any v ∈ V (BL), we define

w = E(v̄|Γl
) ∈H1(R3\B̄l). It is easy to see that it satisfies

AΩPML(φ,w)− γ2(Jφ,w)ΩPML = 〈τ̃(w̄)An, φ̄〉ΓL
.

Let χ ∈ C∞(R3) be the cut-off function such that χ = 1 in Bl+d/2 = {x ∈ R
3 :

|xi| < li + di/2, i = 1, 2, 3}, χ = 0 on ΓL, and |∇χ| ≤ Cd−1 in ΩPML. Then
v1 = v − χw ∈X(ΩPML) and

|AΩPML
(φ,v)− γ2(Jφ,v)ΩPML

|
≤ |AΩPML(φ,v1)− γ2(Jφ,v1)ΩPML |
+ |AΩPML

(φ, (1− χ)w)− γ2(Jφ, (1− χ)w)ΩPML
|+ |〈τ̃(w̄)An, φ̄〉ΓL

|
≤ |AΩPML

(φ,v1)− γ2(Jφ,v1)ΩPML
|+ Cd2‖φ‖H1(ΩPML)‖w‖H1(BL\B̄l+d/2)

.
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Since σ(xi) = σ0 for |xi| ≥ li + di/2 ≥ l̄i, where we have used (H2), we know by
(2.16) that for any x ∈ BL\B̄l+d/2,y ∈ Γl,

Im d(x̃, ỹ) ≥ d/2√∑3
i=1(2li + di)2

σ0d/2 := γ2σ0d.

By the the definition of the PML extension in (2.17) and Lemma 2.4, we have

‖w‖H1(BL\B̄l+d/2)

≤ Cd3/2(d−1‖w‖L∞(BL\B̄l+d/2)
+ ‖∇w‖L∞(BL\B̄l+d/2)

)

≤ Cd3/2 max
x∈BL\B̄l+d/2

j,k=1,2,3

(‖Γ̃jk(x, ·)‖W 1,∞(Γl) + ‖∇xΓ̃jk(x, ·)‖W 1,∞(Γl))‖v‖H1/2(Γl)

≤ Cd1/2e−kpγ2σ0d‖v‖H1/2(Γl).

Therefore

‖φ‖H1(ΩPML) ≤ C sup
v1∈X(ΩPML)

|AΩPML
(φ,v1)− γ2(Jφ,v1)ΩPML

|
‖v1‖H1(ΩPML)

+ Cd5/2e−kpγ2σ0d‖φ‖H1(ΩPML).

This shows the desired inf-sup condition if σ0d is sufficiently large. �

6. Convergence of the PML problem

We start by introducing the approximate Dirichlet-to-Neumann operator T̂ :
H1/2(Γl) → H−1/2(Γl) associated with the PML problem. Given f ∈ H1/2(Γl),
let ζ ∈H1(ΩPML) such that ζ = f on Γl, ζ · n = 0 on ΓL, and

AΩPML
(ζ,ψ)− γ2(Jζ,ψ)ΩPML

= 0, ∀ψ ∈X(ΩPML).(6.1)

By Theorem 5.2, T̂ is well-defined for sufficiently large σ0d. We define T̂f ∈
H−1/2(Γl) through the relation

〈T̂f ,ψ〉Γl
= −

∫

ΩPML

(
τ̃(ζ)A : ∇ψ̄ − γ2Jζ · ψ̄

)
dx,(6.2)

for any ψ ∈H1(ΩPML) such that ψ ·n = 0 on ΓL. By (6.1) we know that the right-

hand side of (6.2) depends only on ψ|Γl
. Moreover, T̂f = τ̃(ζ)Anl in H

−1/2(Γl).
To proceed we notice by (2.16) that for x ∈ ΓL,y ∈ Γl,

Im d(x̃, ỹ) ≥ mini=1,2,3 (Li − l̄i)√∑3
i=1 (2li + di)2

σ̄ := γ0σ̄, σ̄ = min
i=1,2,3

∫ Li

0

σi(t)dt.(6.3)

Lemma 6.1. Let (H1)-(H2) be satisfied. For any f ∈ H1/2(Γl), let E(f) be the
PML extension defined in (2.17). Then we have

‖E(f) ‖H1/2(ΓL) + ‖τ̃(E(f))An‖H−1/2(ΓL) ≤ C d1/2e−kpγ0σ̄ ‖f ‖H1/2(Γl)
.

Proof. Since

E(f)(x) · en = −
〈
Tf , Γ̃(x, ·)en

〉
Γl

+
〈
T[Γ̃(x, ·)en], f̄

〉
Γl

.

By (4.1) we have

‖E(f)‖H1/2(ΓL) ≤ CL1/2‖E(f)‖L∞(ΓL) + CL3/2‖∇E(f)‖L∞(ΓL),(6.4)
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where L is the diameter of BL. Clearly L ≤ Cd. For x ∈ ΓL, we have again by
(4.1)

|E(f)(x)| ≤ max
n=1,2,3

‖Tf‖H−1/2(Γl)‖Γ̃(x, ·)en‖H1/2(Γl)

+ max
n=1,2,3

‖T[Γ̃(x, ·)en]‖H−1/2(Γl)‖f‖H1/2(Γl)

≤ C max
j,k=1,2,3

‖Γ̃jk(x, ·)‖W 1,∞(Γl)‖f‖H1/2(Γl).

Now by Lemma 2.4 and (6.3) we obtain

‖E(f)‖L∞(ΓL) ≤ Cd−1e−kpγ0σ̄‖f‖H1/2(Γl).

Similarly, one can prove ‖∇E(f)‖L∞(ΓL) ≤ Cd−1e−kpγ0σ̄‖f‖H1/2(Γl). This shows

the estimate for ‖E(f)‖H1/2(ΓL) by (6.4).

For the estimate of ‖τ̃(E(f))An‖H−1/2(ΓL), we notice that by the definition of

H−1/2(ΓL) norm that

‖τ̃(E(f))An‖H−1/2(ΓL)

≤ CL3/2‖τ̃(E(f))An‖L∞(ΓL)

≤ CL3/2 max
1≤n≤3

(
‖∇x〈Tf , Γ̃(x, ·)en〉Γl

‖L∞(ΓL) + ‖∇x〈T[Γ̃(x, ·)en], f̄〉Γl
‖L∞(ΓL)

)
.

The proof can now be completed using a similar argument for the estimate of
‖E(f)‖H1/2(ΓL) as above. �

Lemma 6.2. Let (H1)-(H2) be satisfied and σ0d is sufficiently large. Then we have

‖Tf − T̂f‖H−1/2(Γl) ≤ Cd5/2e−kpγ0σ̄ ‖f ‖H1/2(Γl)
, ∀f ∈H1/2(Γl).

Proof. For any ψ ∈H1/2(Γl), we extend it to be a function ψ̃ ∈H1(ΩPML) which

satisfies ψ̃ · n = 0 on ΓL and ‖ψ̃‖H1(ΩPML) ≤ C‖ψ‖H1/2(Γl). By (6.2) and Lemma

5.1 we know that for ξ̃ = E(f),

|〈Tf − T̂f ,ψ〉Γl
|

=
∣∣∣
∫

ΩPML

(
τ̃(ξ̃ − ζ)A : ∇

¯̃
ψ − γ2J(ξ̃ − ζ) · ¯̃ψ

)
dx
∣∣∣+ |〈τ̃(ξ̃)An, ψ̃〉ΓL

|

≤ Cd2‖ξ̃ − ζ‖H1(ΩPML) ‖ψ̃‖H1/2(Γl) + C‖τ̃(ξ̃)An‖H−1/2(ΓL)‖ψ̃‖H1/2(ΓL).

Since ξ̃−ζ satisfies the PML problem (5.1)-(5.2) with f1 = E(f), g1 = τ̃(E(f))An,
by Theorem 5.2 and Lemma 6.1, we have

‖ξ̃ − ζ‖H1(ΩPML) ≤ C(‖E(f)‖H1/2(Γl) + ‖τ̃(E(f))An‖H−1/2(ΓL))

≤ Cd1/2e−kpγ0σ̄‖f‖H1/2(Γl).

This completes the proof. �

Let b :H1(ΩL)×H1(ΩL) → C be the sesquilinear form given by

b(φ,ψ) =

∫

ΩL

(
τ̃(φ)A : ∇ψ̄ − γ2Jφ · ψ̄

)
dx.(6.5)

Denote by V (ΩL) = {v ∈H1(ΩL) : v · n = 0 on ΓL}. Then the weak formulation
of (2.20)-(2.21) is: Given q ∈H1(Ωl)

′, g ∈H−1/2(ΓD), find û ∈ V (ΩL) such that

b(û,ψ) = (q,ψ)Ωl
+ 〈g,ψ〉ΓD

, ∀ ψ ∈ V (ΩL).(6.6)
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Theorem 6.3. Let (H1)-(H2) be satisfied and σ0d is sufficiently large. Then the
PML problem (6.6) has a unique solution û ∈ V (ΩL). Moreover, we have the
following error estimate

‖u− û ‖H1(ΩL) ≤ Cd5/2e−kpγ0σ̄ ‖ û ‖H1/2(Γl)
,(6.7)

where u is the solution of (2.5).

Proof. We first show that any solution û of the PML problem (6.6) satisfies the
estimate (6.7). By (6.2) we have

a(û,ψ) + 〈Tû− T̂û,ψ〉Γl
= (q,ψ)Ωl

+ 〈g,ψ〉ΓD
, ∀ ψ ∈H1(Ωl).

Subtracting with (2.5) we get

a(u− û,ψ) = 〈Tû− T̂û,ψ〉Γl
, ∀ ψ ∈H1(Ωl).

Now (6.7) follows from the inf-sup condition (2.7) and Lemma 6.2.
By the Fredholm alternative theorem we know that the uniqueness of the so-

lution of the PML problem (6.6) implies the existence of the solution. To show
the uniqueness, we let q = 0, g = 0 in (6.6). By the uniqueness of the scattering
problem we know that the corresponding scattering solution u = 0 in Ωl. Thus
(6.7) implies

‖ û ‖H1(Ωl)
≤ Cd5/2e−kpγ0σ̄ ‖ û ‖H1/2(Γl)

≤ Cd5/2e−kpγ0σ̄ ‖ û ‖H1(Ωl)
.

Thus for sufficiently large σ0d we conclude that û = 0 on Ωl. That û also vanishes
in ΩPML is a direct consequence of Theorem 5.2. Thus û = 0 in ΩL. This completes
the proof. �

7. Numerical results

In this section we present a 2D example to illustrate the performance of the
proposed PML method with respect to the change of the PML parameters. The
computations are all carried out in MATLAB on ThinkStation D30 with Intel(R)
Xeon(R) CPU 2.4GHz and 128GB memory.

We first introduce the finite element approximation of the PML problem (2.20)-
(2.21). We assume q ∈ L2(Ωl), g ∈ L2(ΓD). Let Mh be a regular triangulation of
the domain ΩL. We assume the elements K ∈ Mh may have one curved side align
with ΓD so that ΩL = ∪K∈Mh

K. Let Vh ⊂ H1(ΩL) be the conforming quadratic

finite element space over ΩL, and
◦
V h = {vh ∈ Vh : vh · n = 0 on ΓL}. The finite

element approximation to the PML problem (2.20)-(2.21) reads as follows: Find

uh ∈
◦
V h such that

b(uh,ψh) = (q,ψh)Ωl
+ 〈g,ψh〉ΓD

, ∀ ψh ∈
◦
V h.(7.1)

In our example, we set D = (−0.5, 0.5)2, l1 = l2 = 2, l̄1 = l̄2 = 2.5, and
d := d1 = d2. Let λ = 1, µ = 1, ρ0 = 3, and ω = 5, then kp = 5. Let ζ = 1.8. For
the medium property σj(t), j = 1, 2, we define

βj(t) =

{
4t, 0 ≤ t ≤ 0.25,
2− 4t, 0.25 ≤ t ≤ 0.5,
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and for lj ≤ t ≤ l̄j ,

σj(t) = σ0

(∫ l̄j

lj

βj(s− lj)ds

)−1 ∫ t

lj

βj(s− lj)ds.

We consider the scattering problem whose exact solution is known:

u = ∇Gkp(|x|), Gkp(|x|) =
i

4
H1

0 (kp|x|).

We follow a similar idea in [10] to construct the finite element mesh. Figure 7.1
shows a sample of the mesh used which maintains the same number of elements
in the PML layer for different choices of the PML thickness d. In our numerical
experiments, we take 1 ≤ d ≤ 4 and thus the elements in the PML layer keep the
shape regularity.

d d2l1=4

2l2=4

d

d

h

Figure 7.1. The mesh when h = 1/2 and d = 1.

We remark that error ‖u− uh ‖H1(Ωl)
comes form two parts: the PML trun-

cation error and finite element approximation error. It is clear that one can not
expect the decrease of error when either one of the two parts of the error dominates.
Figure 7.2 shows clearly the exponential decay of the error ‖u − uh‖H1(Ωl) with
respect to kpγ0σ̄ when the finite element discretization error is negligible compared
to the PML error. This is in conform with Theorem 6.3. Figure 7.3 shows the
decay of the finite element error ‖u − uh‖H1(Ωl) when the mesh is refined and we
keep the product of the PML thickness d and PML strength σ0 constant: σ0d = 4.
We observe the expected second order convergence for the quadratic finite element.
In Figure 7.4, we plot the real part of uh and uI , the interpolation of the exact
solution, when σ0 = 4, d = 1 and h = 1/32. Note that the solution uh goes rapidly
to zero in the PML layer.

To conclude this section we remark that similar numerical results are also ob-
served if we take the boundary condition u = 0 at the outer boundary of the



CONVERGENCE OF THE PML METHOD FOR ELASTIC WAVES 23

0 2 4 6 8 10 12
10

−4

10
−3

10
−2

10
−1

10
0

10
1

kpγ0σ̄

 

 

σ0 = 1, d = 0.5, ..., 3
d = 1,σ0 = 0.5, ..., 4
a line with slope -1

Figure 7.2. The log ‖u − uh‖H1(Ωl) - kpγ0σ̄ plot of the finite
element solution uh when h = 1/128 and the degrees of freedom
DOF=8266752.

10
−2

10
−1

10
−4

10
−3

10
−2

10
−1

10
0

h

 

 

σ0 = 4, d = 1
σ0 = 2, d = 2
σ0 = 1, d = 4
a line with slope -2

Figure 7.3. The log ‖u − uh‖H1(Ωl) - log h plot of the finite
element solution uh when σ0d = 4. The mesh size h =
1/8, 1/16, 1/32, 1/64, 1/128 and the corresponding degrees of free-
dom DOF = 32832, 130176, 518400, 2068992, 8266752.

PML layer instead of the mixed boundary condition (1.7) introduced in this paper.
The convergence of the PML method for the time harmonic elastic waves with the
boundary condition u = 0 at the outer boundary of the PML layer remains an
interesting open problem.
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(a) (b)

(c) (d)

Figure 7.4. Numerical results when σ0 = 4, d = 1, and h = 1/32.
(a) The real part of the numerical solution uh,1; (b) The real part
of the numerical solution uh,2; (c) The real part of the interpolation
solution uI,1; (d) The real part of the interpolation solution uI,2.

8. Appendix

In this section we prove Theorem 2.1. We start with the following uniqueness
result that is proved in [23, 26].

Lemma 8.1. The scattering problem (1.1)-(1.2) with Kupradze-Sommerfeld radi-
ation condition has at most one solution u ∈H1

loc(R
3\D̄).

The existence of the solution can be proved by the method of limiting absorption
principle by extending the argument for Helmholtz scattering problems (cf. e.g.
[26]). Here we briefly recall the argument. For any z = 1+ iε, ε > 0, q1 ∈H1(R3)′

with compact support in Bl, we consider the problem

∇ · τ(uz) + zγ2uz = −q1 in R
3.(8.1)

It is easy to see by Lax-Milgram lemma that (8.1) has a unique solution uz ∈
H1(R3). For any domain D ⊂ R

3, we define the weighted space L2,s(D), s ∈ R, by

L2,s(D) = {v ∈ L2
loc(D) : (1 + |x|2)s/2v ∈ L2(D)}

with the norm ‖v‖L2,s(D) =
(∫

D(1 + |x|2)s|v|2dx
)1/2

. The weighted Sobolev space

H1,s(D), s ∈ R, is defined as the set of functions in L2,s(D) whose first derivative

is also in L2,s(D). The norm ‖v‖H1,s(D) =
(
‖v‖2L2,s(D) + ‖∇v‖2L2,s(D)

)1/2
.

Lemma 8.2. Let q1 ∈ L2(R3) with support in Bl. For any z = 1+iε, 0 < ε < 1, we
have, for any s > 1/2, ‖uz‖H1,−s(R3) ≤ C‖q1‖L2(R3) for some constant independent
of ε,uz, and q1.

Proof. We first observe that by testing (8.1) by (1 + |x|2)−sūz, s > 1/2, one can
obtain ‖uz‖H1,−s(R3) ≤ C‖uz‖L2,−s(R3) +C‖q1‖L2(R3) by standard argument. Now
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we show ‖uz‖L2,−s(R3) ≤ C‖q1‖L2(R3). It is obvious that we only need to prove the

estimate for q1 ∈ C
∞
0 (R3)3 for which we have the integral representation formula

uz(x) =

∫

R3

Γz(x,y)q1(y)dy, x ∈ R
3.

Here Γz(x,y) is the fundamental solution matrix of (8.1) which has the complex
wave number γz1/2, where Im z1/2 > 0 for ε > 0. Similar to (2.12), we have

Γz
jk(x,y) = Γz

1(|x− y|)δjk + Γz
2(|x− y|) (xj − yj)(xk − yk)

|x− y|2 ,(8.2)

where, for r > 0,

Γz
1(r) =

1

γ2z

[
(kzs)

2fkz
s
(r)−

f ′kz
p
(r)− f ′kz

s
(r)

r

]
,

Γz
2(r) =

1

γ2z

[
3
f ′kz

p
(r)− f ′kz

s
(r)

r
+ ((kzp)

2fkp(r)− (kzs)
2fkz

s
(r))

]
.

Here kzp = γz1/2/
√
λ+ 2µ, kzs = γz1/2/

√
µ. It is easy to show that

|Γz
jk(|x− y|)| ≤ C|x− y|−1, for x 6= y,(8.3)

for some constant C independent of ε ∈ (0, 1).
For any φ ∈ L2,s(R3), denote ψ(y) =

∫
R3 Γ

z(x,y)φ(x)dx. Since q1 is supported
in Bl, we have |(uz,φ)R3 | ≤ ‖ψ‖L2(Bl)‖q1‖L2(R3). Now we estimate ‖ψ‖L2(Bl).
Write

ψ = ψ1 +ψ2 :=

∫

Bl+1

Γz(x,y)φ(x)dx+

∫

R3\Bl+1

Γz(x,y)φ(x)dx,

where Bl+1 := {x ∈ R
3 : |xi| < li + 1, i = 1, 2, 3}. By (8.3) and Cauchy-Schwarz

inequality we have

‖ψ1‖2L2(Bl)
≤ C

∫

Bl

(∫

Bl+1

|φ(x)|2dx ·
∫

Bl+1

1

|x− y|2 dx
)
dy

≤ C‖φ‖2L2(Bl+1)
.

On the other hand, since by (8.3), |Γz(x,y)| ≤ C for x ∈ R
3\Bl+1,y ∈ Bl,

‖ψ2‖2L2(Bl)
≤ C

∫

Bl

∣∣∣∣∣

∫

R3\Bl+1

|φ(x)|dx
∣∣∣∣∣

2

dy

≤ C‖φ‖2L2,s(R3).

This yields ‖ψ‖L2(Bl) ≤ C‖φ‖L2,s(R3). Therefore,

|(uz,φ)R3 | ≤ C‖φ‖L2,s(R3)‖q1‖L2(R3).

This shows ‖uz‖L2,−s(R3) ≤ C‖q1‖L2(R3) and completes the proof. �

Now we are in the position to prove Theorem 2.1.

Proof of Theorem 2.1. The argument is standard and we just give an outline below,
see e.g. [26] for the consideration for Helmholtz equations. For any 0 < ε < 1, we
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consider the problem

∇ · τ(uε) + (1 + iε)γ2uε = −q in R
3\D̄,(8.4)

τ(uε)nD = −g on ΓD.(8.5)

By Lax-Milgram lemma we know that the above problem has a unique solution
uε ∈ H1(R3\D̄). Let χ ∈ C∞

0 (R3) be the cut-off function such that 0 ≤ χ ≤ 1,
χ = 0 in Bl, and χ = 1 outside Bl+1. Let vε = χuε. Then vε satisfies (8.1) with
z = 1+ iε and q1 = τ(uε)∇χ+ (λ+ µ)(∇2χuε +∇uε∇χ) + µ∆χuε + µdivuε∇χ,
where ∇2χ is the Hessian matrix of χ. Clearly q1 has compact support. By Lemma
8.1 we can obtain

‖vε‖H1,−s(R3) ≤ C‖uε‖H1(Bl+1\D̄)(8.6)

for some constant C independent of ε > 0. Now let χ1 ∈ C∞
0 (R3) be the cut-

off function such that 0 ≤ χ1 ≤ 1, χ1 = 1 in Bl+1, and χ1 = 0 outside Bl+2.
Denote wg ∈ H1(R3\D̄) as the lifting of the function g ∈ H−1/2(ΓD) such that
τ(wg)nD = g on ΓD and ‖wg‖H1(R3\D̄) ≤ C‖g‖H−1/2(ΓD). By multiplying (8.4)

with χ2
1(uε −wg) and using the standard argument we have

‖uε‖H1(Bl+1\D̄) ≤ C(‖q‖H1(R3)′ + ‖g‖H−1/2(ΓD) + ‖uε‖L2(Bl+2\D̄)).

A combination of (8.6) and the above estimate yields

‖vε‖H1,−s(R3) ≤ C(‖q‖H1(R3)′ + ‖g‖H−1/2(ΓD) + ‖uε‖L2(Bl+2\D̄)).(8.7)

Now we claim

‖uε‖L2(Bl+2\D̄) ≤ C(‖q‖H1(R3)′ + ‖g‖H−1/2(ΓD)),(8.8)

for any q ∈ H1(R3)′ with the support inside Bl, g ∈ H−1/2(ΓD), and ε ∈ (0, 1).
If (8.8) were false, there would exist sequences {qm} ⊂ H1(R3)′ with support in
Bl, {gm} ⊂ H−1/2(ΓD), {εm} ⊂ (0, 1), and {uεm} the corresponding solution of
(8.4)-(8.5) such that

‖uεm‖L2(Bl+2\D̄) = 1 and ‖qm‖H1(R3)′ + ‖gm‖H−1/2(ΓD) ≤ 1/m.(8.9)

Then by (8.7), ‖uεm‖H1,−s(R3\D̄) ≤ C and thus there is a subsequence of {εm},
which is still denoted by {εm}, such that εm → ε′ ∈ [0, 1], and a subsequence of
{uεm}, which is still denoted by {uεm}, such that {uεm} converges weakly to some
uε′ ∈H1,−s(R3\D̄) which satisfies (8.4)-(8.5) with q = 0, g = 0, and ε = ε′.

By the integral representation satisfied by uεm we know that for n = 1, 2, 3,

uε′(x) · en = 〈T[Γ1+iε′(x, ·)en],uε′ |ΓD
〉ΓD

, ∀x ∈ R
3\D̄.(8.10)

If ε′ > 0, we deduce from (8.10) that uε′ decays exponentially and thus in uε′ ∈
H1(R3\D̄). Now the uniqueness of the solution in H1(R3\D̄) indicates that uε′ =
0. If ε′ = 0, (8.10) implies that uε′ satisfies the Kupradze-Sommerfeld radiation
condition and we conclude by Lemma 8.1 that uε′ = 0. In any case uε′ = 0,
however, this contradicts to (8.9). Therefore, we have (8.8) and consequently by
(8.7)

‖uε‖H1,−s(R3\D̄) ≤ C(‖q‖H1(R3)′ + ‖g‖H−1/2(ΓD)).(8.11)

Now it is easy to see that uε has a convergent subsequence which converges weakly
to some u in H1,−s(R3\D̄) that satisfies (1.1)-(1.2) and the Kupradze-Sommerfeld
radiation condition. The desired estimate follows from (8.11). This completes the
proof. �
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We remark that the above arguments extends easily to show that the existence
of radiating solutions to the time harmonic elastic wave problem with other types
of boundary conditions such as Dirichlet or mixed boundary conditions on ΓD.

Acknowledgement. The authors would like to thank the referees for their
constructive and helpful comments which greatly improved the paper.

References

[1] P. R. Amestoy, I.S. Duff, J. Koster, and J.-Y. L’Excellent, A fully asynchronous multifrontal
solver using distributed dynamic scheduling, SIAM J. Matrix Anal. Appl. 23 (2001), 15-41.

[2] P. R. Amestoy, A. Guermouche, J.-Y. L’Excellent, and S. Pralet, Hybrid scheduling for the
parallel solution of linear systems, Parallel Computing, 2006, 136-156.

[3] G. Bao and H.J. Wu, On the convergence of the solutions of PML equations for Maxwell’s
equations, SIAM J. Numer. Anal. 43 (2005), 2121-2143.

[4] J.-P. Bérénger, A perfectly matched layer for the absorption of electromagnetic waves, J.
Comput. Physics 114 (1994), 185-200.
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