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Abstract. In this paper, we introduce and study a convoluted version of the time fractional Poisson
process by taking the discrete convolution with respect to space variable in the system of fractional
differential equations that governs its state probabilities. We call the introduced process as the
convoluted fractional Poisson process (CFPP). It has integer valued jumps of size j ≥ 1. The
explicit expression for the Laplace transform of its state probabilities are obtained whose inversion
yields its one-dimensional distribution. A special case of the CFPP, namely, the convoluted Poisson
process (CPP) is studied and its time-changed subordination relationships with CFPP are discussed.
It is shown that the CPP is a Lévy process using which the long-range dependence property of CFPP
is established. Moreover, we show that the increments of CFPP exhibits short-range dependence
property.

1. Introduction

The Poisson process is a renewal process with exponentially distributed waiting times. This
Lévy process is often used to model the counting phenomenon. Empirically, it is observed that
the process with heavy-tailed distributed waiting times offers a better model than the ones with
light-tailed distributed waiting times. For this purpose several fractional generalizations of the
homogeneous Poisson process are introduced and studied by researchers in the past two decades.
These generalizations give rise to some interesting connections between the theory of stochastic
subordination, fractional calculus and renewal processes. These fractional processes can be broadly
categorized into two types: the time fractional types and the space fractional types.

The time fractional versions of the Poisson process are obtained by replacing the time derivative in
the governing difference-differential equations of the state probabilities of Poisson process by certain
fractional derivatives. These include Riemann-Liouville fractional derivative (see Laskin, 2003),
Caputo fractional derivative (see Beghin and Orsingher, 2009), Prabhakar derivative (see Polito
and Scalas, 2016), Saigo fractional derivative (see Kataria and Vellaisamy, 2017b) etc. These time
fractional models is further generalized to state-dependent fractional Poisson processes (see Garra
et al., 2015) and the mixed fractional Poisson process (see Beghin, 2012 and Aletti et al., 2018). The
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governing difference-differential equations of state-dependent fractional Poisson processes depend
on the number of events that have occurred till any given time t. The properties related to the
notion of long memory such as the long-range dependence (LRD) property and the short-range
dependence (SRD) property are obtained for such fractional processes by Biard and Saussereau
(2014), Maheshwari and Vellaisamy (2016), Kataria and Khandakar (2020).

Orsingher and Polito (2012) introduced a space fractional version of the Poisson process, namely,
the space fractional Poisson process (SFPP). It is characterized as a stochastic process obtained by
time-changing the Poisson process by an independent stable subordinator. Orsingher and Toaldo
(2015) studied a class of time-changed Poisson processes associated with Bernštein functions. A
particular choice of Bernštein function leads to a specific point process. Besides the SFPP, this
class includes the relativistic Poisson process and the gamma-Poisson process as particular cases.
Beghin and Vellaisamy (2018) introduced and study a process by time-changing the SFPP by a
gamma subordinator. The jumps can take any positive value is a specific characteristics of these
time-changed processes.

The time fractional Poisson process (TFPP), denoted by {Nα(t)}t≥0, 0 < α ≤ 1, is a time frac-
tional version of the homogeneous Poisson process whose state probabilities pα(n, t) = Pr{Nα(t) =
n} satisfy (see Laskin, 2003, Beghin and Orsingher, 2009)

∂αt p
α(n, t) = −λpα(n, t) + λpα(n− 1, t), n ≥ 0, (1.1)

with pα(−1, t) = 0, t ≥ 0 and the initial conditions pα(0, 0) = 1 and pα(n, 0) = 0, n ≥ 1. Here,
λ > 0 is the intensity parameter.

The derivative ∂αt involved in (1.1) is the Caputo fractional derivative defined as

∂αt f(t) :=


1

Γ (1− α)

∫ t

0
(t− s)−αf ′(s) ds, 0 < α < 1,

f ′(t), α = 1,

whose Laplace transform is given by (see Kilbas et al., 2006, Eq. (5.3.3))

L (∂αt f(t); s) = sαf̃(s)− sα−1f(0), s > 0. (1.2)

For α = 1, the TFPP reduces to Poisson process.
The TFPP is characterized as a time-changed Poisson process {N(t)}t≥0 by an independent

inverse α-stable subordinator {Hα(t)}t≥0 (see Meerschaert et al., 2011), that is,

Nα(t)
d
= N(Hα(t)),

where d
= means equal in distribution.

In this paper, we introduce a convoluted version of the TFPP by varying intensity as a function of
states and by taking discrete convolution in (1.1). The discrete convolution used in (1.3) is defined
in (2.1). We call the introduced process as the convoluted fractional Poisson process (CFPP) and
denote it by {Nα

c (t)}t≥0, 0 < α ≤ 1. It is defined as the stochastic process whose state probabilities
pαc (n, t) = Pr{Nα

c (t) = n}, satisfy

∂αt p
α
c (n, t) = −λn ∗ pαc (n, t) + λn−1 ∗ pαc (n− 1, t), n ≥ 0, (1.3)

with initial conditions

pαc (n, 0) =

{
1, n = 0,

0, n ≥ 1,

and pαc (−n, t) = 0 for all n ≥ 1, t ≥ 0. Here, {λj , j ∈ Z} is a sequence of intensity parameters such
that λj = 0 for all j < 0 and λj > λj+1 > 0 for all j ≥ 0 with lim

j→∞
λj+1/λj < 1.
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The Laplace transform of the state probabilities of CFPP is inverted to obtain its one-dimensional
distribution in terms of Mittag-Leffler function, defined in (2.6), as

pαc (n, t) =


Eα,1(−λ0t

α), n = 0,

n∑
k=1

∑
Θkn

k!
n∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α), n ≥ 1,

where the sum is taken over the set

Θk
n = {(k1, k2, . . . , kn) :

n∑
j=1

kj = k,
n∑
j=1

jkj = n, kj ∈ N0}.

An alternate expression for pαc (n, t) is obtained where the sum is taken over a slightly simplified set.
It is observed that the CFPP is not a renewal process.

The paper is organized as follows: In Section 2, we set some notations and give some preliminary
results related to Mittag-Leffler function and its generalizations, Bell polynomials etc. In Section
3, we introduce the CFPP and obtain its state probabilities. It is shown that the CFPP is a
limiting case of a fractional counting process introduced and studied by Di Crescenzo et al. (2016).
Its probability generating function (pgf), factorial moments, moment generating function (mgf),
moments including mean and variance are derived. Also, it is shown that the CFPP is a compound
fractional Poisson process with integer valued jumps of size j ≥ 1. In Section 4, we study a particular
case of the CFPP, namely, the convoluted Poisson process (CPP). It is shown that the CPP is a
Lévy process. Some subordination results related to CPP, CFPP and inverse α-stable subordinator
are obtained. In Section 5, we have shown that the CFPP exhibits the LRD property. Therefore,
it has potential applications in ruin theory. It is also shown that the increments of CFPP have the
SRD property.

2. Preliminaries

The set of integers is denoted by Z, the set of positive integers by N and the set of non-negative
integers by N0. The following definitions and known results related to discrete convolution, Bell
polynomials, Mittag-Leffler function and its generalizations will be used.

2.1. Discrete convolution. The discrete convolution of two real-valued functions f and g whose
support is the set of integers is defined as (see Damelin and Miller, 2012, p. 232)

(f ∗ g)(n) :=
∞∑

j=−∞
f(j)g(n− j). (2.1)

Here,
∑∞

j=−∞ |f(j)| <∞ and
∑∞

j=−∞ |g(j)| <∞, that is, f, g ∈ `1 space.

2.2. Bell polynomials. The ordinary Bell polynomials B̂n,k in n− k + 1 variables is defined as

B̂n,k(u1, u2, . . . , un−k+1) :=
∑
Λkn

k!

n−k+1∏
j=1

u
kj
j

kj !
,

where

Λkn =

(k1, k2, . . . , kn−k+1) :

n−k+1∑
j=1

kj = k,

n−k+1∑
j=1

jkj = n, kj ∈ N0

 . (2.2)
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The following results holds (see Comtet, 1974, pp. 133-137):

exp

x ∞∑
j=1

ujt
j

 = 1 +
∞∑
n=1

tn
n∑
k=1

B̂n,k(u1, u2, . . . , un−k+1)
xk

k!
(2.3)

and  ∞∑
j=1

ujt
j

k

=
∞∑
n=k

B̂n,k(u1, u2, . . . , un−k+1)tn. (2.4)

2.3. Mittag-Leffler function and its generalizations. The Mellin-Barnes representation of the expo-
nential function is given by (see Paris and Kaminski, 2001, Eq. (3.3.2))

ex =
1

2πi

∫ c+i∞

c−i∞
Γ(z)(−x)−zdz, x 6= 0, (2.5)

where i =
√
−1.

The one-parameter Mittag-Leffler function is a generalization of the exponential function. It is
defined as (see Mathai and Haubold, 2008)

Eα,1(x) :=
∞∑
k=0

xk

Γ(kα+ 1)
, x ∈ R,

where α > 0. For α = 1, it reduces to the exponential function. It is further generalized to
two-parameter and three-parameter Mittag-Leffler functions.

The three-parameter Mittag-Leffler function is defined as

Eγα,β(x) :=
1

Γ(γ)

∞∑
k=0

Γ(γ + k)xk

k!Γ(kα+ β)
, x ∈ R, (2.6)

where α > 0, β > 0 and γ > 0.
For x 6= 0, its Mellin-Barnes representation is given by (see Mathai and Haubold, 2008, Eq. (2.3.5))

Eγα,β(x) =
1

2πiΓ(γ)

∫ c+i∞

c−i∞

Γ(z)Γ(γ − z)
Γ(β − αz)

(−x)−zdz, (2.7)

where 0 < c < γ. For γ = 1, it reduces to two-parameter Mittag-Leffler function. Further,
β = γ = 1 reduce it to one-parameter Mittag-Leffler function. Note that (2.7) reduces to (2.5) for
α = β = γ = 1.

Let α > 0, β > 0, t > 0 and x, y be any two reals. The Laplace transform of the function
tβ−1Eγα,β(λtα) is given by (see Kilbas et al., 2006, Eq. (1.9.13)):

L{tβ−1Eγα,β(xtα); s} =
sαγ−β

(sα − x)γ
, s > |x|1/α. (2.8)

The following result holds for one-parameter and three-parameter Mittag-Leffler functions (see
Beghin and Orsingher, 2010, Eq. (2.30)):

∞∑
k=0

(λutα)kEk+1
α,kα+1(−λtα) = Eα,1(λ(u− 1)tα), |u| ≤ 1. (2.9)

Let E(n)
α,β(·) denote the nth derivative of two-parameter Mittag-Leffler function. Then, (see Kilbas

et al., 2006, Eq. (1.9.5)):
E

(n)
α,β(x) = n!En+1

α,nα+β(x), n ≥ 0. (2.10)
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3. Convoluted fractional Poisson process

Here, we introduce and study a process by varying intensity as a function of states and by
taking discrete convolution in the governing difference-differential equation (1.1) of the TFPP. The
introduced process is called the convoluted fractional Poisson process (CFPP) which we denote by
{Nα

c (t)}t≥0, 0 < α ≤ 1. We define it as the stochastic process whose state probabilities pαc (n, t) =
Pr{Nα

c (t) = n}, satisfy

∂αt p
α
c (n, t) = −λn ∗ pαc (n, t) + λn−1 ∗ pαc (n− 1, t), n ≥ 0, (3.1)

with initial conditions

pαc (n, 0) =

{
1, n = 0,

0, n ≥ 1,

and pαc (−n, t) = 0 for all n ≥ 1, t ≥ 0.
Here, {λj , j ∈ Z} is a sequence of intensity parameters such that λj = 0 for all j < 0 and

λj > λj+1 > 0 for all j ≥ 0 with lim
j→∞

λj+1/λj < 1. Thus, it follows that

∞∑
j=0

(λj−1 − λj) = 0, (3.2)

as
∑∞

j=0 λj <∞ implies λj → 0 as j →∞.
Using (2.1), the system of fractional differential equations (3.1) can be rewritten as

∂αt p
α
c (n, t) = −

n∑
j=0

λjp
α
c (n− j, t) +

n−1∑
j=0

λjp
α
c (n− j − 1, t)

= −
n∑
j=0

λjp
α
c (n− j, t) +

n∑
j=1

λj−1p
α
c (n− j, t)

= −λ0p
α
c (n, t) +

n∑
j=1

(λj−1 − λj)pαc (n− j, t), n ≥ 0. (3.3)

Remark 3.1. Recently, Di Crescenzo et al. (2016) studied a fractional counting process {Mα(t)}t≥0,
0 < α ≤ 1, which performs k kinds of jumps of amplitude 1, 2, . . . , k with positive rates Λ1,Λ2, . . . ,
Λk, respectively, where k ∈ N is fixed. Its state probabilities qα(n, t) = Pr{Mα(t) = n} satisfy (see
Di Crescenzo et al., 2016, Eq. (2.3))

∂αt q
α(n, t) = −(Λ1 + Λ2 + · · ·+ Λk)q

α(n, t) +

min{n,k}∑
j=1

Λjq
α(n− j, t), n ≥ 0, (3.4)

with

qα(n, 0) =

{
1, n = 0,

0, n ≥ 1.

For k = 1, the system of fractional differential equation (3.4) reduces to (1.1). Thus, the TFPP
follows as a particular case of {Mα(t)}t≥0. It is important to note that the CFPP is not a particular
case of {Mα(t)}t≥0 for any choice of k ∈ N. However, if we choose Λj = λj−1 − λj , for all j ≥ 1,
then Λ1 + Λ2 + · · · + Λk = λ0 − λk. As

∑∞
k=0 λk < ∞ implies λk → 0 as k → ∞, the system

(3.4) reduces to (3.3). Thus, the CFPP performs jumps of amplitude j ≥ 1, and it is obtained as a
limiting process of {Mα(t)}t≥0 by letting k →∞.

The following result gives the Laplace transform of the state probabilities of CFPP.
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Proposition 3.2. The Laplace transform of the state probabilities p̃αc (n, s), s > 0, of CFPP is given
by

p̃αc (n, s) =


sα−1

sα + λ0
, n = 0,

n∑
k=1

∑
Θkn

k!
n∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
, n ≥ 1,

(3.5)

where Θk
n = {(k1, k2, . . . , kn) :

∑n
j=1 kj = k,

∑n
j=1 jkj = n, kj ∈ N0}.

Proof : On applying the Laplace transform in (3.3) and using (1.2), we get

sαp̃αc (n, s)− sα−1pαc (n, 0) = −λ0p̃
α
c (n, s) +

n∑
m=1

(λm−1 − λm)p̃αc (n−m, s).

Thus,

p̃αc (n, s) = (sα + λ0)−1

(
n∑

m=1

(λm−1 − λm)p̃αc (n−m, s) + sα−1pαc (n, 0)

)
. (3.6)

Put n = 0 in the above equation and use the initial conditions given in (3.1) to obtain

p̃αc (0, s) =
sα−1

sα + λ0
.

So, the result holds for n = 0. Next, we put n = 1 in (3.6) to get

p̃αc (1, s) =
(λ0 − λ1)p̃(0, s)

sα + λ0
=

(λ0 − λ1)sα−1

(sα + λ0)2
,

and the result holds for n = 1. Now put n = 2 in (3.6) to get

p̃αc (2, s) =
(λ0 − λ1)2sα−1

(sα + λ0)3
+

(λ1 − λ2)sα−1

(sα + λ0)2
.

Thus, the result holds for n = 2. Assume the result (3.5) holds for n = l. From (3.6), we have

p̃αc (l + 1, s) = (sα + λ0)−1

(
l+1∑
m=1

(λm−1 − λm)p̃αc (l + 1−m, s)

)

= (sα + λ0)−1

(
l∑

m=1

(λm−1 − λm)p̃αc (l + 1−m, s)

)
+

(λl − λl+1)p̃αc (0, s)

(sα + λ0)

=
l∑

m=1

(λm−1 − λm)
l+1−m∑
k=1

∑
Θkl+1−m

k!

l+1−m∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+2

+ (λl − λl+1)
sα−1

(sα + λ0)2

=
l+1∑
k=1

∑
Θkl+1

k!
l+1∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
.

Using the method of mathematical induction, the result (3.5) holds true for all n ≥ 0. �

The above result can be written in a different form by using the following result due to Kataria
and Vellaisamy (2017a).
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Lemma 3.3. Let enj denotes the n-tuple vector with unity at the jth place and zero elsewhere. Then

Θk
n =


n−k+1∑
j=1

kje
n
j : (k1, k2, . . . , kn−k+1) ∈ Λkn

 ,

where Λkn is given in (2.2).

Using the above result, an equivalent expression for p̃αc (n, s) is given by

p̃αc (n, s) =


sα−1

sα + λ0
, n = 0,

n∑
k=1

∑
Λkn

k!
n−k+1∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
, n ≥ 1.
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p
c
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Figure 3.1. The figure on the left hand shows the probability distribution of CFPP
for λj = e−j , j ≥ 0, α = 0.5 and t = 3 whereas the figure on the right hand shows
the probability distribution of CFPP for 0 ≤ t ≤ 5.

Theorem 3.4. The one-dimensional distribution of CFPP is given by

pαc (n, t) =


Eα,1(−λ0t

α), n = 0,

n∑
k=1

∑
Θkn

k!

n∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α), n ≥ 1,
(3.7)

where Θk
n = {(k1, k2, . . . , kn) :

∑n
j=1 kj = k,

∑n
j=1 jkj = n, kj ∈ N0}.

Proof : Taking inverse Laplace transform in (3.5), we get

L−1 (p̃αc (n, s); t) =


L−1

(
sα−1

sα + λ0
; t

)
, n = 0,

L−1

 n∑
k=1

∑
Θkn

k!
n∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
; t

 , n ≥ 1.

Using (2.8), the above equation reduces to (3.7). �
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Using Lemma 3.3, we can rewrite (3.7) as

pαc (n, t) =


Eα,1(−λ0t

α), n = 0,

n∑
k=1

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α), n ≥ 1.
(3.8)

Note that,

∞∑
n=0

pαc (n, t) = pαc (0, t) +
∞∑
n=1

pαc (n, t)

= Eα,1(−λ0t
α) +

∞∑
n=1

n∑
k=1

∑
Λkn

k!
n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α)

= Eα,1(−λ0t
α) +

∞∑
k=1

tkαEk+1
α,kα+1(−λ0t

α)

∞∑
n=k

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

= Eα,1(−λ0t
α) +

∞∑
k=1

 ∞∑
j=1

(λj−1 − λj)

k

tkαEk+1
α,kα+1(−λ0t

α), (using (2.4))

= Eα,1(−λ0t
α) +

∞∑
k=1

(λ0t
α)kEk+1

α,kα+1(−λ0t
α)

=
∞∑
k=0

(λ0t
α)kEk+1

α,kα+1(−λ0t
α) = 1,

where in the last step we have used (2.9). Thus, it follows that (3.7) is a valid distribution.

Remark 3.5. Let the random variable Wα
c be the waiting time of the first convoluted fractional

Poisson event. Then, the distribution of Wα
c is given by

Pr{Wα
c > t} = Pr{Nα

c (t) = 0} = Eα,1(−λ0t
α), t > 0,

which coincides with the first waiting time of TFPP (see Beghin and Orsingher, 2009). However,
the one-dimensional distributions of TFPP and CFPP differ. Thus, the fact that the TFPP is a
renewal process (see Meerschaert et al., 2011) implies that the CFPP is not a renewal process.

The next result gives the pgf of CFPP.

Proposition 3.6. The pgf Gαc (u, t) = E(uN
α
c (t)) of CFPP is given by

Gαc (u, t) = Eα,1

 ∞∑
j=0

uj(λj−1 − λj)tα
 , |u| ≤ 1. (3.9)
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Proof : The Laplace transform of the pgf of CFPP can be obtained as follows:

G̃αc (u, s) =

∫ ∞
0

e−stGαc (u, t)dt, s > 0

=

∫ ∞
0

e−st
∞∑
n=0

unpαc (n, t)dt

=

∫ ∞
0

e−st

(
Eα,1(−λ0t

α)

+
∞∑
n=1

un
n∑
k=1

∑
Λkn

k!
n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α)

 dt

=
sα−1

sα + λ0
+

∞∑
n=1

un
n∑
k=1

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
, (using (2.8)) (3.10)

=
sα−1

sα + λ0

1 +

∞∑
k=1

1

(sα + λ0)k

∞∑
n=k

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

un


=

sα−1

sα + λ0

1 +

∞∑
k=1

(∑∞
j=1 u

j(λj−1 − λj)
sα + λ0

)k , (using (2.4))

=
sα−1

sα + λ0

∞∑
k=0

(∑∞
j=1 u

j(λj−1 − λj)
sα + λ0

)k

= sα−1

sα − ∞∑
j=0

uj(λj−1 − λj)

−1

, (3.11)

which on using (2.8) gives (3.9). �

Remark 3.7. The interchange of integral and sum in (3.10) can be justified by using the Fubini’s
theorem as follows:

∞∑
n=1

∫ ∞
0

∣∣∣∣∣∣un
n∑
k=1

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

e−sttkαEk+1
α,kα+1(−λ0t

α)

∣∣∣∣∣∣dt
=
∞∑
n=1

|un|
n∑
k=1

∑
Λkn

k!
n−k+1∏
j=1

(λj−1 − λj)kj
kj !

∫ ∞
0

e−sttkαEk+1
α,kα+1(−λ0t

α)dt

≤
∞∑
n=1

n∑
k=1

∑
Λkn

k!
n−k+1∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
, (using (2.8))

=
sα−1

sα + λ0

∞∑
k=1

(
λ0

sα + λ0

)k
, (using (2.4))

=
λ0

s(sα + λ0)
<∞.



1250 Kuldeep Kumar Kataria and Mostafizar Khandakar

Remark 3.8. It is known that the Mittag-Leffler function is an eigenfunction of the Caputo fractional
derivative. Thus, we have

∂αt G
α
c (u, t) = Gαc (u, t)

∞∑
j=0

uj(λj−1 − λj), Gαc (u, 0) = 1. (3.12)

If λj−1 − λj = δ for all j ≥ 1 then (3.12) reduces to

∂αt G
α
c (u, t) = Gαc (u, t)

(
δu

1− u
− λ0

)
.

Note that the Laplace transform of the pgf of CFPP can be also obtained as follows: On taking
Laplace transform in (3.12), we get

sαG̃αc (u, s)− sα−1Gαc (u, 0) = G̃αc (u, s)

∞∑
j=0

uj(λj−1 − λj).

Thus,

G̃αc (u, s) = sα−1

sα − ∞∑
j=0

uj(λj−1 − λj)

−1

,

which coincides with (3.11).

Next, we obtain the mean and variance of CFPP using its pgf. From (3.9), we have

Gαc (u, t) =
∞∑
k=0

tkα

Γ(kα+ 1)

 ∞∑
j=0

(λj−1 − λj)uj
k

.

Now, the mean of CFPP is given by

E (Nα
c (t)) =

∂Gαc (u, t)

∂u

∣∣∣∣
u=1

=
∞∑
k=1

ktkα

Γ(kα+ 1)

 ∞∑
j=0

(λj−1 − λj)

k−1 ∞∑
j=1

(λj−1 − λj)j


=

tα

Γ(α+ 1)

∞∑
j=0

λj , (3.13)

where we have used (3.2) in the last step. Also, its variance can be obtained as follows:

E (Nα
c (t)(Nα

c (t)− 1)) =
∂2Gαc (u, t)

∂u2

∣∣∣∣
u=1

=

∞∑
k=2

k(k − 1)tkα

Γ(kα+ 1)

 ∞∑
j=0

(λj−1 − λj)

k−2  ∞∑
j=1

(λj−1 − λj)j

2

+
∞∑
k=1

ktkα

Γ(kα+ 1)

 ∞∑
j=0

(λj−1 − λj)

k−1 ∞∑
j=2

(λj−1 − λj)j(j − 1)


=

2t2α

Γ(2α+ 1)

 ∞∑
j=0

λj

2

+
2tα

Γ(α+ 1)

∞∑
j=1

jλj .
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Thus,

E
(
Nα
c (t)2

)
=

2t2α

Γ(2α+ 1)

 ∞∑
j=0

λj

2

+
2tα

Γ(α+ 1)

∞∑
j=1

jλj +
tα

Γ(α+ 1)

∞∑
j=0

λj .

Hence, the variance of CFPP is given by

Var (Nα
c (t)) =

tα
∑∞

j=0 λj

Γ(α+ 1)
+

2tα
∑∞

j=1 jλj

Γ(α+ 1)
+

2
(
tα
∑∞

j=0 λj

)2

Γ(2α+ 1)
−

(
tα
∑∞

j=0 λj

)2

Γ2(α+ 1)
. (3.14)

Remark 3.9. The mean and variance of Mα(t) is given by (see Di Crescenzo et al., 2016, Remark
2.11)

E(Mα(t)) =
tα

Γ(α+ 1)

k∑
j=1

jΛj

and

Var (Mα(t)) =
tα

Γ(α+ 1)

k∑
j=1

j2Λj +
t2α

α

(
1

Γ(2α)
− 1

αΓ2(α)

) k∑
j=1

jΛj

2

.

On taking Λj = λj−1 − λj , j ≥ 1 and letting k →∞, we get the mean and variance of CFPP.

The pgf of CFPP can also be utilized to obtain its factorial moments as follows:

Proposition 3.10. The rth factorial moment of the CFPP ψαc (r, t) = E(Nα
c (t)(Nα

c (t) − 1) · · ·
(Nα

c (t)− r + 1)), r ≥ 1, is given by

ψαc (r, t) = r!

r∑
k=1

tkα

Γ(kα+ 1)

∑
∑k
j=1mj=r

mj∈N

k∏
`=1

 1

m`!

∞∑
j=0

(j)m`(λj−1 − λj)

 ,

where (j)m` = j(j − 1) . . . (j −m` + 1) denotes the falling factorial.

Proof : From (3.9), we get

ψαc (r, t) =
∂rGαc (u, t)

∂ur

∣∣∣∣
u=1

=

r∑
k=0

1

k!
E

(k)
α,1

tα ∞∑
j=0

(λj−1 − λj)uj
 Ar,k

tα ∞∑
j=0

(λj−1 − λj)uj
∣∣∣∣∣∣

u=1

, (3.15)

where we have used the rth derivative of composition of two functions (see Johnson, 2002, Eq.
(3.3)). Here,

Ar,k

tα ∞∑
j=0

(λj−1 − λj)uj
∣∣∣∣∣

u=1

=

k∑
m=0

k!

m!(k −m)!

−tα ∞∑
j=0

(λj−1 − λj)uj
k−m

dr

dur

tα ∞∑
j=0

(λj−1 − λj)uj
m ∣∣∣∣∣

u=1

= tkα
dr

dur

 ∞∑
j=0

(λj−1 − λj)uj
k ∣∣∣∣∣

u=1

, (3.16)
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where the last step follows by using (3.2). From (2.10), we get

E
(k)
α,1

tα ∞∑
j=0

(λj−1 − λj)uj
∣∣∣∣∣

u=1

= k!Ek+1
α,kα+1

tα ∞∑
j=0

(λj−1 − λj)uj
∣∣∣∣∣

u=1

=
k!

Γ(kα+ 1)
. (3.17)

Now, by using the following result (see Johnson, 2002, Eq. (3.6))

dr

dwr (f(w))k =
∑

m1+m2+···+mk=r
mj∈N0

r!

m1!m2! . . .mk!
f (m1)(w)f (m2)(w) . . . f (mk)(w), (3.18)

we get

dr

dur

 ∞∑
j=0

(λj−1 − λj)uj
k ∣∣∣∣∣

u=1

= r!
∑

∑k
j=1mj=r

mj∈N0

k∏
`=1

1

m`!

dm`

dum`

 ∞∑
j=0

(λj−1 − λj)uj
∣∣∣∣∣

u=1

= r!
∑

∑k
j=1mj=r

mj∈N

k∏
`=1

1

m`!

∞∑
j=0

(j)m`(λj−1 − λj). (3.19)

Note that the expression in right hand side of (3.19) vanishes for k = 0. Finally, on substituting
(3.16), (3.17) and (3.19) in (3.15), we get the required result. �

The next result gives the mgf of CFPP on non-positive support which is obtained by substituting
u = e−ω in (3.9).

Proposition 3.11. The mgf mα
c (w, t) = E(e−wN

α
c (t)), w ≥ 0, of CFPP is given by

mα
c (w, t) = Eα,1

tα ∞∑
j=0

(λj−1 − λj)e−wj
 . (3.20)

The mgf of CFPP solves the following fractional differential equation:

∂αt m
α
c (w, t) = mα

c (w, t)

∞∑
j=0

e−wj(λj−1 − λj), mα
c (w, 0) = 1.

The above equation can be solved by using the Laplace transform method to obtain the mgf (3.20).
The mean and variance of the CFPP can also be obtained from its mgf.

Proposition 3.12. The rth moment µαc (r, t) = E ((Nα
c (t))r), r ≥ 1, of CFPP is given by

µαc (r, t) = r!
r∑

k=1

tkα

Γ(kα+ 1)

∑
∑k
j=1 mj=r

mj∈N

k∏
`=1

 1

m`!

∞∑
j=0

jm`(λj−1 − λj)

 .
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Proof : Taking the rth derivative of composition of two functions (see Johnson, 2002, Eq. (3.3)), we
get

µαc (r, t) = (−1)r
∂rmα

c (w, t)

∂wr

∣∣∣∣
w=0

=
r∑

k=0

(−1)r

k!
E

(k)
α,1

tα ∞∑
j=0

(λj−1 − λj)e−wj
 Br,k

tα ∞∑
j=0

(λj−1 − λj)e−wj
∣∣∣∣∣∣

w=0

, (3.21)

where

Br,k

tα ∞∑
j=0

(λj−1 − λj)e−wj
∣∣∣∣∣

w=0

= tkα
dr

dwr

 ∞∑
j=0

(λj−1 − λj)e−wj
k ∣∣∣∣∣

w=0

. (3.22)

Now, from (2.10), we get

E
(k)
α,1

tα ∞∑
j=0

(λj−1 − λj)e−wj
∣∣∣∣∣

w=0

=
k!

Γ(kα+ 1)
. (3.23)

Using (3.18), we have

dr

dwr

( ∞∑
j=0

(λj−1 − λj)e−wj
)k∣∣∣∣∣

w=0

= (−1)rr!
∑

∑k
j=1 mj=r

mj∈N

k∏
`=1

1

m`!

∞∑
j=0

jm`(λj−1 − λj). (3.24)

The result follows on substituting (3.22)-(3.24) in (3.21). �

In the following result it is shown that the CFPP is equal in distribution to a compound fractional
Poisson process. Thus, it is neither Markovian nor a Lévy process.

Theorem 3.13. Let {Nα(t)}t≥0, 0 < α ≤ 1, be the TFPP with intensity parameter λ0 > 0 and
{Xi}i≥1 be a sequence of independent and identically distributed (iid) random variables with the
following distribution:

Pr{X1 = j} =
λj−1 − λj

λ0
, j ≥ 1. (3.25)

Then,

Nα
c (t)

d
=

Nα(t)∑
i=1

Xi, t ≥ 0, (3.26)

where {Xi}i≥1 is independent of {Nα(t)}t≥0.

Proof : The mgf of Nα(t), t ≥ 0, is given by (see Laskin, 2003, Eq. (35))

E
(
e−wN

α(t)
)

= Eα,1(λ0t
α(e−w − 1)), w ≥ 0.

Also, the mgf of Xi, i ≥ 1, can be obtained as

E
(
e−wXi

)
=

1

λ0

∞∑
j=1

(λj−1 − λj)e−jw. (3.27)
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Now,

E

(
e−w

∑Nα(t)
i=1 Xi

)
= E

(
E
(
e−w

∑Nα(t)
i=1 Xi

∣∣Nα(t)

))
= E

((
E
(
e−wX1

))Nα(t)
)

= E

exp

Nα(t) ln

 1

λ0

∞∑
j=1

(λj−1 − λj)e−jw
 , (using (3.27))

= Eα,1

λ0t
α

exp

ln
1

λ0

∞∑
j=1

(λj−1 − λj)e−wj
− 1


= Eα,1

tα ∞∑
j=0

(λj−1 − λj)e−wj
 ,

which agrees with the mgf of CFPP (3.20). This completes the proof. �

In view of the above result, the CFPP can be regarded as a special case of the compound
fractional Poisson process

∑Nα(t)
i=1 Xi (see Beghin and Macci, 2014, Eq. (7)) when the probability

mass function qj = Pr{X1 = j} for all integers j ≥ 1 is given by (3.25) and the intensity parameter
of TFPP is λ0 > 0. Thus, on substituting λ = λ0 and qj = (λj−1−λj)/λ0 in Eq. (12) of Beghin and
Macci (2014), we get the governing system of fractional differential equations (3.3) for the CFPP. It
is known that the compound fractional Poisson process has applications in ruin theory. Biard and
Saussereau (2014) used it to model the claims received by an insurance company. As the CFPP
is a version of the compound fractional Poisson process with the jumps of amplitude j ≥ 1, it can
be used in ruin theory to model the claims of any size. For example, in the case of catastrophic
events like earthquake or tsunami, the number of destroyed houses or property can be of arbitrary
magnitude.

Remark 3.14. The following result holds for Mα(t) (see Di Crescenzo et al., 2016, Proposition 2.2):
Let Λj > 0 for all 1 ≤ j ≤ k and {Nα(t)}t≥0, 0 < α ≤ 1, be the TFPP with intensity parameter
Λ = Λ1 + Λ2 + · · · + Λk. Also, let {Xi}i≥1 be a sequence of iid random variables such that it is
independent of {Nα(t)}t≥0 and

Pr{Xi = j} =
Λj

Λ1 + Λ2 + · · ·+ Λk
, j = 1, 2, . . . , k.

Then,

Mα(t)
d
=

Nα(t)∑
i=1

Xi, t ≥ 0.

On taking Λj = λj−1 − λj , j ≥ 1 and letting k → ∞, we get Λ = λ0. Thus, Theorem 3.13 follows
as the limiting case of Proposition 2.2, Di Crescenzo et al. (2016).

Remark 3.15. The one-dimensional distribution of TFPP is given by

Pr{Nα(t) = n} = (λ0t
α)nEn+1

α,nα+1(−λ0t
α), n ≥ 0.

For n = 0, using (3.26) we have

Pr{Nα
c (t) = 0} = Pr{Nα(t) = 0} = Eα,1(−λ0t

α).
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As Xi’s are independent of Nα(t), for n ≥ 1, we get

Pr{Nα
c (t) = n} =

n∑
k=1

Pr{X1 +X2 + · · ·+Xk = n}Pr{Nα(t) = k} (3.28)

=
n∑
k=1

∑
Θkn

k!
n∏
j=1

(λj−1 − λj)kj
kj !

tkαEk+1
α,kα+1(−λ0t

α),

where kj is the total number of claims of j units. The above expression agrees with (3.7).
As Xi’s are iid, we have

Pr{X1 +X2 + · · ·+Xk = n} =
∑

m1+m2+···+mk=n
mj∈N

Pr{X1 = m1, X2 = m2, . . . , Xk = mk}

=
∑

m1+m2+···+mk=n
mj∈N

k∏
j=1

Pr{Xj = mj}

=
∑

m1+m2+···+mk=n
mj∈N

1

λk0

k∏
j=1

(λmj−1 − λmj ), (3.29)

where we have used (3.25). Substituting (3.29) in (3.28), we get an equivalent expression for the
one-dimensional distribution of the CFPP as

Pr{Nα
c (t) = n} =

n∑
k=1

∑
m1+m2+···+mk=n

mj∈N

k∏
j=1

(λmj−1 − λmj )tkαEk+1
α,kα+1(−λ0t

α).

4. Convoluted Poisson process: A special case of CFPP

Here, we discuss a particular case of the CFPP, namely, the convoluted Poisson process (CPP)
which we denote by {Nc(t)}t≥0.

The CPP is defined as a stochastic process whose state probabilities satisfy

d

dt
pc(n, t) = −λn ∗ pc(n, t) + λn−1 ∗ pc(n− 1, t),

with pc(n, 0) = δ0(n), n ≥ 0. The conditions on λn’s are same as in the case of CFPP.
For α = 1, the CFPP reduces to CPP. Thus, its state probabilities are given by

pc(n, t) =


e−λ0t, n = 0,

n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tke−λ0t, n ≥ 1.

Remark 4.1. Let Wc be the first waiting time of CPP. Then,

Pr{Wc > t} = Pr{Nc(t) = 0} = e−λ0t, t > 0,

which coincides with the first waiting time of Poisson process. It is known that the Poisson process
is a renewal process. Thus, it implies that the CPP is not a renewal process as the one-dimensional
distributions of Poisson process and CPP are different.
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Figure 4.2. The figure on the left hand shows the probability distribution of CPP
for λj = e−j , j ≥ 0 and t = 3 whereas the figure on the right hand shows the
probability distribution of CPP for 0 ≤ t ≤ 5.

A direct method to obtain the pgf of CPP is as follows:

Gc(u, t) = pc(0, t) +
∞∑
n=1

unpc(n, t)

= e−tλ0 +

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tke−tλ0 (4.1)

= e−tλ0

1 +

∞∑
n=1

n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

untk


= e−tλ0 exp

t ∞∑
j=1

uj(λj−1 − λj)

 , (using (2.3))

= exp

t ∞∑
j=0

uj(λj−1 − λj)

 .

Also, its mean and variance are given by

E (Nc(t)) = t

∞∑
j=0

λj

and

Var (Nc(t)) = t

 ∞∑
j=0

λj + 2

∞∑
j=1

jλj

 ,

respectively.

Remark 4.2. The CPP exhibits overdispersion as

Var (Nc(t))− E (Nc(t)) = 2t
∞∑
j=1

jλj > 0

for t > 0.

Theorem 4.3. The CPP is a Lévy process.
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Proof : The characteristic function φc(ξ, t) of CPP is given by

φc(ξ, t) = E
(
eiξNc(t)

)
=
∞∑
n=0

eiξnpc(n, t), ξ ∈ R

= e−tλ0

1 +

∞∑
n=1

eiξn
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tk


= e−tλ0 exp

t ∞∑
j=1

eiξj(λj−1 − λj)

 , (using (2.3))

= exp

−t ∞∑
j=0

eiξj(λj − λj−1)

 .

So, its characteristic exponent is

ψ(ξ) =
∞∑
j=0

(λj − λj−1)eiξj =
∞∑
j=0

(λj−1 − λj)(1− eiξj).

Thus, the CPP is a Lévy process with Lévy measure Π(dx) =
∑∞

j=0(λj−1− λj)δjdx, where δj ’s are
Dirac measures. �

Remark 4.4. Substituting α = 1 in (3.26), we get

Nc(t)
d
=

N(t)∑
i=1

Xi, t ≥ 0,

where {Xi}i≥1 is independent of the Poisson process {N(t)}t≥0, i.e., the CPP is a compound Poisson
process. Hence, it’s a Lévy process.

Let {T2α(t)}t>0 be a random process whose distribution is given by the folded solution of following
fractional diffusion equation (see Orsingher and Beghin, 2004):

∂2α
t u(x, t) =

∂2

∂x2
u(x, t), x ∈ R, t > 0, (4.2)

with u(x, 0) = δ(x) for 0 < α ≤ 1 and ∂
∂tu(x, 0) = 0 for 1/2 < α ≤ 1.

The Laplace transform of the folded solution fT2α(x, t) of (4.2) is given by (see Orsingher and
Polito, 2010, Eq. (2.29)) ∫ ∞

0
e−stfT2α(x, t)dt = sα−1e−xs

α
, x > 0. (4.3)

The next result establish a time-changed relationship between the CPP and CFPP.

Theorem 4.5. Let the process {T2α(t)}t>0, 0 < α ≤ 1, be independent of the CPP {Nc(t)}t>0.
Then,

Nα
c (t)

d
= Nc(T2α(t)).
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Proof : From (3.10), we have

G̃αc (u, s) =
sα−1

sα + λ0
+

∞∑
n=1

un
n∑
k=1

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

sα−1

(sα + λ0)k+1
, s > 0

=

∫ ∞
0

sα−1

e−µ(sα+λ0) +

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

e−µ(sα+λ0)µk

dµ

=

∫ ∞
0

sα−1e−µs
α

e−µλ0 +

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

e−µλ0µk

 dµ

=

∫ ∞
0

sα−1e−µs
α
Gc(u, µ)dµ, (using (4.1))

=

∫ ∞
0

Gc(u, µ)

∫ ∞
0

e−stfT2α(µ, t)dtdµ, (using (4.3))

=

∫ ∞
0

e−st
(∫ ∞

0
Gc(u, µ)fT2α(µ, t)dµ

)
dt.

By uniqueness of Laplace transform, we get

Gαc (u, t) =

∫ ∞
0

Gc(u, µ)fT2α(µ, t)dµ.

This completes the proof. �

Remark 4.6. For α = 1/2, the process {T2α(t)}t>0 is equal in distribution to the reflecting Brownian
motion {|B(t)|}t>0 as the diffusion equation (4.2) reduces to the heat equation{

∂
∂tu(x, t) = ∂2

∂x2u(x, t), x ∈ R, t > 0,

u(x, 0) = δ(x).

So, N 1/2
c (t) coincides with CPP at a Brownian time, that is, Nc(|B(t)|), t > 0.

Remark 4.7. Let {Hα(t)}t>0, 0 < α < 1, be an inverse α-stable subordinator. The density functions
of Hα(t) and T2α(t) coincides (see Meerschaert et al., 2011). Thus, we have

Nα
c (t)

d
= Nc(Hα(t)), t > 0, (4.4)

where the inverse α-stable subordinator is independent of the CPP.

Meerschaert et al. (2011) showed that the TFPP is a scaling limit of a continuous time random
walk (CTRW). Here, we show that the CFPP occurs as a CTRW scaling limit.

Let W1,W2, . . . ,Wn be iid waiting times such that Pr{Wn > t} = t−αL(t), where 0 < α < 1 and
L is a slowly varying function. For example, the Mittag-Leffler waiting times. There exist bn > 0
such that

bn(W1 +W2 + · · ·+Wn)⇒ Dα(1),

where⇒ denotes convergence in distribution, that is, W1 belongs to the strict domain of attraction
of some stable law Dα(1). Let b(t) = b[t]. Meerschaert et al. (2011) showed that there exists a
regularly varying function b̃ with index α such that 1/b(b̃(c)) ∼ c, as c → ∞. Now, consider a
renewal process

R(t) = max{n ≥ 0 : Tn ≤ t},
where Tn = W1 +W2 + · · ·+Wn.

Let {Xi}i≥1 be a sequence of iid random variables whose distribution is given by (3.25) and
Y (p) be a Bernoulli random variable independent of {Xi}i≥1 such that Pr{Y (p) = 1} = p and
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Pr{Y (p) = 0} = 1 − p. Let Zi = XiY
(p), i ≥ 1. Note that Zi’s are iid random variables. Also,

let S(p)(n) =
∑n

i=1 Zi. Then, S(p)(R(t)) is a CTRW with heavy-tailed waiting times and jumps
distributed according to the law of Z1.

Theorem 4.8. The CFPP is the scaling limit of a CTRW. That is,{
S(1/b̃(c))([λ0R(ct)])

}
t≥0
⇒ {Nc(Hα(t))}t≥0

as c→∞ in the M1 topology on D ([0,∞),R).

Proof : On substituting α = 1 in (3.20), we get

E(e−wNc(t)) = exp

−tα ∞∑
j=0

(λj − λj−1)e−wj

 , w ≥ 0.

Also,

E
(
e−wZ1

)
=
∞∑
j=0

e−wjPr{Z1 = j}

= Pr{X1Y
(p) = 0}+

∞∑
j=1

e−wjPr{X1Y
(p) = j}

=
∞∑
j=1

Pr{X1 = j, Y (p) = 0}+
∞∑
j=1

e−wjPr{X1 = j, Y (p) = 1}

=

∞∑
j=1

Pr{X1 = j}Pr{Y (p) = 0}+

∞∑
j=1

e−wjPr{X1 = j}Pr{Y (p) = 1}

= 1 +
p

λ0

∞∑
j=0

(λj−1 − λj)e−wj ,

where the independence of Y (p) and {Xi}i≥1 is used in the penultimate step. Thus,

E
(
e−wS

(p)([λ0t/p])
)

=

1 +
p

λ0

∞∑
j=0

(λj−1 − λj)e−wj
[λ0t/p]

→ exp

−t ∞∑
j=0

e−wj(λj − λj−1)

 ,

as p→ 0. Here, we have used the fact that (1 + ap)1/p → ea as p→ 0. Thus, S(p)([λ0t/p])⇒ Nc(t)
for any t > 0.

From this stage the proof follows along the similar lines to that of Theorem 2.5 of Meerschaert
et al. (2011) with the Lévy process

{
Nc(t)

}
t≥0

and the CTRW
{
S(1/b̃(c))([λ0R(ct)])

}
t≥0

. �

Next we show that the CPP can be obtained by time changing the CFPP by a suitable random
time process whose one-dimensional distribution is given in terms of the H-function.

Cahoy and Polito (2012) defined a random time process {Hα(t)}t>0, 0 < α ≤ 1, whose density
function fHα(t)(x, t), x > 0, is given by

fHα(t)(x, t) = t−
1
αH1,0

1,1

[
t−

1
αx

∣∣∣∣(1− 1/α, 1/α)
(0, 1)

]
.
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Also, it has the following Mellin transform:∫ ∞
0

xν−1fHα(t)(x, t)dx =
Γ(ν)t

ν−1
α

Γ(1− 1/α+ ν/α)
, t > 0, ν ∈ R. (4.5)

Here, H1,0
1,1(·) denotes the H-function, for more details on this function we refer the reader to Mathai

et al. (2010).

Proposition 4.9. Let the process {Hα(t)}t>0, 0 < α ≤ 1, be independent of the CFPP {Nα
c (t)}t>0.

Then,

Nc(t)
d
= Nα

c (Hα(t)), t > 0.

Proof : Using (3.8), we have∫ ∞
0

Gαc (u, s)fHα(t)(s, t)ds

=

∫ ∞
0

∞∑
n=0

unpαc (n, s)fHα(t)(s, t)ds

=

∫ ∞
0

(
Eα,1(−λ0s

α)

+

∞∑
n=1

un
n∑
k=1

∑
Λkn

k!

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

skαEk+1
α,kα+1(−λ0s

α)

)
fHα(t)(s, t)ds

=

∫ ∞
0

(
1

2πi

∫ c+i∞

c−i∞

Γ(z)Γ(1− z)
Γ(1− αz)

(λ0s
α)−zdz +

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

·
1

2πi

∫ c+i∞

c−i∞

Γ(z)Γ(k + 1− z)
Γ(α(k − z) + 1)

(λ0s
α)−zskαdz

)
fHα(t)(s, t)ds, (using (2.7))

=
1

2πi

∫ c+i∞

c−i∞

Γ(z)Γ(1− z)λ−z0

Γ(1− αz)

(∫ ∞
0

s−αzfHα(t)(s, t)ds

)
dz

+

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

·
1

2πi

∫ c+i∞

c−i∞

Γ(z)Γ(k + 1− z)λ−z0

Γ(α(k − z) + 1)

(∫ ∞
0

skα−αzfHα(t)(s, t)ds

)
dz

=
1

2πi

∫ c+i∞

c−i∞
Γ(z)(λ0t)

−zdz

+
∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tk

2πi

∫ c+i∞

c−i∞
Γ(z)(λ0t)

−zdz, (using (4.5))

= e−tλ0 +

∞∑
n=1

un
n∑
k=1

∑
Λkn

n−k+1∏
j=1

(λj−1 − λj)kj
kj !

tke−tλ0 , (using (2.5))

= Gc(u, t),

where in the last step we have used (4.1). �

5. The dependence structure for CFPP and its increments

In this section, we show that the CFPP has LRD property whereas its increments exhibits the
SRD property.

For a non-stationary stochastic process {X(t)}t≥0, the LRD and SRD properties are defined as
follows (see D’Ovidio and Nane, 2014, Maheshwari and Vellaisamy, 2016):
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Definition 5.1. Let s > 0 be fixed and {X(t)}t≥0 be a stochastic process whose correlation function
satisfies

Corr(X(s), X(t)) ∼ c(s)t−γ , as t→∞,
for some c(s) > 0. The process {X(t)}t≥0 has the LRD property if γ ∈ (0, 1) and the SRD property
if γ ∈ (1, 2).

First, we obtain the covariance of CFPP. Using Theorem 2.1 of Leonenko et al. (2014) and the
subordination result (4.4), the covariance of CFPP can be obtained as follows:

Cov (Nα
c (s),Nα

c (t)) = Cov (Nc(Hα(s)),Nc(Hα(t)))

= Var (Nc(1))E(Hα(min{s, t})) + (E(Nc(1)))2 Cov (Hα(s), Hα(t)) , (5.1)

where we used Theorem 4.3 and the fact that the inverse α-stable subordinator {Hα(t)}t≥0 is a
non-decreasing process.

On using Theorem 2.1 of Leonenko et al. (2014), the mean and variance of CFPP can alternatively
be obtained as follows:

E (Nα
c (t)) = E (Nc(1))E (Hα(t))

and
Var (Nα

c (t)) = (E (Nc(1)))2 Var (Hα(t)) + Var (Nc(1))E (Hα(t)) ,

where the mean and variance of inverse α-stable subordinator are given by (see Leonenko et al.,
2014, Eq. (8) and Eq. (11))

E (Hα(t)) =
tα

Γ(α+ 1)

and

Var (Hα(t)) = t2α
(

2

Γ(2α+ 1)
− 1

Γ2(α+ 1)

)
, (5.2)

respectively.

Remark 5.2. From (3.13), (3.14) and (5.2), we get

Var (Nα
c (t))− E (Nα

c (t)) =
2tα
∑∞

j=1 jλj

Γ(α+ 1)
+

 ∞∑
j=0

λj

2

Var (Hα(t)) .

Thus, the CFPP exhibits overdispersion as Var (Nα
c (t))− E (Nα

c (t)) > 0 for t > 0.

Let

R =
1

Γ(α+ 1)

∞∑
j=0

λj , S =

(
2

Γ(2α+ 1)
− 1

Γ2(α+ 1)

) ∞∑
j=0

λj

2

and

T =
1

Γ(α+ 1)

 ∞∑
j=0

λj + 2
∞∑
j=1

jλj

 .

For 0 < s ≤ t in (5.1), we get

Cov (Nα
c (s),Nα

c (t)) = Tsα +

 ∞∑
j=0

λj

2

Cov (Hα(s), Hα(t)) . (5.3)

For large t, the following result due to Leonenko et al. (2014):

Cov (Hα(s), Hα(t)) ∼ s2α

Γ(2α+ 1)
,
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is used to obtain

Cov (Nα
c (s),Nα

c (t)) ∼ Tsα +

(∑∞
j=0 λj

)2
s2α

Γ(2α+ 1)
as t→∞. (5.4)

We now show that the CFPP has LRD property.

Theorem 5.3. The CFPP exhibits the LRD property.

Proof : Using (3.14) and (5.4), we get the following for fixed s > 0 and large t:

Corr (Nα
c (s),Nα

c (t)) =
Cov (Nα

c (s),Nα
c (t))√

Var (Nα
c (s))

√
Var (Nα

c (t))

∼
Γ(2α+ 1)Tsα +

(∑∞
j=0 λj

)2
s2α

Γ(2α+ 1)
√

Var (Nα
c (s))

√
St2α + Ttα

∼ c0(s)t−α,

where

c0(s) =
Γ(2α+ 1)Tsα +

(∑∞
j=0 λj

)2
s2α

Γ(2α+ 1)
√

Var (Nα
c (s))

√
S

.

As 0 < α < 1, the result follows. �

Remark 5.4. For 0 < α < 1, we have shown that the CFPP has the LRD property. Similarly, it can
be shown that the CPP exhibits the LRD property.

For a fixed δ > 0, we define the convoluted fractional Poissonian noise (CFPN), denoted by
{Zαc,δ(t)}t≥0, as the increment process of CFPP, that is,

Zαc,δ(t) := Nα
c (t+ δ)−Nα

c (t).

Next, we show that the CFPN exhibits the SRD property.

Theorem 5.5. The CFPN has the SRD property.

Proof : Let s > 0 be fixed such that 0 < s+ δ ≤ t. We have,

Cov(Zαc,δ(s), Z
α
c,δ(t)) = Cov (Nα

c (s+ δ)−Nα
c (s),Nα

c (t+ δ)−Nα
c (t))

= Cov (Nα
c (s+ δ),Nα

c (t+ δ)) + Cov (Nα
c (s),Nα

c (t))

− Cov (Nα
c (s+ δ),Nα

c (t))− Cov (Nα
c (s),Nα

c (t+ δ)) . (5.5)

Leonenko et al. (2014) obtained the following expression for the covariance of inverse α-stable
subordinator:

Cov (Hα(s), Hα(t)) =
1

Γ2(α+ 1)

(
αs2αB(α, α+ 1) + F (α; s, t)

)
, (5.6)

where F (α; s, t) = αt2αB(α, α + 1; s/t) − (ts)α. Here, B(α, α + 1) is the beta function whereas
B(α, α+ 1; s/t) is the incomplete beta function.

On substituting (5.6) in (5.3) and using the following asymptotic result (see Maheshwari and
Vellaisamy, 2016, Eq. (8)):

F (α; s, t) ∼ −α2

(α+ 1)

sα+1

t1−α
, as t→∞,

we obtain

Cov (Nα
c (s),Nα

c (t)) ∼ Tsα +R2

(
αs2αB(α, α+ 1)− α2

(α+ 1)

sα+1

t1−α

)
as t→∞. (5.7)
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From (5.5) and (5.7), we get the following for large t:

Cov(Zαc,δ(s), Z
α
c,δ(t)) ∼

R2α2

α+ 1

(
sα+1

(t+ δ)1−α +
(s+ δ)α+1

t1−α
− sα+1

t1−α
− (s+ δ)α+1

(t+ δ)1−α

)
=
R2α2

α+ 1

(
(t+ δ)α−1 − tα−1

) (
sα+1 − (s+ δ)α+1

)
∼ α2δ(1− α)

α+ 1

(
(s+ δ)α+1 − sα+1

)
R2tα−2. (5.8)

Now,

Var(Zαc,δ(t)) = Var(Nα
c (t+ δ)) + Var(Nα

c (t))− 2 Cov (Nα
c (t),Nα

c (t+ δ)) . (5.9)

From (5.3) and (5.6), we have

Cov (Nα
c (t),Nα

c (t+ δ)) = Ttα +R2
(
αt2αB(α, α+ 1) + F (α; t, t+ δ)

)
, (5.10)

where F (α; t, t+ δ) = α(t+ δ)2αB(α, α+ 1; t/(t+ δ))− (t(t+ δ))α.
For large t, we have

B(α, α+ 1; t/(t+ δ)) ∼ B(α, α+ 1) =
Γ(α)Γ(α+ 1)

Γ(2α+ 1)
.

Substituting (3.14) and (5.10) in (5.9), we get

Var(Zαc,δ(t)) ∼ (S − 2R2αB(α, α+ 1))t2α + (S − 2R2αB(α, α+ 1))(t+ δ)2α

+ T ((t+ δ)α − tα) + 2R2(t(t+ δ))α

= Ttα
((

1 +
δ

t

)α
− 1

)
−R2t2α

((
1 +

δ

t

)α
− 1

)2

∼ Tαδtα−1 −R2α2δ2t2α−2

∼ αδTtα−1, as t→∞. (5.11)

From (5.8) and (5.11), we have

Corr(Zαc,δ(s), Z
α
c,δ(t)) ∼

α2δ(1− α)
(
(s+ δ)α+1 − sα+1

)
R2tα−2

(α+ 1)
√

Var(Zαc,δ(s))
√
αδTtα−1

= c1(s)t−(3−α)/2, as t→∞,

where

c1(s) =
α2δ(1− α)

(
(s+ δ)α+1 − sα+1

)
R2

(α+ 1)
√

Var(Zαc,δ(s))
√
αδT

.

Thus, the CFPN exhibits the SRD property as 1 < (3− α)/2 < 3/2. �
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