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Abstract: Linewidth measurement of a short pulse single-longitudinal mode laser with a low rep-
etition rate has been a big challenge. Although the Fabry–Pérot (FP) etalon in combination with a
beam profiler is an effective approach to measure the linewidth, the convolution error introduced by
the inherent transmission spectrum width of an FP restricts the measurement accuracy. Here, the
source of convolutional errors of the FP etalon-based linewidth measurement is analyzed, and the
convolutional fitting method is proposed to reduce the errors. The results show that the linewidth
measurement using the FP cavity with low reflectance (95%) can achieve the same resolution as that
with high reflectance (99.5%) based on this convolution error reduction method. The study provides
a simple approach to accurately measuring the linewidth of pulsed lasers, even with low energy.

Keywords: linewidth measurement; error reduction; Fabry–Pérot; pulsed laser; convolutional
fitting method

1. Introduction

As one of the most important parameters of lasers, linewidth has a bearing on how
and where different laser sources can be applied [1–5]. Although the linewidth does not
play a critical role in some fields dominated by power and wavelength, lasers with narrow
linewidth are necessary for the applications, such as high-resolution spectroscopy and
coherent optical communication [6–10]. At present, the primary methods to measure
laser linewidth include optical spectrometer, beat frequency method [11–17], Fabry-Pérot
(FP) scanning interferometer [18,19], and FP etalon combined with a camera-based beam
profiler (CBP) [20–23]. For continuous or quasi-continuous lasers, the spectrometer method,
beat frequency method, and FP interferometer can measure the laser linewidth effectively.
However, in the case of lasers with a low repetition rate and short-pulse duration, these
methods are difficult to increase the sampling rate [24–28]. The FP etalon combined with
CBP to measure the laser linewidth does not have a strict requirement for the repetition
rate of laser and is, therefore, well suited for the linewidth measurement of pulsed lasers.

Although algorithms such as pixel rotation can eliminate errors caused by pixel size,
there are still some inaccuracies associated with the linewidth measurement results due
to the presence of transmission spectrum width (TSW) [29,30]. The interference spectrum
characterized by the interference circle is supposed to be the convolution of the intrinsic
laser spectrum and the transmission spectrum of FP etalon, and the resulting error is
the convolution error. The higher the reflectivity of FP, the more accurate the linewidth
measurement results, but the high reflectivity etalon has a high insertion loss, so only
low-reflectivity etalon can be used for low-power lasers. Hence, it is particularly important
to find a way to reduce the convolution error that is critical to improving the practicality of
line width measurement [30,31].
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In this paper, we have proposed an algorithm for convolution error reduction of
FP etalon-based laser linewidth measurement. First, the interference circle of the laser
was measured using different reflectance FP etalon, and the interference linewidths were
determined by Gaussian fitting. Then, the sources of convolution errors and their effects
on linewidth results were analyzed. Finally, the convolution error is significantly reduced
by the convolutional fitting method, which can improve the measurement accuracy. This
work is of significant importance to accurately measure the linewidth of low-power laser
using low-reflectivity etalons.

2. Experimental Setup and Gaussian Fit

The experimental setup based on the principle of equal inclination interference is
shown in Figure 1. The laser to be measured is a passively Q-switched single-longitudinal-
mode laser producing an output pulse width of 10 ns and repetition rate of 10 Hz [32–34],
which has an output energy of ~10 mJ. The longitudinal-mode interval of the cavity is
3 GHz, and the theoretical linewidth of the cavity model is 260.7 MHz. The lens f1 is used
for beam coupling; the interference phenomena occur at the focus of f2; the free spectrum
range of this etalon is 7.5 GHz; The CBP (DataRay WinCamd-LCM) has a resolution of
1024 × 1024 with a pixel size of 11 µm.
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Figure 1. Schematic diagram of the experimental setup used for measurement of the laser linewidth.

The interference circles generated by the FP etalon with 95% and 99.5% reflectivity are
shown in Figure 2a,c, respectively, which will be further processed by computer. One row
of data extracted from a straight line through the center of the circle is drawn as a scatter
plot as shown in Figure 2b,d.

The scatter plot in Figure 2 needs to be fitted with a Gaussian function to obtain
the linewidths:

y = e

−(λ−λ0)
2

2( Γ
2
√

2 ln 2
)2

(1)

where λ0 is the central wavelength, and Γ is the full width at half maxima (FWHM) of
curves. Since the fitting of Equation (1) is wavelength-fitting, it is necessary to change
the abscissa of Figure 2b,d in order to obtain the linewidths. The interference phenomena
occur when:

2nd·cosθ = mλ, (2)

where n is the refractive index of the FP etalon substrate, d is the distance of the FP etalon,
and θ is the refraction angle of the incident light. We find that λ is linearly related to cosθ
and not linearly related to the number of pixels, so the FWHM obtained by its fit is not the
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linewidth of the laser. The abscissa of the scatter plot in Figure 2 is linearly processed as
shown in Figure 3.
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Figure 2. (a) Recorded Interference circle (R = 95%), (b) scatter plot of normalized pixel
intensity (R = 95%), (c) recorded Interference circle (R = 99.5%), and (d) scatter plot of normalized
pixel intensity (R = 99.5%).
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Figure 3. (a) Scatter plot after linear processing of the abscissa in Figure 2 (R = 95%) and (b) scatter
plot after linear processing of the abscissa in Figure 2 (R = 99.5%).

We transformed the abscissa of the scatter plot in Figure 3 into relative wavelength
based on Equation (3) and the results are shown in Figure 4a,b.

λr =
cosθ·FSR

space
, (3)

where λr is the relative wavelength, FSR is the free spectral range of the FP etalon, and
space is the distance between the two peaks in Figure 3. We chose one peak and translated
its abscissa to characterize the spectrum of the laser, a Gaussian fit was further used to
determine the linewidth (as shown in Figure 4c,d). As each pulse of the pulsed laser
is generated independently, there may be a slight difference between the linewidths of
each pulse. We, therefore, took multiple interferometric images and repeated the above
steps several times, using the average value to characterize the linewidth of the laser.
Taking measure errors into account, the measurement results are 255.4 ± 3.5 MHz and
169.2 ± 3.2 MHz, respectively.
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3. Analysis and Reduction of Convolution Error

It can be observed that there is a significant difference in the linewidth values measured
by FP etalon with different reflectance, which is because the interference spectrum measured
by FP etalon is not the intrinsic laser spectrum, but the convolution of the transmission
spectrum of FP etalon and the intrinsic laser spectrum [30,35]. The transmission spectrum
of FP etalon can be expressed by the Airy function [35], and the interference spectrum
extracted from the interferogram should be expressed as:

Iout(λ) =
∫ +∞

−∞
e

−(λ−λ0)
2

2( Γ
2
√

2 ln 2
)2 · 1

1 + 4R
(1−R)2 sin2

(
2πnd
λ−τ

)dτ, (4)

where R is the reflectance of FP etalon, and the right-hand side of the integral is the Airy
function. The TSW of Airy function can be expressed as [30]:

ΓAily =
c(1− R)

2πnd
√

R
′ (5)

where ΓAily is the TSW of FP etalon. The corresponding transmission spectrum of FP etalon
with different reflectivity is shown as the green curve in Figure 5. We took a Gaussian
function with a stationary linewidth to act as the intrinsic laser spectrum and convolve it
with the Airy functions corresponding to different reflectance based on Equation (4), and
the convolution results are shown as the blue dotted line in Figure 5. It can be observed
that as the reflectance increases, the TSW progressively becomes narrower and convolution
spectrum gradually approaches the intrinsic spectrum, which is the reason why the FWHM
in Figure 4c is wider than the FWHM in Figure 4d. When the TSW of FP etalon is narrow
enough, the transmission spectrum can be considered as an impulse function. Due to
the nature of convolution: the convolution of any function with an impulse function is
still the function itself, concluding that the higher the reflectance of the FP, the closer the
interference spectrum is to the intrinsic spectrum and the more accurate the measured
linewidth values.
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Figure 5. Comparison of Gaussian function, Airy function, and their convolution results under
different reflectance: (a) R = 10%, (b) R = 50%, (c) R = 95%, and (d) R = 99.5%.

The convolutional fitting method uses Equation (4) to fit the interference data. The
results of the convolution fitting and Gaussian fitting are shown in Figure 6 and Table 1 (all
results are calculated several times from different interferometric images). From Figure 6,
we can observe that the profiles of the Gaussian fitting and the convolution fitting are
extremely close in Figure 6b, while there is a slight difference between the fitted curves in
Figure 6a. This also verifies that the higher the reflectivity of FP etalon, the more accurate
the measured linewidth will be. We proposed the residuals to indicate the accuracy of
the fitting:

Residual = ∑N
i=1[ f (λi)− g(λi)], (6)

where f (λi) is the fitted value, g(λi) is the actual value of the spectrum scatter plot in
Figure 6, and N is the number of scatter points used for the fitting. From Table 1, we
can observe that the convolutional fitting is better than the Gaussian fitting, hence the
results from the convolutional fitting are more accurate. We found that the linewidth values
measured by different reflectivity etalon are only 3.8 MHz different after convolutional
fitting. We believe that the global error should be the combination of the intrinsic error due
to the TSW and the measurement error characterized by the standard deviation. Hence, the
measured linewidth is 255.4 ± 125.5 MHz using an FP etalon with 95% reflectivity without
any error reduction, and can be considered as 165.9 ± 10.8 MHz after error reduction by
a convolutional fitting method (measure errors are integrated into all results). It can be
concluded that the convolutional fitting method significantly improves the accuracy of
linewidth measurement.
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Table 1. Comparison of error reduction using etalon with different reflectance.

Reflectance TSW
Linewidth of

Gaussian
Fitting (Γ1)

Residuals of
Gaussian Fitting

Linewidth of
Convolutional

Fitting (Γ2)

Residuals of
Convolutional

Fitting

Difference
(Γ1-Γ2)

R = 95% 122 MHz 255.4 ± 3.5 MHz 0.0584 nm 165.9 ± 2.2 MHz 0.0317 nm 89.5 MHz
R = 99.5% 9.6 MHz 169.2 ± 3.2 MHz 0.01 nm 162.1 ± 4.8 MHz 0.0092 nm 7.1 MHz

In order to verify the applicability of the proposed method at low-power lasers, we
used a half-wave plate combined with a polarizer to form an energy attenuation device to
make the single pulse energy of the laser less than 1mj and measured the output linewidth
in this case, the results are shown in Figure 7. Due to the weakness of the incident light,
high-reflective etalons are no longer suitable and in such a situation only low-reflective
etalons can be used. As can be seen in Figure 7a, even though a low-reflectivity etalon
is used, the interference rings are very difficult to capture. The linewidth measured in
this case is 159.9 ± 6.9 MHz. As can be seen in Figure 7b, there is some stray light in
the measured interferometric data due to the weak incident light, making the standard
deviation of the measurement large, but the average measured linewidth is in the error
tolerance range compared to the results in Table 1.
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Figure 7. (a) Interference circles at low power (R = 95%) and (b) interference data and convolutional
fit results.

4. Conclusions

In this paper, a study of laser linewidth measurement based on the FP etalon was
carried out for the problem of difficulty in measuring the linewidth of a short pulse (nanosec-
ond level) laser with a low repetition rate. We have measured the interference circle of laser
using different reflectance FP etalon in combination with a CBP. The image information
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in the interference circle was converted into spectrum information by coordinate varia-
tion, and then the interference linewidth was obtained by Gaussian fitting. The sources
of convolution errors and their effects on linewidth measurement results were analyzed
and the convolutional fitting method was proposed to reduce the errors. It is concluded
that the convolutional fitting method can significantly reduce the convolution error of
linewidth results.
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