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Abstract—The cognitive radio (CR) paradigm calls for open increases with the distance between the two communicating
spectrum access according to a predetermined etiquette. der ysers and also with the carrier frequency used for communica
this paradigm, CR nodes access the spectrum opportunistilg by iy [5]. Therefore, when assigning transmission chanimets
continuously monitoring the operating channels. A key chdenge CRN, it is necessary to consider the signal attenuation inode
in this domain is how the nodes in a CR network (CRN) v y o . g o
cooperate to access the medium in order to maximize the CRN and the interference conditions to improve spectrum atian.
throughput. Typical multi-channel MAC protocols assume that ~ Another characteristic of a CRN is that users must operaigus
frequency channels are adjacent and that there are no constints g relatively low transmission power (i.e., abide by a power
on the transmission power. However, a CRN may operate over & mask) to avoid degrading the performance of the PR users [4].
wide range of frequencies, and a power mask is often enforced These peculiar characteristics call for new MAC protochkst t
on the transmission of a CR user to avoid corrupting the p P

transmissions of spectrum-licensed primary-radio (PR) uers. To €fficiently utilize the available spectrum while improvitige
avoid unnecessary blocking of CR transmissions, we propose overall network throughput.

novel distance-dependent MAC protocol for CRNs. Our protocol,

called DDMAC, attempts to maximize the CRN throughput. It

uses a novel probabilistic channel assignment mechanism ah A. Motivation

exploits the dependence between the signal’s attenuation adel . . . " .
and the transmission distance while considering the traffigrofile. Channel assignment mechanisms in traditional multi-cenn

DDMAC allows a pair of CR users to communicate on a channel wireless networks typically select the “best” channel, et s
that may not be optimal from one user's perspective, but that of channels, for a given transmission (e.g., [3], [6], [7D.
allows more concurrent transmissions to take place, espetly tnege mechanisms, tHeest channel is often defined as the

under moderate and high traffic loads. Simulation results irdicate - .
that compared to typigm multi-channel CSMA-based protocds, ©N€ that supports the highest rate. We refer to this approach

DDMAC reduces the blocking rate of CR requests by up t030%, as thebest multi-channe(BMC) approach. When the BMC
which consequently improves the network throughpuit. approach is employed in a CRN, the blocking probability for
Index Terms— Cognitive radio networks, spectrum access, CR transmissions, defined as the percer!tag_e_ of CR packet
distance_awareness’ traffic_awareneSS, MAC protoco|sl I’equeStS that are blocked due to the Unaval|abl|lly Of alt“ms
channel assignment, can increase, leading to a reductithrein
network throughput. To illustrate, consider an environtrian
. INTRODUCTION which two PRNs and one CRN coexist. PRNbperates over
Spectrum measurements by FCC and other organizatiensow-frequency band({H1), while PRN 2 operates over a
(e.g., XG DARPA initiative) indicate significant temporatd high-frequency band({H2). Suppose that PRN introduces
geographical variations in the utilization of the licensgmbc- a higher average PR-to-CR interference. Consequently, a CR
trum, ranging from15% to 85% [1]. These measurementsreceiver experiences a higher average signal-to-intamter-
motivated the need for a new technology that improves spgius-noise ratio (SINR) ove€ H1 than overCH2. Assume
trum utilization without degrading the performance of fised thattwo CR usersl andC need to send data to CR usétsand
primary radio networks (PRNs). To cope with the rising dechanD, respectively (see Figure 1). Also assume that the distance
in unlicensed wireless services, cognitive radio (CR)tedbgy betweenA and B (dag) is less than that betweeti and D
has been proposed. This technology allows an open acces§dtop). Figure 1(a) shows that when the CR users employ the
the spectrum subject to a predetermined etiquette. In aitben BMC approach, the transmissioh — B usesC H 1, whereas
radio network (CRN), users are aware of the radio frequencibe transmissionC — D usesCH2. A — B is allowed
used by existing legacy networks, and they opportunidyicato proceed because it operates over a low carrier-frequency
adapt their communication parameters to be able to commuciirannel with low PR-to-CR interference for a short transmis
cate without affecting active PR users. sion distance. On the other hand, — D requires relatively
A CRN has unique characteristics that distinguish it frorhigher transmission power to overcome the high attenuation
traditional multi-channel wireless networks. Unlike trad associated with the high-frequency/high-interferencanciel
tional wireless networks, which typically occupy contigiso and the long transmission distance. If the required trassion
bands [2]-[4], a CRN is expected to operate over a set péwer exceeds the specified power maék,— D cannot
widely-separated non-contiguous frequency bands. Cormmuproceed. However, both — B andC — D have much better
cation on such bands exhibits different RF attenuation amtlances of proceeding simultaneously if each CR tranamitte
interference behaviors. It is well known that signal atetian  selects channels while keeping in mind the constraininggrow
mask of the other transmitter (Figure 1(b)).
_ _ _ As a numerical example, assume that PRN 1 and PRN 2
An abridged version of this paper was presented altfké&E SECON’'08 Con-

ference June 2008. This research was supported in part by NSF (gndets operate In the900 MHz and 2.4 GHz bands, resDeCtNely‘

CNS-0721935, CNS-0627118, CNS-0325979, and CNS-0313&)theon, Assume thatd,p = 10 meters andicp = 50 meters. Also
and Connection One (an I/UCRC NSF/industry/university sootium). assume that a CR transmission is successful if the received



SINR over the selected channel is greater than the SINRnetworks with known deployment and traffic patterns. Iié th
threshold. For both channels, we set the SINR thresholdtend tase, there is no need for distance-traffic pattern prediclihe
interference mask t6 dB and60 mW, respectively. Assume second variant is suitable for online dynamic network opena
that CR receiver®3 and D experience the same level of totawith unknown traffic patterns. To estimate the distancéitra
interference over both channel8.(5 ©W). Given the above pattern in a given neighborhood, the second variant emgoys
parameters and using the propagation model in [8] with pastochastic learning technique that adapts to network djecgam
loss exponent oR, the required transmit powers ovétH1 (i.e., mobility, interference conditions, and traffic cai@hs).
andCH?2 for A — B are2.2 mW and16 mW, respectively. The primary advantage of our assignment scheme is that it is
For C — D, these powers ar66.18 mW and 399.5 mW. based on passive learning. This is because in DDMAC, CR
According to the BMC scheme (Figure 1(a)), — B can users always listen to the control channel in order to ovarhe
proceed ovelC H1 (the power mask is not violated), whereasontrol-packet exchanges, including those not destinéldeim.

C — D cannot proceed ovér H2 (the required transmit power CR users use the control information to identify the prdiera
exceeds the power mask). On the other handl if> B uses channels.

CH2 andC — D usesCH1, both transmissions can proceed DDMAC has the following attractive features:

simultaneously (Figure 1(b)). « It does not make any assumptions about the activity pat-
terns of the underlying networks or about user distribution

« It is easy to implement in practical settings and its pro-
cessing overhead is small.

« It is transparent to PR users, i.e., does not require coordi-
nation with them.

« It inherently improves the fairness among CR users, com-
pared to typical multi-channel CSMA-based protocols.

« Under low load and several available channels, DDMAC
gracefully degrades to the BMC approach.

To evaluate the performance of DDMAC, we conduct simula-
tions over a dynamic CRN with mobile users. Our simulation
results show that by being distance- and traffic-aware, D@MA
(b) Distance-dependent chan- significantly improves netvyork throughput while prgseg/in
nel assignment fairness. The results also indicate that compared withcafpi
multi-channel CSMA-based protocols, DDMAC decreases the
Fig. 1.  Scenarios in which two CR transmissions can/canmocqed COMNEction blocking rate in a CRN by up 30%. By injecting
simultaneously. artificial errors into the estimated distances, our evanat
reveals that DDMAC is robust against estimation errors.

It is worth mentioning that in a given (one-hop) neigh- It should be noted that selecting a preferable channel kst w
borhood, theoptimal channel assignment that maximizes th@lso proposed in the MMAC protocol [11]. However, MMAC
number of simultaneous CR transmissions can be formula®@es not support multiple-channel assignment (it is lichite
as an integer linear programming (ILP) problem [9], [10f0 one channel per user). Specifically, the channel sefectio
Since computing the optimal solution for the ILP problergriterion in MMAC is to use a channel with the lowest count
grows exponentially with the size of the network [9], heticis Of source-destination pairs that have selected the chammel
algorithms with suboptimal performance are needed. SUBPMAC, the preferable channel list per node is constructed
algorithms should attempt to compute channel assignmeht wpy accounting for the challenges associated with CRs [oe.,
reasonable computational/communication overhead. transmit power, presence of PR users, widely-separated non

contiguous available bands). Unlike DDMAC, the objectike i
o MMAC was not to address spectrum sharing while improving
B. Contributions the overall throughput, but rather to handle multi-channel

In this work, we develop a novel CSMA-based MAC protocdiidden terminals using a single transceiver and to balance
that aims at enhancing the throughput of the CRN subjecttfie channel usage over all available channels. In addition,
a power mask constraint. The proposed protocol (DDMAMIMAC requires global network synchronization, which is not
employs an intelligent stochastic channel assignmentnsehea requirement in DDMAC.
that exploits the dependence between the RF signal attenuat
model and the transmission distance while taking into COE— o
sideration the local traffic conditions. The channel assignt C: ©rganization
scheme accounts for the interference conditions and thepow The rest of this paper is organized as follows. Section Il
constraints at different bands. In particular, the schessggas gives an overview of related work. In Section IlI-A, we
channels with lower average SINR to shorter transmissigamroduce our system model and state the main assumptions.
distances, and vice versa. In addition, our scheme aseecidthe SINR analysis is presented in Section IlI-B. SectiorQll
more preferable channels to the most frequent transmissithastrates the effect of the carrier frequency and traission
distances and less preferable channels to the less frequiistance on the path loss. In Section 1V, we formulate the
distances. In other words, the assignment process identifigtimal channel assignment problem. Section V introduces
a ‘“preferable” channel list for each CR user. Such a listur proposed distance- and traffic-aware channel assignmen
indicates which channels are preferable to use dependitigronalgorithm. Section VI describes the proposed DDMAC protoco
estimated distance between the transmitter and the recéfee and outlines its benefits and associated overhead. We é&valua
propose two variants for the channel assignment scheme. TD@MAC in Section VII. Finally, Section VIl gives concludin
first variant is suitable for offline planning of spectrumghg remarks.

(a) BMC channel assignment



Il. RELATED WORK

Recently, several attempts were made to develop MAC
protocols for CRNs (e.g., [6], [12]-[16]). In [6], the autiso
developed a CRN MAC protocol with a common control chan-
nel. This protocol jointly optimizes the channel/powetdras-
signment, assuming a given power mask on CR transmissions.
DC-MAC [12] is a cross-layer distributed scheme for spettru
allocation/sensing. It provides an optimization framexoased
on partially observable Markov decision processes, assymi
that PR and CR users share the same slotted transmission
structure. In [13], the authors investigated continuoomset Fig. 3. Operating spectrum in the hybrid network.
Markov models for dynamic spectrum access in open spectrum
wireless networks. Using such models, a distributed random
access protocol is proposed to achieve airtime fairnesedest
dissimilar unlicensed users.

The FCC defined thinterference temperature modgl7],
which provides a metric for measuring the interference e

operate over non-overlapping frequency bands. We assuahe th
all the PRN bands have the same bandwidfi{). In reality,
_PRN may occupy multiple, non-contiguous, frequency bands

perienced by licensed receivers. In [14], the authors etidioUch @ PRN can be easily represented in our setup by using
the issue of spectrum sharing among a group of Spreé‘ayltlple equal-bandwidth virtual PRNs, each operatingrdtge

spectrum users subject to constrains on the SINR and on ?Y)é"‘ carrier frequency. For th#h PRN, we denote its carrier
interference temperature. In [18], the interference teaipee 1€4UeNCy byf;. As shown in Figure 3, the available bandwidth

model was used for optimal selection of spectrum and trar&@w) of a PRN is divided intd. adjacent but non-overlapping

mission powers for CR users. In [16], the authors propos&&duency channels each of Fourier bandwidth(in Hz). Such
a decentralized channel-sharing mechanism for CRNs badeghannels are collectively referred to as a band. Nedenote

on a game-theoretic approach for both cooperative and nde t_otal number of chanr_lels in all bandg;= LM.
cooperative scenarios. In [19], the concept of a time-spatt Without loss of generality, we assume tHalV is sufficient

block is introduced to model spectrum reservation in a CRA SUPPOrt at least one CR transmission. This is an acceptabl
Based on this concept, the authors presented centralizéd RSUMPtion in many wireless systems that are built to operat
distributed CRN protocols with a common control channel fdf the unlicensed bands, including IEEE 802.11/a/b/g-d@mp
spectrum allocation. evices. Each CR user is equped withradio transceivers,

The above protocols were designed without exploiting tHe< "« < L, that can be used simultaneously. In theory, a CR
dependence of the number of allowable CR transmissions i/ €an transmit over an arbitrary segment of the available
the carrier frequency and the transmission distance. They §andwidth by using tunable filters. In practice, however,Fa C
limited to the analytical aspects of MAC design, with ndYPically implements a bank of fixed filters, each tuned to a
complete operational details. To the best of our knowledgdYen carrier frequency with fixed bandwidth, allowing th& C
DDMAC is the first CRN MAC protocol that aims at improvingUSe" {0 choose from a fixed number of channels. In our setup,
the CRN throughput by exploiting the dependence on the Rf¢ assume the latter (more practical) capability, which lean
signal’s attenuation model and the transmission distartieew US€d to approximate the tunable filter scenario.

considering the prevailing traffic and interference cands. To avoid corrupting the transmissions of licensed users, a
mask is enforced on the transmission power of a CR user
”l PREL”\/”NAR'ES over eaCh band, |ePt(l) S P,’s::()lsk, 7 = 1,2,...,M. The

determination of an appropriate power mask is an important
topic, which has been investigated under certain simpiifyi
assumptions (e.g., [18], [20]). The spectrum sharing proto
cols in [18] and [20] were designed such that the maximum
transmission powers of CR users over various bands are dy-
namically computed based on the PR’s interference margins
(set by the FCC) and local traffic conditions. In [20], the
authors provided aneighborhood-dependeradaptive power
mask on CR transmissions that ensures a statistical (soft)
guarantee of the outage probability of PRNs (the probabilit
that the total interference power at a PR receiver exceeds
the maximum tolerable interference). The authors provided
closed-form expressions for the resulting power mask. kor o
Fig. 2. Example of an opportunistic CRN that coexists witlo !RRNs.  PUrposes, we assume that a similar mechanism for detergninin
the power mask is in place. A CR user transmits data to
other CR users using the maximum allowable power vector
P.ask- When not transmitting, a CR user is capable of
A. Network Model measuring the total noise-plus-interfererfég over all bands
M?. This requires a wideband sensing capability
wband resolution. The technology to supporhsuc

We consider a CRN with decentralized control (i.e., an ad hév\ﬁ?hlﬁﬁé.rfc’)
network). This CRN coexists geographically witi different
PRNSs. PR users are legacy radios that cannot be controlled by
the CRN. Figure 2 shows a conceptual view of the scenariarhe quantitys®) includes the PR-to-CR interference as well as the thermal
under consideration witil/ = 2. The PRNs are licensed tonoise.



X . 4
i Nomber of PRNS C. Carrier Frequency and Distance Effects on Path Loss
L Number of channels in a PRN

NN N s the total number of channeld/ — {1, ..., N} In this section, we discuss the effect of the carrier freqyen
BW, W Bandwidth of a band and a channel, respectively and transmission distance on the path loss. For a giverecarri
e g‘;mber of transceivers per CR user frequencyf, letd,(f) be the close-in distance, i.e., the distance
& ransmit power , from the transmitter after which the RF channel can be approx
sk Interference power mask on chanriel . ted by the f dél,' be det ined f
I(”‘ Noise-plus-interference over chanriel Imate y the free-space mo_ (f) can be determined from
SINR;” Measured SINR over bandat receiver; measurements or can be estimated by [8]
Pr(f:) Path loss associated with band 9
P.(fi) Received power at a CR receiver over band d (f) _ 2Da f D E (2)
d Transmitter-receiver distance o = max y Pas 7
J Set of all CR transmission requests in a locality
cft) ith selected channel's data rate for transmission where D,, is the antenna length of the transmitter ani$ the
S;‘ Rate demand of thgth CR ransmission speed of light. LetP,(f) and P;(f) respectively denote the
my Number of selected channels for thith transmission received power at the close-in distance and the CR transmit
M; M is the set ofm; selected channels for thigh transmission power. ThenPO(f) can be estimated as follows [8];
R Random variable represents the distance to the intended/eec
R. , 7e Rc is the transmission regiolR. = nrﬁ 02G G
R; ith ring around a CR in static channel assignment P,(f) = MPt (f) €))
A Radii that defineR;, i = 1,... M (4mdy(f))2f2
D; 4th ring around a CR in dynamic channel assignment . .
di,di1 Radii that defineD; whereG,(f) and G,.(f) are the transmit and receive antenna
o ('\)‘Eg‘ebrs;t?;nnevfi‘r']%ﬁ"’;m@i rings gains, respectively. LeP,(f) denote the received power at
(D) Probability of D; at time? distanced from the transmitterd > d,(f). Then,
pi(t) Weighted average gb; (t) n
« Forgetting factor P - p dO(f ) 4
Q;(A), K CR A’s preferable channel list for regioh i = 1, ..., K T(f) - O(f) d ( )
CCL(A,B) Common channel list available fot — B transmission
(A, B) Preferable available channels fdr — B transmission where n, is the path loss exponent (typically < n < 6)
Note that, in practiced, (f) is of the same order of magnitude
TABLE |

as the node’s dimensions. For example, for a mobile phone
SUMMARY OF NOTATIONSUSEDIN THE PAPER. operating in the900 MHz band W|thDa =5 cm, do(f) = 33
cm. For an 802.11 WLAN card operating in thel GHz band
and the same antenna sizg(f) = 12 cm. Accordingly, it is
reasonable to assume that the probability #has less than
capability is readily available through a wideband antgrma d,(f) is very small (i.e., Rid < d,(f)) = 0).
power amplifier, adaptive filters, and a DSP technique calledUsing (2), (3), and (4), the path lo$%,(f) can be expressed
cyclostationary feature detection [21], [22]. Thus, a CBrigmn as:

simultaneously sense several GHz-wide bands and estifmate t Pi(f)

instantaneous interference over each band [22]. Alterelgtia Pr(f) =10log P —10 x

sequential partial sensing approach can be employed ab#te c s o " 2

of negligible switching/sensing overhead [21], [23]. Ivisrth log © }2[:1% , YV f s.t. D, > max {%, 2’::;f
mentioning that off-the-shelf wireless cards can readiys as iy . 2D2f

a fully functional wideband multi-channel CR interface.cBu | 18 Fra= v fst g >max {D‘“ T (%)

an interfacg enables a C_R user to perform analysis of the HF log c“*"jfﬁf’i V[ st 2D2f > maX{Da, ?}
spectrum (i.e., sensing) in real time. ¢
where

w GH(1)Cr(f) 6
i v= 477)2 : ( )
B. Analysis of the Average SINR (47)

.
Based on the aforementioned characteristics of the CRN, {gt€ that the depgndfence BL(f) ond (i.e., 3r) is the same

average measured SINRINR) at a CR receiver at a given time or any given carrier irequency. . .

over band is mainly determined by: (1) the path loss associa'ij Figure 4 depicts the path loss for a wide range of carrier

with that band )); (2) the average interference over thafr€quencies and two values of at a distancel = 1 meter.
—(i Cufa)); (2) g his figure and equation (5) reveal that the signal atteonoati

dih L i"q thai ®¥reases as the distance between the two communicating
and the spectrum occupancy statistics (e.g., l:)smgt QIROBS | sers increases, and as the frequency used for communicatio
in [12], [24]; and (3) the enforced power man&L

ask- FOrmally, increases. These observations provide the motivation @ior o
SINR"” (dB) is given by: distance-dependant channel assignment, discussed inrS¥ct

(dB) — Py (f;)(dB) — T

SINR”(dB) = PO

(dB). (1) IV. OPTIMAL CHANNEL ASSIGNMENTPROBLEM

Note that in [25] and [26], it was shown that for a given CRN ¢ gpjective is to maximize the number of simultaneous CR
and due to PRN’s activity, CR users that are far away from eaghinsmissions, and consequently the overall network tifeu
other can experience different average interfereﬁ@e which  put. Toward this end, we define the telogal spectrum utiliza-
may vary with time. On the other hand, CR users in clos®n as the total number of simultaneous CR transmissions that
proximity typically share the same view of the surroundirfg Rcan be supported in a given (one-hop) locality while meeting
environment. a predefined power mask. Before formulating the problem, we

Table | summarizes the main notation used in the paper. discuss the requirements for a successful CR transmission.



demands are available, the above ILP problem belongssto the
class of NP-hard problems [9]. In this paper, we develop a
heuristic channel assignment scheme that provides a sofapt
solution with low complexity and good spectrum utilization
Our heuristic exploits distance and traffic awareness. Te k
idea behind it is to assign channels with ISINR to short-
distance transmissions. Also, local traffic informationused

to assign more channels to more likely transmission digsnc

-
o

@
(=}

3]
o

Path Loss (dB)
S
<

w
o

V. DISTANCE-DEPENDENTCHANNEL ASSIGNMENT
ALGORITHM

1 2 3 4 5 6 In this section, we describe our proposed channel assignmen
i) x10° mechanism. The assignment process identifies a “preférable
Fig. 4. Path loss vs. carrier frequency for two path oS BEES Do — 5 channel list for each CR user. Such a_hst indicates WhICh
Cm"G't(f) — Go(f) Z ). @~ c_hannels are preferable to use depending on the esumated
distance between the transmitter and the receiver. It ighwor
mentioning that many techniques for estimating the trattemi
receiver distance in wireless networks have been proposed i
A. CRN Transmission Requirements the literature, including the Received Signal Strengthidatbr
RSSI), the Time of Arrival (ToA), and the Time Difference of
rrival (TDoA) [28]. For our purposes, any of these schemes
can be used. In Section VII, we investigate the robustness
of our scheme under inaccurate distance estimation, which i
mainly caused by mobility, multi-path propagation, refieat

20
0

Within a given neighborhood, multiple CR users may co
tend for access to one or more of the available channels\VLet
and 7 denote the set of alN channels and the set of all CR
transmission requests in the local neighborhood at a giues t
respectively. We assume that tlith CR transmissionj(e J) and fading effects.

is successful if both of the following two conditions are met . : .
Two variants of the channel assignment mechanism are

« Itiis possible to findm; available channels from the setyroposed. The first variant is suitable for offline planning
N such thafy~™", cgz) > ¢, wherec!) is the data rate of of spectrum sharing in networks with known traffic patterns,
the ith selected channel and; is the total rate demand whereas the second variant is for online spectrum allogatio
for the jth CR transmission. dynamic (mobile) networks with unknown traffic patterns.

o Let M; be the set ofm; selected channels. Then, the
received SINR of every € M, (SINRy)) must be greater
than the SINR thresholduf) that is required at the CR

receiver to achieve a target bit error rate over channel CGiven a CR user with a packet to transmit, letbe the
estimated distance to the intended receiver r., wherer,

is the maximum transmission range. represents the largest
B. Maximizing the Utilization of Local Spectrum distance from a CR transmitter over which the transmission
maximum power can be correctly decoded over all selected
annels in the absence of interference from other termiinal
(CR or PR users). Lefr(r) £ P{R < r}. The functional
s L if channeli is assigned for transmissign 7 form of F'r depends on both node distribution as well as the
J 71 0, otherwise. 7 distance traffic profile, which for now we assume to be given.

e L Given Fg, the channel assignment process is conducted as
Similar to [10], [27], the problem of maximizing the totalfol|\|/0WS: R 9 P ! .

number of simultaneous CR transmissions in a given neighbor
hood can be formally stated as follows:

A. Spectrum Assignment for Known Traffic Profiles

Let 63@ be a binary variable denoting whether or not chann%}1
1 is assigned for transmissign Formally,

« The available bands are divided according to their mea-
suredSINR (given in (1) into M setsSy, Sa, ..., S,

max..: 159D S o ) where each band consists of multiple channels. Thé&'set
5,7 {01} 2-76‘7_ Lien 8 e 2 C ® contains the frequency channels of the band that has the
Yies 5;” <LVieN 9) highestSINR, S, contains the next higheSINR, and so
(i) . on. o . .
Yiend; S, VjeT (10) o« A CR user, sayA, divides its maximum transmission

SINRE-i) > i Vi e J, st 5J(_i> =1 (11) region R, < mr? into A/ non-overlapping “rings”

. o ) o Ry,..., Ry. Theith ring contains the CR users whose
where 1[.] is the indicator function. The constraint in (9) distances tad fall in (r;_1,r;], wherei = 1,..., M and
ensures that a channel cannot be assigned to more thanone CRg = r; < r; < 1, < ... < rjy; = r.. The rings are
transmission in the same vicinity. The constraintin (1Gues divided such that the probability of communicating with

that at most:, channels can be assigned to a CR transmission. a CR receiver that falls within any of th&/ rings is the
For an ad hoc CRN, the above optimization problem must same, i.e.,

run in a distributed manner at each CR user in the network. 1
This implies that each CR user must exchange instantaneous Fr(ri) — Fr(ri-1) = —,
SINR and rate demand information with neighboring CR users M
before selecting channels, which incurs high control osach

and delay (i.e., information may not be Up_'to'date)- Even if2note thatP;'s dependence od is the same for all bands. Thus, for the
perfect knowledge of the SINR of each link and the ratgrpose ofSINR comparison, we set = 1 meter.

i=1,...,M. (12)




User A computes the radii;, s = 1,... M, by substituting distances fall in the rangel;_1, d;] (how to convey transmitteer-
for Fr(r;) in (12) and solving for-;. receiver distance information will be discussed later)teNbat

« Finally, A constructs a preferable channel list for eactihe proper setting off,;, depends on the dynamics of the
ring by assigning channels with lowe&INR to shorter network. The effect off,;,, is studied in Section VII.
transmission distances and channels with higB&MR

to longer transmission distances, i.e., assign to Ry, Computing Computing Computing
Sar—1 t0 Ry, ..., andS; to Ryy. pa-21_) p-T ) pi(0)
To illustrate the idea, we consider a uniformly distributed :
CRN and assume that a CR transmitter randomly chooses a ; ; i
destination for its data from withirR.. Therefore,Fr(r) is T — Y Y
gvenby: Estimating Estimating |
r2 < P{t-T,;) Pt -
Fp(r) = { {_3’ " N e (13) t-2T,, tT,, t time
R r>Tre win

Using (12) and (13), and noting tha = 0, we arrive at the

following expression for;:
[(1 12, [
T = (H + 2 ) Te =\ 1" the BMC scheme discussed in Section I. At any tim€R user
¢ A constructs its transmission distance table based on dontro
Figure 5 illustrates the non-overlapping rings around a Ghackets it overheard during the observation windowr’,;,,, t].

transmitter whenV/ = 4. Within these rings, other CR and PRUsing the transmission distance table estimates the current
users may exist. Assume = 100 meters. Theny;,...,74 are probability mass functiomp;(¢) of the distance- at timet (see
given by50,70.71, 86.6, 100 meters, respectively. Figure 6). It then computes an exponentially weighted ayera

of pi(t)
pi(t) = api(t) + (1 — )pi(t — Twin), (15)

where « is a forgetting factor0 < o < 1. Oncep;(t) is
computed A computes the preferable channel list for each ring.
Let Q;(A) denote the preferable channel list for rifg at CR
user A (how to construct?;(A) will be given later). The new
preferable channel lists will be used during the next olestém
window time. The proposed channel assignment process serge
the D;’s into K regions according t@;(t), where K < M. It

then assigns preferable channels for each region. The ggoce
is now described in detail:

1) UserA determines the integérsuch that Zf;ol pi(t)—
Yo, pi(t)| is minimized, i.e., it divides the regions
into two groups; short-distance and long-distance groups.
The probabilities of the short-distance and long-distance
groups are given by:

Fig. 6. Time diagram of pmf’s updating process.

To initialize the assignment algorithm, all CR users employ

(14)

Fig. 5. Four regions around a CR transmitter for assignirenobls.

k—1
B. Spectrum Assignment for Unknown Traffic Profiles Panort = Zﬁi(t) (16)
For offline spectrum planning, we assumed in the previous i=0
section a fixed network and prior knowledge of the distance-  4nq
traffic pattern (i.e., the form of'z). During network operation, m
however, the distance-traffic pattern may change with time, P Z 5i() (17)
depending on network dynamics and user mobility. Because tong : kpl '

users only possess local knowledge of their neighborhabds,
is difficult to maintain the optimal network performance.\We
ertheless, we can develop a stochastic learning algorittan t
performs well and uses only localized information. Stotibas
learning techniques have been widely used in wireless mkivo
for online traffic prediction, tracking, and power contr@9],
[30]. Our proposed learning approach is a distributed digor
that runs at each CR user in the network. A CR user, 4ay
evenly divides its maximum transmission regiBpinto m non-
overlapping regions, where > M. Theith region,D;, forms

a ring, defined by the aref(x,y) : d?_, < x% + y* < d?},
whered; = ivs, andd;_; < d; i = 1,...,m. CR user4
maintains ann-entry transmission distance table. Tiile entry

in that table corresponds to the regidh, and contains the 3)

number of overheard CR packet requests during the recent
observation windowT,,;,, for which the transmitter-receiver

) User A divides the M bands into two frequency sets:

low SINR frequency set and higBINR frequency set. It
assigns the lIowsINR frequency set to the short-distance
group and the highSINR frequency set to the long-
distance group. The numbers of bands in the high)(
and low (1) frequency sets depend @, and Piop g,

as follows:

Pshort
ng = |———2hert  pp
" ’VPshort + Bong -‘
ng, = M — ng (18)

where[.] is the ceiling function.

Step1 and 2 are repeated for every group until either
only one band is assigned to that group or the group
contains only one region. Note that when repeating the



above process for a groupy in (17) andM in (18) are 2) Example 2:Consider8 PRNs and one CRN. The PI%NS
replaced by the number of regions in that group and tlzee labeled such thaf; < f» < ... < fs. Suppose thatd
number of channels assigned to that group, respectivaljvides its transmission region int® rings. At a given time
Using this recursive procedure, the preferable channel lis assume that the weighted average pipf(t) : ¢ = 1,2}
Q;(A), for all ¢, is computed for one observation window. is given by{0.25,0.75}. Then, the outcome of our preferable
channel assignment is as follows:
C. Complexit o Channelsl and2 (total of 2 channels are assigned to all
' piexity CR transmissions whose distances aréif).
Claim 1: The worst-case complexity for selecting the preferable s Channelss, ..., 8 (total of 6 channels are assigned to all
channel list2;(A), for all i, may be obtained using the above  CR transmissions whose distances aréJi).
recursive procedure i)(mK) time, whereK ~ min[N,m|. The above example reveals that our algorithm assigns more
Proof: In the worst case, our proposed algorithm requirgseferable channels (total 6fchannels) to the more frequently
O(m) comparisons to perform one iteration (stdpand2). In  used transmission distance® pz(t) = 0.75).
addition, it requires at modt’ = min[N —1, m—1] iterations to
obtain{;(A), for all i. Hence2;(A), for all i, may be obtained VI]. DDMAC PROTOCOL

using the proposed algorithm with a complexity G{mK), . .
whereK ~ (m min[N,m]). For N > m, K ~ O(m). On the Based on the channel assignment process presented in Sec-

_ tion V, we now propose a distributed, asynchronous MAC
other hand, foV' < m, K ~ O(N). protocol for CRNs. The proposed DDMAC is a CSMA/CA-
based scheme that uses contention-based handshaking-for ex

D. lllustrative Examples changing control information. It is worth mentioning thaet
We illustrate the previously discussed channel assignmé@St common configuration for upcoming CRNs is to use

1) Example 1: Consider four PRNs and one CRN. Eacf31l- Thus, in designing the channel access in DDMAC, we
PRN occupies two adjacent non-overlapping channels. Tacus on extending the CSMA/CA scheme due to its maturity

PRNs are labeled such thgt < f» < f3 < fi. Consider and wide deployment in many wireless packet networks. Note
—(1? S W:{(2) < m@) N that the handshaking procedure is essential in multi-chlann

a_CRZ4)userA with SINR. . . - . systems. Besides mitigating the hidden-terminal prob)é¢nese
SINR™". Suppose that! divides its transmission regioR. are two other main objectives for the use of RTS/CTS: (1)
into 8 rings, Dy, Do, ..., Ds. At a given timet, assume that ,nqycting and announcing the channel assignment, and (2)
the weighted average pmfipi(f) : @ = 1,...,8} is given ,romnting hoth the transmitter and the receiver to tune & th
by {0.25,0.1,0.15,0.05,0.05,0.15,0.05, 0.2}. Figure 7 shows 5,eed on channels before transmission commences. Before
how the proposed channel assignment process is conducffk ining our protocol in detail, we first state our main
The outcome of this process is as follows: assumptions. '

« Band4, which includes two channels, is assigned to all CR

transmissions whose distances areln (i.e., Q;(4) =

A. Assumptions
{4}). o . :

« Band 3, which includes two channels, is assigned to all In designing DDMAC, we make the following assumptions:
CR transmissions whose distances aré®inand Dj (i.e., « For each frequency channel, the channel gain is stationary
Q2 (A) = Q3(4) = {3}). for the duration of three control packets and one data and

« Band 2, which includes two channels, is assigned to all ACK packet transmission periods. As explained in [32],
CR transmissions whose distances ar®in D5, and Dg this assumption holds for typical mobility patterns and
(i.e., (A) = Qs5(A) = Q6(4) = {2]). transmission rates.

« Band 1, which includes two channels, is assigned to all « Channel gains between two CR users are symmetric. This
CR transmissions whose distances aré®inand Dy (i.e., is a typical assumption in any RTS/CTS-based protocol,
Q7(A) = Qs(4) = {1}). including the IEEE 802.11 scheme.

o CR transmissions use the maximum allowable power
vector P,..sx). The key idea behind this choice is as

D. 5 follows. It is well-known that using as many channels as
! : {t4} possible for a transmission reduces the CR-to-PR inter-
1 0.25 ,,{,f4;f,31, 0.25 ference [6] due to the reduction in transmission power.
2 0.1 0.5 {f3} However, because DDMAC enforces an exclusive channel
3 0.15 0.25 occupancy, which prevents two neighboring CR users from
: using common channélssuch a channel assignment pol-
4 0.05 € icy may lead to channel over-assignment, which reduces
5 0.05 ‘ {f2} 0.25 the opportunity for finding available channels by other
neighboring CR transmitters (thus reducing the CRN’s
6 0.15 {f2, fl,}_,_t throughput). Therefore, in DDMAC, we tackled the CR-to-
7 0.05 05 {f1} PR interference problem by assuming a given power mask
3 02 F—-20.25 to protect PR users while trying to use the least possible
: € number of selected channels per transmission. This can be

Fig. 7. Example that illustrates the channel assignmentga®in a dynamic

CRN 3The exclusive channel occupancy exclu@®-to-CRinterference although

it still allows for the typical co-channel PR-to-CR inteidace, thus largely
simplifying the CR-to-PRinterference management process.



done by transmitting at the highest posslble transmission Transmitter | Receiver | Packet deFrena;id /zvhzlnanb;
power over each selected channel, which results in less RTs ID ID size <) p
number of assigned channels per CR transmission. This =
increases the opportunity for f|r_1d|ng available channels oo |Transmitter | Receiver % Distance Ashsigneti‘i
by other neighboring CR transmitters. EPCA ID ID duration () chante
« The total rate demand of a CR usdr(denoted byC4)
is met by aggregating the transmission rates of several . : —— -
selected channels. Note th@h can vary from one packet  NeA/ Sl E s
to another.
« A prespecified control channel with Fourier bandwidth ,
Fig. 8. Formats of DDMAC control packets.

is available, whereB. <« B. This channel does not need
to be reserved for the CRN. It can, for example, be one
of the subchannels in an ISM band.

Contending CR users follow similar interframe spacings
and collision avoidance strategies of the 802.11 protocol
(over the control channel) by using physical-carrier sens-
ing and backoff before initiating control packet exchanges
We also assume that data packet sizes are significantly
larger than control packets, and therefore, the use of the
RTS/CTS handshake is justified.

B. Channel Access in DDMAC

The channel access mechanism allows the CR transmitter
and receiver to agree on the set of channels to use for
communication and to allocate their rates. Rate is alletate
in a manner that ensures that the power mask and the rate
demands are met. A CR usdrviews its transmission region
as K non-overlapping regions, where each region is associated
with a preferable channel li§;(A), i = 1,..., K, determined
according to Section V. This user maintains/éirentry channel
list and anm-entry transmission distance table (as described
in Section V). Thejth entry of the channel list indicates
the status of thejth channel;1 if the channel is available
and 0 if the channel is occupied or reserved by any 4§

CR neighbors. Recall that each CR user is equipped wijth
transceivers. One of these transceivers is tuned to theatont
channel, while the othet, — 1 transceivers can be tuned to any
data channels. As a result, CR users can always hear control
messages over the common control channel even when they
are transmitting/receiving data over other data chanfidiss,
every CR user listens to the control channel, and accorgingl
updates its channel list and transmission distance table.

Suppose that CR uset has data to transmit to another CR
user B at an aggregate rate demanth. Then, A reacts as
follows:

« If user A does not sense a carrier over the control channel
for a random duration of time, it sends an RTS message
at the maximum (known) powe?,,, ... This P, iS con-
strained by the power mask imposed on the prespecified
control channel. The RTS includes,, the packet size
(in bytes), and the list of all available channels/{see
Figure 8).

The neighbors ofA (other thanB) that can correctly
decode the RTS refrain from accessing the control channel
until they receive one of two possible control packets,
denoted by EPCA and ENCA (explained below).

Upon receiving the RTS packeR estimates the distance
betweenA and B (d4p) (using one of the techniques
described in Section V). It identifies the preferable channe
list Q;(B) that corresponds td4 5. Based on the available
channels at4d and B, and the instantaneous interference
level over these channels as measuredBatuser B

list that is potentially available forA — B transmis-
sion, denoted by’ C'L(A, B). User B then computes the
intersection betweef;(B) and CCL(A, B) to identify

a preferable set of channels fet — B (®(A4, B)). To
achieve good throughpuR sorts the channels i (A4, B)

in a descending order of their maximum possible data rate
(calculated according to Shannon’s fornf)larhen, user

B appends the rest of the common available channels that
are not in®(A, B) (i.e.,CCL(A,B)ﬂ@(A,B)), also
listed in a descending order of their maximum possible
data rate, to the bottom of the sorted preferable channels.
User B cumulatively adds channels from the top of the
new sorted list until either the aggregate ratg is
satisfied or the list is exhausted, i.e., no feasible channel
assignment is found.

If there is no feasible channel assignment, tieresponds

by sending a Negative-Channel-Assignment (NCA) mes-
sage that includes the distandgg (see Figure 8). The
purpose of this packet is to help’'s neighbors estimate
the network distance-traffic pattern and prompto back

off and retransmit later. I1fB can find a set of available
channels that can support a total demang, it sends a
Positive-Channel-Assignment (PCA) message tavhich
contains the assigned channels for the transmisdion

B, the distancel 45, and the duration needed to hold the
assigned channels for the ensuing data transmission and
corresponding ACK packet. The PCA packet implicitly
instructs B's CR neighbors to mark the set of assigned
channels as unavailable for the indicated transmission
duration. It also helps these neighbors estimate the nktwor
distance-traffic pattern.

Depending on which control message is received, user
reacts as follows:

— If Areceives an NCA message, it responds by sending
an Echo-NCA (ENCA) message, which includes the
distanced 4 5. The purpose of this packet is to help
A’s neighbors estimate the network distance-traffic
pattern.

If A receives a PCA message, it replies back with an
Echo-PCA (EPCA) message, informing its neighbors
of the selected channel list, the distankgs, and the
transmission duration. This EPCA also announces the
success of the control packet exchange betweand

B to A’s neighbors, which may not have healts
PCA.

Once the RTS-PCA-EPCA exchange is completed, the
data transmissioml — B proceeds. Once complete,

removes any channel that has a received SINR less tharoiner rate-vs-SINR relationships, such as a staircasdifmean be used
its threshold SINR and determines themmon channel for calculating the achievable data rates.



sends back an ACK packet td over the best assigned
channel, i.e., the channel that has the highest rate. A time
diagram of the RTS-PCA-EPCA-DATA-ACK exchange is
depicted in Figure 9.

m CRuser
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o Users in PRN 2
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Fig. 10. Scenarios in which a CR transmitt&rcan/cannot reuse the channels
Fig. 9. RTS-PCA-EPCA-DATA-ACK packet exchange. assigned toA. Solid circles indicate data-transmission ranges, wisedeahed
circles indicate control-transmission ranges.
It is worth mentioning that there is no interference between
data and control packet transmissions because the two are
separated in frequenc_y. Therefore, a CR user that hearsltBe R , scenario I At a given timet, assume that the weighted
packet fromA defers its attempt to access the control channel  ayerage pmf{p;(t) : i = 1,...,m} has a value ofl
until it receives an EPCA or an ENCA packet from In ati = m and0 otherwise (i.e., most likely, transmission
addition, a CR user that receives only a PCA or an NCA should  gjstances are withii,,). This scenario represents the case

defer its attempt to access the control channel for the égdec  \yhen all of A’s neighbors are located near the border of

control packets). This allows for more parallel transnuissito channel assignment algorithm, the preferable channel list
take place in the same neighborhood (see Figure 9). is identified as follows:
Remark: DDMAC's channel assignment is performed on a
per-packet basis, with the channels assigned to differgat-i Qi(A) = ¢:i=1,....m—1
faces dynamically changing. This type of channel assignmen QA = N:i=m.
\r,mlé;ﬁ: ?nh?t:\en ?;gletc(?fl?gié?ofgg&%sa very small timeescal Recall that\/ denotes the set of available channels. In

other words, no channels will be assigned to ring, =
) 1,2,...,m — 1, and all channels will be assigned to the
C. Spatial Reuse and DDMAC mth ring.

We consider a CSMA/CA-based multi-hop CRN environ-
ment, which consists of multiple contention regions (nbigh
hoods) that permit spatial reuse. Specifically, hon-neiginig
CR users may access the same channel on different contention " _,.-==""""==~__
domains. To illustrate the idea of spatial reuse, Figure 10
depicts two scenarios for the operation of DDMAC. In the
first scenario (Figure 10(a)), the two transmittetsand C'
cannot hear each other’'s control packets. So, according to
CSMA/CA, the transmissionsd — B and C — D can 7T e
overlap in their data channels, i.e., the assigned charioels
A — B transmission are reserved only within the aread& .
and B’s control range (spatial reuse case). In Figure 10(b),
nodeC falls in the control region of nodd (and vice versa).

The exclusive channel occupancy policy prevedtsand C (a) Scenario | (b) Scenario II
from using common channels. However, the two transmissions
can proceed simultaneously # and C can find two non- Fig. 11. lllustration of two worst-case scenarios in DDMAC.

intersecting sets of channels to support their rates.

« Scenario II: At a given timet, assume that the weighted
D. Worst-Case Scenarios for DDMAC average pmfp;(t) : i =1,...,m} has a value of ati =
We illustrate two extreme scenarios under which the 1 ando otherwise (i.e., most likely, transmission distances
DDMAC protocol gracefully degrades into the BMC scheme. @€ within D;). This scenario represents the case where

Recall that a CR receivet divides its transmission range into all A's neighbors are located close # (Figure 11(b)).
m regions. According to the proposed channel assignment algorithm,

the preferable channel list is identified as follows:

5Current radio technology allows channel switching to beedim a few Ql(A) = N:ui=1.
microseconds (i.ex 10 us [23], [33]) QiA) = ¢:i=2,...,m.



According to DDMAC, the sorted channel list from which @. Single-hop Scenarios 10

CR user assigns channels to its transmission is constrbgted 1) Simulation SetupWe first simulate a small-scale network

preferable channels list. Thus, for the above two scenarigsanne| csMA-based protocols that use different channel se
and depending on the transmitter-receiver distance, tedo ection schemes: an optimal scheme (which uses exhaustive
channel list of DDMAC is as follows: search), the BMC scheme [3] (which is based omraedy
« If the distance falls in the rangéd,,—1,d,, = r.] or strategythat selects the best available channels for a given
(0, dy], the preferable channel list is the set of all availablegansmission), and a naive scheme (which always tries &xsel
channels. Therefore, the sorted channel list of DDMAGigh-frequency channels if available for a given transiiss
is the same as that of the BMC scheme. Consequenthhile leaving low-frequency channels for other users).c8pe
DDMAC gracefully degrades into the BMC scheme.  cally, we consider a single-hop CRN, where all users can hear
« If the distance falls within the transmission ranBg but each other. This CRN coexists with two PRNs il meter
not in the range(d,,—1,dm] or (0,d;], the preferable x 100 meter field. The PRNs operate in ti§60 MHz and
channel list is empty whereas the available channel ligt4 GHz bands. Each PRN band consists of one channel of
contains all the available common channels. Therefore, thendwidth1.5-MHz. The number of PR users in each PRN is
sorted channel list of DDMAC is the same as that of BMG;0. Each user in théth PRN acts as an ON/OFF source, where
Consequently, DDMAC gracefully degrades into the BM@ is ON while transmitting and OFF otherwise. We define the
scheme. “activity factor” «; as the fraction of time in which théth
type PR user is ON (i.e., the probability that the source is
in the ON state). The source is further characterized by the
Protocol Overhead distribution of its ON and OFF periods, which are both taken
. to be exponential. We set the average ON period to be the
Claim 2: DDMAC and BMC have comparable overheads. duration of one time slot. In other words, traffic correlatare
Proof: Both DDMAC and BMC use a three-way handshake teaptured using a two-state Markov model. The appropriatene
send one data packet. Thus, DDMAC does not introduce asfythe 2-state ON/OFF model has been demonstrated in several
additional control message overhead. previous works, e.g., [6], [13], [20], [36], [37]. In essendhe
ON/OFF behavior is attributed to the bursty nature of many
types of network traffic, including voice traffic and VBR viale
VII. PROTOCOL EVALUATION streaming. Note that one potential PRN is a cellular network
_that transports voice traffic. We set the probabilities for the
~We now evaluate the performance of the DDMAC Vigyo PRNSs t00.5 and0.3, respectively. The transmission power
simulations and compare it with CSMA/CA variants. OUfor each PR user i8.5 Watt.
results are based on simulation experiments conducted usingq, the CRN, we considet0 mobile users. The random
CSIM (a C-based, process-oriented, discrete-event stionla . point model is used for mobility, with the speed of a CR
package [34]). Each CR user generates packets ac.cordllngjégr uniformly distributed betwee® and 2 meters/sec. This
a Poisson process with rafe (in packetime slot), which is regyts in dynamic, time-varying topologies. We assume @ha
the same for all users. For simplicity, data packets arenasdu cRr yser can use up to two data channels simultaneously. We

to be of a fixed size A Kbytes). Each CR user requires a . 1) 2)
A Kbytes) q 'Set the interference mask #)) , = nywsk = 50 mW. We

o 2 : ; X
aggregate transmission rate @fl_\/lbps. We duvide time into also set the forgetting factmr%lso.()’, the observation window
slots, each of lengtl3.3 ms. A time slot corresponds to the

transmission of one CR packet at a rate5oMbps. We set Twin = 0.5 second, and the number of rings around a CR user
the CRN SINR threshold t& dB and the thermal noise 0™ = 12. For a fair comparison, we let all schemes use the

&) A_o1 maximum allowable power vectd?,,, k.
P = 10 Watt/Hz for all channels. Because DDMAC 2) Results: Under the above setup, Figure 12 shows that

and the compared with CSMA/CA-based protocols have ﬂl’:ﬁDIYIAC improves the one-hop throughput by up 5%

same maximum transmission ranges and use the same cha .
access mechanism, it is reasonable to assume that all pteto (?npared to B.’MC) and34% (compared 0 the_ naive ap
oach). More importantly, its throughput is withiff, of

achieve the same forward progress per hop. Conseque A optimal throughput, obtained via exhaustive searchte No

our perf_ormance metrics are: .(1) one-hop throughput, the., that the exhaustive search implies that the instantaneiNiR S
destination of a packet is restricted to one hop from thecur

. . . . alues, location information, and rate demands are known to
%_Zr? connection %'IOC‘E.”Q rate, agdf_(S)dthe frz:urness 'ndeg[iihe decision-making entity that assigns channels to CRsuser
e connection blocking rate is defined as the percentag®o . . . .
. . i.e., such search requires global information). Even iffqut
pack_et requests that. are blocked due to.the u.nava|la.bi1|a/ 0knowledge of the SII(\JIR of egach link and the r)ate demands are
feasible channel assignment. We use Jain’s fairness irgfgx [

to quantify the throughput fairmess of a schémgairness available, for large-scale networks, finding the optimalison
0 9 ghput . : requires exhaustive search over a large state space, winiais g
index values closer td indicate better fairness. The signal

propagation model in (4) is used with = 4, the antenna exponentially with the number of CR users and the available

length (D) is 5 cm, andG,(f) = G.(f) = 1 for every carrier channels.
frequencyf.
B. Multi-hop Scenarios

8For our simulation setup, CR user demands are uniform. Tsénd¢ion CR 1) Simulation SetupWe now evaluate the performance of
user is uniformly selected from the one-hop neighbors aegé#tket generation DDMAC _m more rea!|st|c (Iar_ge_scale) network scenarios an
rate are the same for all CR users. Thus Jain's faimess iptexides a Ccontrast it with a typical multi-channel CSMA-based pratbc
meaningful metric for comparing the fairness of DDMAC and 8M that uses BMC for channel selection [3]. We consider four
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PRNs and one CRN. Users in each PRN are uniformly dis-
tributed over &00 meterx 500 meter area. The PRNs operate
in the 600 MHz, 900 MHz, 2.4 GHz, and5.7 GHz bands,
respectively. Each PRN band consists of three non-ovargpp
1-MHz channels. The number of PR users in each PR3(s
The a; probabilities for the four PRNs are.5,0.3,0.3,0.1,
respectively. The transmission power for each PR uséxis
Watt.

For the CRN, we consider endom-gridtopology, where
225 mobile CR users are placed within the60 meter x 500
meter field. The field is split int@25 smaller squares, one for
each CR user. The location of a mobile user within the small
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square is selected randomly. For each generated packet, the Postet genaraion e [cketsee).
destination is selected randomly from the one-hop neighbor

Within each small square, the random waypoint model is used (b) Throughput vsX (with and without a
for CR mobility, with the speed of a CR user uniformly Raleigh fading component).
distributed betweeh and2 meters/sec. We assume that a CR

user can use up to three data channels simultaneously. We set Fig. 13. Performance of a CRN.
the interference mask tBr(nlgsk = Pﬁsk =...= ngs)k =50

mW. The reported results are the averagéGifexperiments. In

our design, we assume an exclusive channel occupancy politprovement is attributed to the increase in the number of
on CR transmissions (i.e., no CR-CR interference). Howevaimultaneous transmissions in DDMAC. Note that under low
hidden-terminal problem can still occur in this scenarie do traffic load, the throughput of DDMAC gracefully degrades to
imperfect control. Our simulations relax these assumpteomd that of BMC due to the availability of a sufficient number
account for all sources of interference, including thosd tre of channels. The system performance under Raleigh channel
far away from a receiver and use common channels. model (i.e., varying channel conditions) is also invegtga

Remark: Our simulations only address the MAC layein Figure 13(b). We consider normalized random variables to
aspects and assume that route computations have already wapture the fading processes [8]. The results show thagrund
carried out. Taking the destination from a node’s one-hauch varying channel conditions, the same trends that were
neighbors is intended only to convey the need for channebticed for the AWGN channel are observed here. Figure 13(b)
access. A “destination” in this context could be the next hgghows that the impact on throughput is almost the same under
where a packet is to be forwarded to or the final pack@WGN and Raleigh channel models. Similar observations have
destination. Randomly selecting a neighbor as a destmatialso been reported in an experimental study in [38] for IEEE
is realistic in terms of packet forwarding, especially wheB02.11b wireless LAN. In [38], the authors showed that the
multiple flows (like file transfers, messaging, or VoIP) passpact on throughput and packet error rate were virtually
through a node. identical under AWGN and Raleigh channel models.

2) Results:We first compare the performance of DDMAC In Figure 14(a), we focus on the per-user throughput per-
to that of the BMC scheme. For a fair comparison, we let botarmance under DDMAE. As shown in this figure, although
schemes use the maximum allowable power ve®gyr,.,. DDMAC requires a pair of CR users to communicate over a
We seta to 0.6, Ty, to 0.5 second, andn to 12. Figures set of channels that may not be optimal from one user’s per-
13(a) and (b) show that under moderate and high traffic loaggective, theper-userthroughput of DDMAC under moderate
DDMAC significantly reduces the connection blocking rate anand high traffic loads is still greater than that of the BMC
improves the overall one-hop throughput by up3t%. This scheme. This is because DDMAC attempts to serve a given CR

transmission first using the preferable channel list andgyxes

7Random-grid is a realistic topology that models constaiseenarios. For
example, a building could have various offices, where eafibeofnay contain 8This figure shows the average worst-case throughput peafocen among
several wireless devices. all CR users.



12

0.12 T T T T 40

—-+1=02
-=-1=025
--1=03 ||

0.1

35¢
0.08f

0.06f

0.04f

-=-BMC
=»—-DDMAC

Single—hop throughput (packet/ time slot)
Single—hop throuhput (Packet/time slot)

0 0.1 0.2 0.3 04 05 5 10 15
Packet generation rate m

(a) Per-user single-hop throughput. (a) Throughput vs. number of rings)

around a CR user.

i ‘ ‘ ‘ ‘
0'9,: ; 538 [-e-T, =003s
® - A=03
<>U< g 361 '.'Twm =03s
£ T =1
2o8 +BNC gag [T 0
@ -+—DDMAC S T T4s
g &32’
=07 5
g 230
°
£ 28"
0.6 g
< 26!
2
[=)]
05 : : ‘ : 2ot
0.1 0.2 03 0.4 05 2
Packet generation rate %1 02 03 04 05 06 07 08 09 1
) ) Forgitting factor o
(b) Fairness index vs\.
(b) Throughput vsa for different 7oy,
Fig. 14. Per-user throughput and fairness Performance. values.

Fig. 15. Performance of DDMAC.
the “better” channels for other transmissions. Howevethé

aggregate rate of this transmission cannot be satisfiedy usifTScheme o | Best throughput (packetsiol
the preferable list, DDMAC attempts to serve this transiaiss | BMC . 25
using the remaining available channels. DDMAC(Twin = 0.03 s) | 0.1 26
Next, we compare the fairness index of DDMAC to that of DDMAC(Twin =0.3s) | 0.6 33.6
BMC. Compared to BMC, Figure 14(b) shows that DDMAC| DDMAC(Tin =0.4s) | 0.6 33.85
slightly improves the network fairness and preserves long-DDMAC(Twin =1 ) 0.8 33.89
term fairness properties. This improvement occurs becaus@PMAC(Twin = 4 S) 1.0 28
DDMAC motivates cooperation among neighbors to maximize
their network-wide benefit. TABLE Il

The effect of dividing the transmission range of a CR useftRFORMANCE OFDDMAC AT THE OPTIMAL a AS A FUNCTION OF Tyin
is depicted in Figure 15(a) for different values af As m
increases, the throughput increases up to a certain paint. F
m > 12, no significant improvement is observed in the network
throughput. This is because the preferable-channel assigh  We also investigate the robustness of DDMAC under inac-
mechanism merges the regions intoX < m regions, i.e., curate distance estimation, which is mainly caused by ritgbil
over-splitting R, is not useful. multi-path propagation, reflection, and fading effectse Es-

In Figure 15(b), we study the impact af and T,,;,, on the timated distance is given by(1 + &) d, where¢ is a uniform
performance of DDMAC. We seh = 0.3 packet/slot. The estimation error{ ~ Uniform[—e, ¢]). Figure 16(a) shows the
network throughput versus for different values of7,,;, is effect of inaccurate distance estimation on throughput as a
shown in the figure. It is clear that the throughput depends &unction ofe under different traffic loads. It can be observed that
the choice ofx andT,,;,. As T,,:» iNncreasesy should increase there are no significant changes in the throughput for differ
to give much more importance to recent observations withoelues ofe. Figure 16(b) gives the percentage reduction in
entirely discarding older observations. Table Il showsltkst throughput due to inaccuratkas a function of\ for different
throughput performance and the associated optimal value ofalues ofe. This figure shows that the maximum percentage
(a*), obtained from simulation, for different values Bf,;,,. It  of reduction in throughput due to inaccurate estimatiow
is clear that ifT,;, is too small or too large, the throughpuiess than6%.
reduces significantly. The results in Figure 16 indicate that channel assignment
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in DDMAC is quite robust to distance estimation errors. This 10

is because DDMAC requires only rough estimates of user
distribution, distances among users, and local traffic it

in order to dynamically adapt channel assignments to ctirren
network traffic.
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compared the performance of DDMAC with that of a reference
01 015 02 025 multi-channel MAC protocol that is designed for typical il

£ channel systems (BMC). We showed that, under moderate and
high traffic loads, DDMAC achieves abo80% increase in
throughput over the BMC scheme, with manageable processing
overhead. Although DDMAC requires a pair of CR users to
communicate on a channel that may not be optimal from
a user's perspective, we showed that the average per-user
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51\ A e=5% throughput of DDMAC under moderate and high traffic loads
""" €=15% is greater than that of the BMC scheme. Furthermore, DDMAC
4 — = 25% preserves (even slightly improves) throughput fairnetstive

to BMC. In summary, DDMAC provides better spectrum uti-
lization by reducing the connection blocking probabilityda
increasing the system throughput. To the best of our knayded
DDMAC is the first CRN MAC protocol that utilizes the
radio propagation characteristics to improve the overtivark
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