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Abstract—This paper proposes a multi-agent control strategy to
coordinate power sharing between heterogeneous energy storage
devices distributed throughout a DCmicrogrid.Without requiring
a central controller, the proposed control strategy extends the ben-
efits offered by hybrid energy storage systems to DC microgrids
with batteries and ultracapacitors spatially distributed at different
levels of the power distribution hierarchy. The proposed control
strategy has the following advantages. 1) The high frequency mi-
crogrid load is provided by the ultracapacitors. 2) The low fre-
quency load is provided by batteries used for bulk energy storage
during islanded mode, and the main grid during grid connected
operation. 3) The ultracapacitor voltages are regulated at a de-
sired reference. 4) State of charge balancing is provided between
the batteries. 5) The energy storage systems cooperate based on
neighbor-to-neighbor output feedback over a sparse communica-
tion network. The only communication requirement is a spanning
tree from the ultracapacitor leaders and battery leaders to their
respective followers. Simulations are presented demonstrating the
performance of the proposed control strategy for a 380 VDC dat-
acenter during grid connected and islanded operation.

Index Terms—Batteries, DC microgrid, distributed cooperative
control, hybrid energy storage, leader tracking synchronization,
ultracapacitors.

I. INTRODUCTION

E NERGY storage devices can be used to provide a range
of power network services including peak shaving, in-

creased power quality and increased network reliability [1]. The
adoption of power network energy storage (ES) is being driven
by rapid technological development, the increased adoption of
intermittent renewable generation sources and the need for high
reliability and high power quality distribution [2].

These trends have also motivated the development of DC
microgrids. A DC microgrid is made up of a low voltage DC
distribution network connecting loads, generation sources and
storage devices, which can be controlled to operate as part of the
main grid or autonomously in islanded mode [3]. Many modern
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generation sources such as Photovolatic (PV) and variable speed
wind, as well as storage devices such as batteries and ultraca-
pacitors, are DC based. A DC distribution system requires fewer
AC-DC power stages to connect these sources, reducing power
conversion losses [4]. Further, it has been shown that DC micro-
grids can provide levels of reliability two orders of magnitude
above AC microgrids [5]. DC microgrids supported by ES de-
vices have been proposed for applications including PV power
plants [6], high power quality distribution [7] and datacenters
[8].

DC microgrid ES devices can be broadly divided according
to their intended function into power quality regulation ES and
bulk ES [2]. Existing ES technologies present a trade-off be-
tween energy density and power density as well as other char-
acteristics such as cycle life, efficiency and current ramp rate.
Hybrid ES systems incorporate multiple ES technologies so that
they can be used for both power quality regulation and bulk ES.
In a hybrid ES system the high frequency load should be as-
signed to a storage technology suitable for power quality reg-
ulation such as ultracapacitors, which have high power densi-
ties, relatively low cost per kW and high cycle life [9], [10].
However, ultracapacitors have low energy densities and high
cost per kWh. Bulk ES is provided by technologies with high
energy densities and low cost per kWh, such as batteries, fuel
cells or compressed air [11]. In a hybrid ES system only the
low frequency load is assigned to the bulk ES technology, re-
ducing the peak power it must be provisioned for. For batteries,
servicing only the low frequency load reduces lifetime deterio-
ration through lower temperature rise, lower cycle rate and re-
duced depth of discharge [9], [12]. Fuel cells and compressed air
storage have limited current ramp rates and thus are only suit-
able for servicing the low frequency load [13], [14].

It can also be desirable to distribute ES devices throughout a
power network, rather than rely on a central ES device. Storage
devices collocated with variable loads can balance load spikes,
so that a smaller peak load is seen at higher levels in the power
distribution hierarchy, reducing operational and capital expendi-
ture [15]. Alternatively, ES may need to be placed in remote lo-
cations due to space limitations or security considerations [16].
In [17] it was shown that for datacenters, operational and cap-
ital expenditure savings can be obtained with high power den-
sity ES technologies located near loads, and bulk ES technolo-
gies at higher levels of the power distribution hierarchy. In-
troducing distributed ES requires an energy balancing control
strategy since storage devices that prematurely run out of en-
ergy are not able to make use of their power capacities [18].
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Also, in the case of battery ES, charge discrepancies will cause
additional lifetime deterioration due to increased depth of dis-
charge.

A range of control strategies have been proposed for hybrid
ES systems [19]. However, these control strategies do not con-
sider coordination between storage devices that are spatially
distributed throughout a DC microgrid. Decentralized control
strategies have been proposed for power sharing and energy bal-
ancing between distributed storage devices in DC microgrids
[20]–[22]. However, these control strategies treat the storage
devices as homogeneous, distinguished only by their state of
charge (SoC) and power rating. Therefore, they are not able to
provide for the qualitatively different behavior desired from dis-
tributed storage devices based on different technologies.

Centralized control strategies for control of distributed
storage devices with different characteristics are proposed
in [15], [17], [23], and [24]. However, a centralized control
strategy introduces a single point of failure and reduces scal-
ability [25]. These limitations motivate the application of
distributed cooperative control. Under a distributed coopera-
tive control strategy the autonomous agents of a multi-agent
system pursue common control objectives based only on
local information and neighbor-to-neighbor communication
over a sparse communication network [26], [27]. Distributed
control strategies provide advantages in terms of robustness,
extensibility and flexibility over centralized control strategies
[28], [29]. The theory of distributed control for leader tracking
synchronization in multi-agent systems used in this paper is
established in [30]–[34].

Distributed cooperative control strategies have been used for
accurate current sharing and secondary voltage control in DC
microgrids [35], [36]. Distributed cooperative control for energy
balancing between homogeneous ES devices in DC microgrids
was presented in [37] and [38]. Coordination between microgrid
battery ES systems using power line signaling was presented in
[39]. This removes the need for a central controller. However,
this control strategy is not fully distributed in the sense that each
ES system must communicate with all of the other ES systems.
Also, the finite frequency range of power line signaling limits
the maximum number of ES systems. None of these papers con-
sider heterogeneous ES technologies which should have quali-
tatively different operation.

This paper proposes a multi-agent cooperative control
strategy to coordinate power sharing between heterogeneous
ES devices distributed throughout a DC microgrid. Without
requiring a central controller, the proposed control strategy
extends the benefits offered by hybrid energy storage systems to
DC microgrids with batteries and ultracapacitors spatially dis-
tributed at different levels of the power distribution hierarchy.
The proposed control strategy has the following advantages. 1)
The high frequency load is provided locally by ultracapacitors,
making use of their high power density to reduce the load seen
at higher levels of the power distribution hierarchy. 2) The low
frequency load is provided by the batteries during islanded
operation and the main grid during grid connected operation.
Therefore, the batteries are only used for bulk energy storage,
rather than power quality regulation. 3) The ultracapacitor
voltages are maintained around a desired reference and SoC

Fig. 1. Bidirectional DC-DC boost converter for interfacing an ultracapacitor
or battery to the DC microgrid.

balancing is provided between the batteries. Cooperative con-
trol ensures that none of the ES devices will prematurely run
out of energy, so their full power capacity remains available. 4)
The ES systems use only neighbor-to-neighbor output feedback
over a sparse communication network. The only communi-
cation requirement is a spanning tree from the ultracapacitor
leaders and battery leaders to their respective followers. Sim-
ulations are presented demonstrating the performance of the
proposed control strategy for a 380 VDC datacenter during grid
connected and islanded operation.

This paper is organized as follows. Section II de-
scribes the principle of operation of the proposed control
strategy. Section III presents the models of the ultracapac-
itor and battery ES systems used for cooperative control
design. Section IV presents the design of the cooperative
control including synchronization and stability analysis.
Section V presents a simulation case study demonstrating the
performance of the proposed control strategy. Section VI con-
cludes the paper.

II. PRINCIPLE OF OPERATION

In this study we consider a DC microgrid with a grid con-
nected bidirectional converter, distributed batteries providing
bulk ES and ultracapacitors collocated with loads for power
quality regulation. Placing high power density ES with loads al-
lows demand spikes to be supplied locally reducing the peak de-
mand that must be supplied by the grid connected converter and
batteries [17]. As shown in Fig. 1, the ES devices are connected
to the DC microgrid by bidirectional DC-DC boost converters
so that their output current can be controlled for charging/dis-
charging.

The proposed control strategy has four primary objectives.
1) The microgrid bus voltage must be regulated to maintain

stability and power quality.
2) The high frequency load should be supplied by the ultra-

capacitors.
3) The ultracapacitor voltages should be maintained around

a reference voltage so that they do not run out of energy
when feeding large demand spikes.

4) The batteries should maintain a balanced SoC.
The DC microgrid has two modes of operation, grid con-

nected mode and islanded mode. During grid connected mode
the grid connected converter should be operated to regulate the
SoC of the batteries. During islanded mode the battery ES sys-
tems regulate the voltage of the ultracapacitors, which provide
the microgrid load. Since the batteries maintain a balanced SoC,
none will prematurely run out of energy, and their full power ca-
pacity will be available to maintain the ultracapacitor voltages.
Therefore, the microgrid power balance will be maintained until
all of the microgrid ES systems are exhausted. If this occurs,
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Fig. 2. Ultracapacitor leader local control system.

load shedding will be required. Similarly, in the case of excess
supply, such as from renewable generation, curtailment will not
be required until all of the ES systems reach their maximum en-
ergy level. Strategies for load shedding/generation curtailment
are not addressed in this study.

The DC microgrid can be described as a multi-agent system
with five types of agents, each operating autonomously with
limited communication to achieve the control objectives. These
are the ultracapacitor leaders, ultracapacitor followers, battery
leaders, battery followers, and the grid connected converter.

A. Ultracapacitor Leader

A power imbalance will lead to a change in the microgrid
bus voltage. If the power balance is not restored, the microgrid
voltage will collapse. The ultracapacitor leader is operated to
regulate the DC microgrid bus voltage to a reference voltage

, ensuring that the microgrid power balance is maintained.
Ultracapacitors are suited to balancing microgrid power fluctua-
tions due to their high power density and high cycle life. The ul-
tracapacitor leader output current reference is set using the outer
loop voltage control strategy from [40]. All of the ES systems
use the inner current loop control strategy from [40]. A block
diagram of the ultracapacitor leader control system is shown in
Fig. 2.

Multiple ultracapacitor leaders can be incorporated into the
microgrid to remove a potential single point of failure. In this
case, current sharing between the ultracapacitor leaders can be
provided by V-I droop control, so that additional communica-
tion is not required. The ultracapacitor leaders regulate their
local bus voltage to a drooped voltage reference, , where

. To prevent the microgrid voltage
limits from being violated, the droop gain should be selected
as where is the maximum allowed
microgrid bus voltage deviation and is the maximum ul-
tracapacitor leader inductor current.

B. Ultracapacitor Followers

It is desirable for load variations to be balanced locally to
reduce the peak demand seen at higher levels of the power dis-
tribution hierarchy. The high power density and cycle life of
ultracapacitors makes them a suitable ES technology for this
purpose. Ultracapacitor follower agents are placed at the micro-
grid load buses to achieve this. A slower cooperative control
strategy is implemented between them, to prevent the ultraca-
pacitor voltages from diverging too far from one another. The
ultracapacitors inject or absorb additional power based on the

Fig. 3. Ultracapacitor follower local control system.

difference between their voltage and the voltage of their neigh-
bors, so that none will prematurely run out of energy.

The inductor current reference of each ultracapacitor fol-
lower is set to balance the variable load at its local bus ,
modified by a local cooperative controller . The local bus
load is measured by a local current sensor and passed through a
first order low pass filter with time constant . The cooperative
controller adjusts the current reference based on the difference
between the local ultracapacitor voltage and the voltage of its
neighbors, implementing a distributed leader tracking synchro-
nization protocol. The only requirement for the communication
network connecting the ultracapacitors is that it must contain a
spanning tree with each ultracapacitor leader as a root node. Any
imbalance in the ultracapacitor output powers will be reflected
in the microgrid bus voltage, and will be balanced by the ultra-
capacitor leader, so communication from the followers back to
the leaders is not required. A block diagram of the local control
system used by each ultracapacitor follower is shown in Fig. 3.

C. Battery Leader

Battery ES systems are used to provide bulk energy storage.
By regulating the ultracapacitor voltage rather than the micro-
grid bus voltage, the battery ES system current control can be
tuned so that the batteries only provide the low frequency mi-
crogrid load, without negatively impacting on the DC microgrid
power quality.

The battery leader receives the voltage from a neighboring
ultracapacitor . A PI controller sets the battery current ref-
erence to regulate the ultracapacitor voltage to a desired refer-
ence . Under the distributed control strategy the remaining
ultracapacitors converge to this voltage. The battery leader PI
controller for the ultracapacitor voltage control loop is designed
to operate on a slower time-scale than the ultracapacitor leader
bus voltage controller, so the batteries provide only the low
frequency load. A block diagram of the battery leader control
system is shown in Fig. 4. Multiple battery leaders can be in-
cluded in the DC microgrid. SoC balancing between the leaders
is provided by augmenting the battery leaders' current control
with the cooperative control strategy used by the battery fol-
lowers. In this case the communication network should provide
a spanning tree between the battery leaders.

The most common charging strategy for lithium-ion and
lead-acid batteries has two regions of operation, 1) a cur-
rent-limited region below a maximum voltage, and 2) a constant
voltage region at the float voltage [20]. During the current-lim-
ited charging region, the battery charging current can be
controlled, as long as it is kept below the maximum current
limit. Note that depending on the current limit enforced, the
battery operates in this region for 70%–90% of its total capacity
[41], [42]. Once the float voltage is reached, the battery charge
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Fig. 4. Battery leader local control system.

Fig. 5. Battery follower local control system.

acceptance efficiency reduces, and constant voltage charging
is preferred to prevent damaging the battery. In the constant
voltage charging region the batteries act as loads in the micro-
grid. Therefore, for the purposes of battery current control in
this study, only operation in the current-limited charging region
is considered, and the SoC at which the batteries reach the float
voltage is defined as 100%.

D. Battery Followers

The battery followers are connected by a second distributed
communication network that must provide a spanning tree with
the battery leaders as root nodes. The current reference of each
battery is set by a local cooperative controller based on
the difference between its SoC and the state charge of its neigh-
bors to implement a distributed leader tracking synchronization
protocol. Any imbalance in the battery output powers will be re-
flected in the ultracapacitor voltage level, and will be balanced
by the battery leader. Therefore, the microgrid power balance is
maintained while the batteries converge to a common SoC. A
block diagram of the local control system used by each battery
follower is shown in Fig. 5.

E. Grid Connected Converter

The microgrid operating mode is set by the real output power
of the bidirectional grid connected converter. During islanded
mode the low frequency microgrid load is provided by the bat-
teries. In grid connected mode a PI controller sets the converter
real power reference to regulate the SoC of a neighboring bat-
tery. Under the distributed control strategy the remaining bat-
teries converge to this SoC. The converter real power reference
is achieved based on the d-q axis direct current control strategy
from [43]. In this study it is assumed that the SoC of the batteries
should be regulated to 100% during grid connected operation.

III. ENERGY STORAGE SYSTEM MODELING

In this section state space models are developed for the ul-
tracapacitor and battery ES systems. These models are used to
design the ES system cooperative controllers in Section IV.

Fig. 6. Ultracapacitor three time constant equivalent circuit model.

A. Ultracapacitor Modeling

The ultracapacitors are modeled by the three time constant
equivalent circuit model from [44] shown in Fig. 6. The th
ultracapacitor's voltage dynamics can be described by the fol-
lowing state space model:

(1)

where is the ultracapacitor voltage and is the DC-DC
converter inductor current.

B. Battery Modeling

Using the Unnewehr universal battery model and SoC defini-
tion from [45] the SoC dynamics and battery voltage of the th
battery ES system are described by

(2)

is the battery SoC, is the battery Coulombic effi-
ciency, is the nominal battery capacity in ampere-seconds,

is the battery output voltage, is the internal bat-
tery voltage, is the internal battery resistance, and
is the polarization constant.

C. Bidirectional DC-DC Converter Current Loop Modeling

Each ES system has a bidirectional DC-DC converter con-
trolled with the inner loop current control strategy from [40]. A
PI current controller sets the inductor voltage reference to
achieve the desired current reference. The PI current controller
is described by the following state equations:

(3)
(4)

where and are the PI controller proportional and in-
tegral gain, is the PI controller integral state, is the in-
ductor current reference, and is the inductor current. Feed-
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forward control is used to cancel the variable gain and dis-
turbance caused by variations in the DC-DC converter input
voltage (e.g. ultracapacitor/battery voltage) and output voltage
(DC bus voltage) [40]. Therefore the DC-DC converter current
loop dynamics averaged over its switching period can be mod-
eled by the following state space model:

where

(5)

D. Combined Energy Storage System State Space Models

Let the dynamics of the th ES system follower be generically
described by the following state space model :

(6)

For the ultracapacitor ES systems (1) and (5) are combined to
obtain the output, state vector and system matrices of :

For the battery ES systems (2) and (5) are combined to obtain
the output, state vector and system matrices of :

IV. COOPERATIVE CONTROL DESIGN

Voltage balancing between the ultracapacitor ES systems and
SoC balancing between the battery ES systems can be framed
as leader tracking synchronization problems. Let be the
output trajectory of an ES system leader and
be the output trajectory of ES system followers. Synchro-
nization is achieved if the following conditions are met [34].

1) There are initial conditions such that the follower output
trajectories follow the leader trajectory:

(7)

2) For all other initial conditions the follower output trajecto-
ries asymptotically approach the leader trajectory:

(8)

The proposed control strategy is supported by two communi-
cation networks, one connecting the ultracapacitor ES systems
and a second connecting the battery ES systems. Each commu-
nication network can be described by a directed graph

with nodes and edges . Node 0 rep-
resents the ES system leader, nodes represent the
ES system followers, and edges represent the com-
munication links between them. The neighbors of node are
given by , where if . Direct communication
from the leader to its neighboring followers is described by the
pinning matrix , where if and

otherwise. Communication between the follower nodes
is described by the graph adjacency matrix ,
where if and otherwise. The graph de-
gree matrix , where . The graph
Laplacian matrix is given by .

Let the ES system leader output trajectory dynamics be mod-
eled by the following state space model :

(9)

The ES system follower dynamics are described by . Note
that both the ultracapacitor and battery ES system followers
have SISO dynamics. Each ES system follower has a local coop-
erative controller that modifies its current reference based on its
neighborhood tracking error to implement distributed leader
tracking synchronization:

(10)

The neighborhood tracking error depends on the communica-
tion network topology and gives a weighted difference between
the ES system output and the outputs of its neighbors. The th
ES system's cooperative controller can be generically described
by the following state space model :

(11)

Combining (6) and (11) the dynamics of the th ES system
follower extended by the local cooperative controller are de-
scribed by the following state space model :

(12)

The overall dynamics of the extended ES system followers
can be described by the following state space model :

... (13)

The extended ES system followers satisfy the requirements
for leader tracking synchronization (7), (8) if and only if the
following conditions are satisfied [34].
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1) The extended ES system dynamics include the leader
dynamics in terms of the internal model principle for
synchronization.

2) The overall system dynamics of the extended followers
are asymptotically stable.

A. Synchronization Analysis

On the synchronous trajectory
and the neighborhood tracking errors .
In the trivial case the leader dynamics are asymptotically
stable, and synchronization at

will be achieved by any followers with stable dynamics and a
zero reference. However, in the case where the leader dynamics
include eigenvalues with non-negative real part, the leader's
output trajectory will not decay. Therefore, to remain synchro-
nised with the leader the extended follower dynamics must
include an internal model of the leader dynamics [46]. The
system includes if and only if there exists a state trans-
formation such that and [34]. In this
case, an extended follower generates the output trajectory of the
leader, if its initial state . This ensures the first
condition for leader tracking synchronization (7) is satisfied.

The ultracapacitor leaders are operated to regulate the DC mi-
crogrid bus voltage. In steady state a constant output current is
required to regulate the microgrid bus voltage in a DC micro-
grid. Therefore, for the purpose of describing the output trajec-
tory that the followers must be able to track, the ultracapacitor
leaders' voltage dynamics can be modeled by with the fol-
lowing output, state vector and system matrices:

The ultracapacitor leader dynamics have two zero eigenvalues
modeling the persistent decrease in the ultracapacitor voltage
required to sustain a constant output current. However, the ultra-
capacitor follower dynamics only have a single zero eigen-
value. Therefore, to include an internal model of the leader dy-
namics, the local cooperative controllers extending the ultra-
capacitor ES systems must introduce an additional zero eigen-
value. This can be achieved with the following cooperative con-
troller structure :

(14)

For this cooperative controller, is the integral gain and
is the proportional gain applied to the neighborhood

tracking error to generate the ES system current reference.
Similarly to the ultracapacitor case, a constant output current

is required from the battery leader to regulate the ultracapacitor
voltages in steady state. Therefore, the battery leaders' SoC dy-
namics can be modeled by with the following output, state
vector and system matrices:

The same local cooperative controller structure (denoted )
can be used to provide the additional zero eigenvalue necessary
for the battery ES system followers to include the battery leader
dynamics.

B. Stability Analysis

The synchronization error between the ES system leader and
the th ES system follower is given by .
Given the overall ES system follower dynamics (13), the overall
synchronization error dynamics are described by the following
state space model [34]:

(15)

The second condition for leader tracking synchronization (8)
requires that is asymptotically stable.

This condition is significantly simplified in the special case
where the communication network does not contain any cycles.
In this case leader tracking synchronization (7), (8) is achieved
if and only if the following conditions are met [34].

1) The communication network has a spanning tree with the
ES system leader as the root node.

2) The extended ES system follower dynamics include the
leader dynamics .

3) For each ES system follower the local closed loop extended
system dynamics are asymptotically
stable.

C. Agent Controller Design

Each type of ES system agent is responsible for utilizing
stored energy to regulate a particular variable in the microgrid.
For each type of agent, transfer functions are provided between
the reference signal and its regulated output. Within the require-
ments of controllers providing leader tracking synchronization,
standard PI controller tuning techniques can be applied to the
controllers of each agent to provide a desirable trade-off be-
tween the transient response for the regulated quantity and the
ES device output current.
1) Ultracapacitor Leader: The ultracapacitor leader uses its

stored energy to regulate its local bus voltage to the microgrid
voltage reference.

Each ES system agent uses the inner current loop control
strategy from [40]. The inner current loop should be designed to
have a bandwidth on the order of 10 times the outer control loop,
so they are decoupled. This is achievable due to the relatively
small DC-DC converter inductor size. For each of the ultra-
capacitors, the closed loop inductor current regulation transfer
function is given by

(16)

The ultracapacitor leader closed loop bus voltage regulation
transfer function is given by
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(17)

2) Ultracapacitor Followers: The ultracapacitor followers
attempt to track the ultracapacitor leader voltage based on infor-
mation received from their neighbors. The local neighborhood
tracking error is given by

(18)

In the cycle-less communication network case, the transfer func-
tion between the ultracapacitor voltage of a neighboring ES
system , and the th ultracapacitor's voltage is given by

(19)

is the transfer function between the in-
ductor current and ultracapacitor voltage. is provided in
the Appendix.
3) Battery Leader: The battery leader uses its stored energy

to regulate the ultracapacitor leader voltage to a desired refer-
ence. Let the buses of the battery and ultracapacitor leaders be
connected by a line with resistance and inductance , .
Then the ultracapacitor leader voltage regulation transfer func-
tion is given by

(20)

is the transfer function between the battery
leader output current and the ultracapacitor leader inductor cur-
rent. is provided in the Appendix. For the battery ES sys-
tems, the closed loop inductor current regulation transfer func-
tions are given by

(21)

4) Battery Followers: The battery followers attempt to track
the battery leader SoC based on information received from their
neighbors. In the cycle-less communication network case, the
transfer function between the SoC of a neighboring battery
and the th battery's SoC is given by

(22)

5) Grid Connected Converter: The grid connected converter
adjusts its output power to regulate the SoC of the battery leader
to a desired reference during grid connected mode. For the
purpose of outer loop controller design, the inner current loop
dynamics of a three phase voltage source converter with high
switching frequency, and direct power control can be described
by a low-pass transfer function with time constant on the
order of one switching period [47]:

(23)

Let the buses of the grid connected converter and ultracapacitor
leader be connected by a line with resistance and inductance

, . Then the closed loop battery leader SoC regula-
tion transfer function is given by

(24)

is the transfer function between the
grid converter output current and the battery leader inductor cur-
rent. is provided in the Appendix.

V. CASE STUDIES

Simulations were carried out to demonstrate the performance
of the proposed control strategy for a DC datacenter microgrid.
Case study 1 demonstrates the performance of the proposed con-
trol strategy for a 380 VDC microgrid datacenter, when there
is a sudden transition from grid connected to islanded mode.
For Case Study 2, variable generation sources are introduced
to demonstrate the performance for bidirectional power flow.
In Case Study 3 the microgrid has two ultracapacitor leaders
and two battery leaders, for added reliability. Proper operation
is maintained when one of the ultracapacitor leaders fail.

The datacenter microgrid used for Case Studies 1 and 2 is
shown in Fig. 7. The same power network is used for Case Study
3, but with extra communication links to support the multiple
ultracapacitor and battery leaders, as shown in Fig. 20. Based
on the ETSI EN 300 132-3-1 standard the datacenter microgrid
voltage limits are set to 380 V 5% (360 V to 400 V) [8]. The
datacenter has a hierarchical power distribution system based
on the typical architecture for 380VDC datacenters presented
in [48]. A grid connected converter provides an interface with
the main grid at bus 0. The datacenter has 10 load buses, each
corresponding to a server rack. The load buses are connected to
bus 0 by 15 m 5 CU cable. Each load bus has a variable
2-kW load and an ultracapacitor ES to provide high power den-
sity ES. The nominal capacitance of the ultracapacitors is 500 F
for load buses 1c to 5c and 250 F for load buses 6c to 10c. Bulk
ES is provided by three 20-kWh lithium-ion battery ES systems,
each connected by 3 m 5 CU cable to bus 0.

For Case Study 1 and 2, directed communication links pro-
vide a spanning tree between the ultracapacitors, with the ultra-
capacitor leader at bus 1c as the root node. Similarly, a spanning
tree is provided between the batteries, with the battery leader at
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Fig. 7. Case Study 1 and 2: 380 VDC datacenter microgrid.

TABLE I
SIMULATION PARAMETERS

bus 1b as the root node. A communication link allows the bat-
tery leader to receive the ultracapacitor leader voltage, so that it
can be regulated to the 80 V reference. A communication link
from the leader battery to the grid connected converter allows
the converter to regulate the battery's SoC to the 100% refer-
ence during grid connected mode. The simulation parameters
are shown in Table I. The communication topology for Case
Study 3 is described in Section V-C.

A. Case Study 1—Grid Connected and Islanded Mode

Fig. 8 shows 10 minutes of the periodic load profiles used for
Case Study 1. To clearly demonstrate the operation of the pro-
posed control strategy the practice of characterizing datacenter
load variability as a series of peaks and valleys is adopted [49].
Based on statistical analysis of datacenter load magnitudes [50]

Fig. 8. Case Study 1 and 3: DC microgrid load profiles over 10 min.

Fig. 9. Case Study 1—Grid Connected and Islanded Mode: DC microgrid bus
voltages.

Fig. 10. Case Study 1—Grid Connected and Islanded Mode: Total microgrid
load and ultracapacitor ES system output powers.

and peak/valley durations [49] the loads are characterized as
varying between 1 kW and 2 kW every 2.5 min. The load pulses
have phase offsets from 0 to 135 s, so that the total load varies
between 10 kW and 20 kW with a 5-min period.
1) Grid Connected Operation: Hour 0 to 1: The datacenter

microgrid begins in grid connected mode. As shown in Fig. 9,
the bus voltages are regulated around the desired 380 V refer-
ence by the ultracapacitor leader. The ultracapacitors supply the
high frequency load, as shown in Fig. 10. On a slower time-scale
the battery leader sets its current reference to regulate the ul-
tracapacitor leader voltage. The grid connected converter in-
jects power to maintain the battery leader at 100% SoC, and
thus the battery leader output power is regulated to zero, as
shown in Fig. 11. The peak 20 kW load is shaved and the max-
imum grid connected converter output power is 15.2 kW. The
leader tracking synchronization protocols implemented by the
ES systems maintain voltage balancing between the ultraca-
pacitors and SoC balancing between the batteries, as shown in
Figs. 12 and 13.
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Fig. 11. Case Study 1—Grid Connected and Islanded Mode: Total microgrid
load, grid connected converter output power and battery ES system output
powers.

Fig. 12. Case Study 1—Grid Connected and Islanded Mode: Ultracapacitor
voltages.

Fig. 13. Case Study 1—Grid Connected and Islanded Mode: Battery states of
charge.

2) Islanded Operation: Hour 1 to 2: After 1 h, sudden dis-
connection of the grid connected converter causes its output
power to fall to zero, as shown in Fig. 11, and the DC micro-
grid enters islanded mode. The sudden power imbalance causes
the DC microgrid bus voltages to fall as shown in Fig. 9. The
ultracapacitor leader responds by increasing its output power
as shown in Fig. 10, so that the minimum bus voltage reached
is 364.1 V, and the microgrid voltage limits are not violated.
The ultracapacitor followers synchronize to the ultracapacitor
leader's voltage, so that they share the load necessary to restore
the microgrid power balance. On a slower time-scale the battery
leader increases its output power to regulate the ultracapacitor
leader voltage, which reaches a minimum level of 67 V. The
leader tracking synchronization protocol between the batteries
then restores SoC balancing, as shown in Fig. 13. After approx-
imately 30 min, the battery followers have synchronised with
the leader's SoC trajectory and the low frequency load is equally
shared between them.

Fig. 14. Case Study 2—Bidirectional Power Flow: DC microgrid load profiles
over 10 min.

Fig. 15. Case Study 2—Bidirectional Power Flow: DC microgrid bus voltages.

B. Case Study 2—Bidirectional Power Flow

To demonstrate the performance of the proposed control
strategy for bidirectional power flow, generation sources are
introduced at the load buses. Fig. 14 shows 10 minutes of
the new load profile. The aggregated load at each bus varies
between injecting 250 W and absorbing 750 W, so the total
load varies between -2.5 kW and 7.5 kW, with a 5-min period.

For the first hour of operation the microgrid is in grid con-
nected mode. As shown in Figs. 16 and 17, the ultracapacitors
supply the high frequency load, while the grid connected con-
verter power varies between 2.5 and 2.6 kW, keeping the bat-
teries at 100% SoC. After one hour, the grid connected converter
is suddenly disconnected and the microgrid enters islanded op-
eration. The resulting power imbalance is less severe than Case
1, and the microgrid bus voltage falls by only 1.8 V, as shown in
Fig. 15. As shown in Fig. 18, the ultracapacitor voltages reach
a minimum level of 76 V before the battery ES systems inject
power to restore them to the 80 V reference. SoC balancing be-
tween the battery ES systems is restored after approximately 30
min, as shown in Fig. 19.

C. Case Study 3—Multiple Leaders

Multiple ultracapacitor and battery leaders can be introduced
into the microgrid to remove potential single points of failure.
Load sharing between the ultracapacitor leaders responsible for
voltage regulation is achieved through V-I droop control, as
described in Section II-A. Based on the worst case microgrid
load of 20 kW and the maximum microgrid
voltage deviation, , the droop coefficient is selected
as . SoC balancing between the battery
leaders is achieved by augmenting them with the battery fol-
lower current control strategy, and ensuring there is a spanning
tree between them.
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Fig. 16. Case Study 2—Bidirectional Power Flow: Total microgrid load and
ultracapacitor ES system output powers.

Fig. 17. Case Study 2—Bidirectional Power Flow: Total microgrid load, grid
connected converter output power and battery ES system output powers.

Fig. 18. Case Study 2—Bidirectional Power Flow: Ultracapacitor voltages.

Fig. 19. Case Study 2—Bidirectional Power Flow: Battery states of charge.

The DC microgrid, updated for Case Study 3, is shown in
Fig. 20. The ultracapacitor leaders are at buses 1c and 6c, and
the battery leaders are at buses 1b and 3b. New communication
links have been added from 1c to 7c, and from 6c to 2c, en-
suring there is a spanning tree from each ultracapacitor leader
to the ultracapacitor followers. Communication links have also
been added from each of the ultracapacitor leaders to each of
the battery leaders, and from the battery leaders to the grid con-
nected converter. Finally, the links between the battery ES sys-

Fig. 20. Case Study 3: 380VDC datacenter microgrid with two ultracapacitor
leaders and two battery leaders.

Fig. 21. Case Study 3—Multiple Leaders: DC microgrid bus voltages.

tems have been made bidirectional to provide a spanning tree
between the leaders.

The same load profile as Case 1 was used, shown in Fig. 8.
For the first hour of operation, the microgrid is in grid connected
mode. As shown in Fig. 21, the microgrid bus voltages vary be-
tween 379.5 V and 380.6 V, due to the V-I droop characteristic
introduced to provide current sharing between the two ultraca-
pacitor leaders.

The grid connected converter was suddenly disconnected
after one hour. The ultracapacitor leaders share the load re-
quired to restore the microgrid power balance, as shown in
Fig. 22. The minimum voltage reached by the microgrid is
367.5 V, still above the minimum microgrid voltage of 360
V. Note that of the two ultracapacitor leaders, 6c has a lower
capacity, and reaches a minimum voltage of 68 V, as shown in
Fig. 24. Both battery leaders share the output power required
to restore the ultracapacitor voltages, as shown in Fig. 23. This
reduces the maximum SoC deviation between the batteries to
0.5%, as shown in Fig. 25.

After one and a half hours, ultracapacitor leader 1c is sud-
denly disconnected from the network. As shown in Fig. 21, bus
voltage regulation is not negatively impacted, and proper oper-
ation is maintained.

VI. CONCLUSION

In this paper a multi-agent cooperative control strategy has
been presented for coordinating power sharing between ultra-
capacitors and batteries distributed throughout a DC microgrid.
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Fig. 22. Case Study 3—Multiple Leaders: Total microgrid load and ultraca-
pacitor ES system output powers.

Fig. 23. Case Study 3—Multiple Leaders: Total microgrid load, grid connected
converter output power and battery ES system output powers.

Fig. 24. Case Study 3—Multiple Leaders: Ultracapacitor voltages.

Fig. 25. Case Study 3—Multiple Leaders: Battery states of charge.

Without requiring a central controller, the ultracapacitors are
utilized for power quality regulation, while the batteries are uti-
lized for bulk energy storage. The only communication require-
ment is a sparse communication network providing spanning
trees from the ultracapacitor and battery leaders to their respec-
tive followers. The proposed control strategy is able to capture
the benefits offered by using multiple energy storage technolo-
gies, while the distributed control structure maintains the advan-

tages in terms of reliability, flexibility and scalability offered by
using multiple spatially distributed storage devices.

APPENDIX

is the transfer function between the in-
ductor current and ultracapacitor voltage:

is the transfer function between the battery
leader output current and the ultracapacitor leader inductor cur-
rent:

is the transfer function between the
grid converter output current and the battery leader inductor cur-
rent:

is the transfer function between the grid
converter output current and the ultracapacitor leader inductor
current:
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